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A theoretical study of low-pressure helium rf glow-discharge plasmas is presented. The numeri-

cal scheme provides a fully kinetic description of the electrons and singly charged He ions in one
spatial dimension and predicts the electric fields present in a mutually consistent fashion. The re-
sults have implications for a variety of discharge geometries and gases. Realistic, detailed cross sec-
tions for He are used. Both the numerical algorithm and physical processes are discussed. Unlike
previous theoretical studies, we find a low average electron energy ((1 eV) in the central bulk re-

gion and a weak bulk field ( =2 V/cm peak amplitude) that is out of phase with the strong sheath
fields. The discussion emphasizes quantities that can be readily measured in order to facilitate com-
parison with experiment. Metastable-atom production rates are used as source terms in a diffusion-

reaction model to predict metastable-atom densities. Multistep ionization due to metastable-
atom —rnetastable-atom collisions is shown to be important for some of the conditions studied. The
pressure dependence of the ion distribution at the electrode is studied. Some common approxirna-
tions used in modeling discharges are examined for both suitability and possible improvement.

I. INTRODUCTION

Discharge plasmas have long been a subject of both
academic and practical interest. Discharges are used in
pulsed-power devices, gas lasers, semiconductor etching,
thin-film deposition, and plasma modification of materi-
als. Much interest stems from the nonequilibrium condi-
tions routinely obtained in operating discharges. Elec-
tron "temperatures" of tens of thousands of degrees are
present in an otherwise room-temperature discharge
reactor and drive many useful high-temperature chemical
processes. Various regions of many discharges also lack
"hydrodynamic" equilibrium, meaning that the charged-
particle behavior cannot be determined merely from the
local electric field, but rather retains a memory of fields at
other spatial locations and times. Understanding of
nonhydrodynamic regions is incomplete and they are
therefore a subject of academic research.

A thorough theoretical description of discharges re-
quires that each charged species be described at the ki-
netic level by solution of Boltzmann's equation

+v.V,f+a V„f=Cf
Bt

(or some equivalent procedure). Here f is the phase-
space distribution function, r and v are the spatial loca-
tion and velocity of particles, and a is the acceleration
due to the fields at r. The V„operator acts in velocity
space. A separate distribution function f (with an ap-
propriate subscript) exists for each charged species. The
collision operator C will in general link together different

species and velocities, making the problem nonlocal in
velocity space. Poisson s equation (or its dynamic gen-
eralization) then couples together all the charged species:

V E=~
E'p

where E is the electric field, p the net charge density, and
ep the permittivity of free space. A direct solution of
these equations avoids many of the ad-hoc assumptions
necessary when either the particle kinetics are simplified
(e.g. , by using fiuid equations) or when the fields are
decoupled from the calculation. Neutral-particle trans-
port is important in many discharges; it can be added in a
straightforward manner to the charged-particle model, as
can gas-phase chemical and wall processes through the
use of tabulated reaction-rate data. Modeling a realistic
discharge plasma is a formidable task because of the
difficulty of describing the charged-particle behavior con-
sistently with the fields present, because of the wide range
of time scales present, and because of limited basic cross-
section and reaction-rate data.

It is now possible to realistically model glow discharges
at the kinetic level consistently with the fields present. '
Such detailed calculations are important because the re-
sults have implications for rf discharges in many gases.
To keep computational time within reason, however, only
gases with simple chemistry and rudimentary wall pro-
cesses are considered here. Inclusion of additional chem-
ical and wa11 processes is straightforward in principle, but
the time scales of some processes are extremely long; the
electron plasma frequency and collision rate (which usu-
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ally limit the time step of integration) may be in the range
of GHz, while important chemical and wall reactions
may proceed at kHz or Hz rates.

This paper presents a model of low-pressure, one-
dimensional parallel-plate helium rf discharge plasmas.
The electrons and singly charged helium ions are tracked
at the kinetic level, and the charged-particle distributions
are mutually consistent with the electric field E (z), where
z is the distance normal to the plates and is the one spa-
tial dimension considered. Realistic, detailed cross sec-
tions are used for electron collisions with ground-state
helium, and for charge-exchange collisions between ions
and atoms. The basic numerical method has been de-
scribed previously, ' but has been modified for use in
these rf calculations; the details of the modifications will
be presented in the Appendixes. It should be emphasized
that the numerical method is quite general and applicable
to both rf and dc discharge calculations, as well as a wide
range of nondischarge transport problems.

The results of these detailed calculations indicate a
complex interaction of the h~gh- and low-field regions
and a much lower bulk average electron energy than
found in other models. The present results are in good
agreement with the relatively sparse experimental data.
The detailed information available from a kinetic calcula-
tion allows us to study the behavior of electrons released
from the electrodes by ion impact, the metastable-atom
densities, and the common approximations used in
discharge modeling. Before discussing the model and its
results, however, we will present an overview of other
discharge models and examine some relevant experimen-
tal measurements.

II. MODERN DISCHARGE THEORY

Many models of discharge plasmas are currently in
use, ranging in complexity from electric circuit models to
fully self-consistent kinetic calculations. This section will
review the various types of models used for discharge
work.

Bletzinger and Flemming found that circuit models
could fit the impedance characteristics of discharges in a
range of pressures and rf frequencies, but that it was not
obvious what capacitance or resistance to associate with
more unusual processes such as the heating of electrons
by rf sheath expansion. Bletzinger recently obtained cir-
cuit equivalents for discharges in attaching gases and for
various electrode materials. Kohler et al. utilized a cir-
cuit model to extract the plasma potential from an exper-
imentally measured energy distribution of ions incident
on the grounded electrode in an rf argon discharge.

In this paper, "regional" models are those that use fa-
miliar approximations to describe each distinct physical
region of a discharge. The resulting model may or may
not be analytically solvable. A typical regional model
might describe ion motion in the high-density, low-field
bulk region using an ambipolar diffusion model and use
the ion mobility to model ion transport in high-field col-
lisional sheaths.

Godyak and co-workers " have developed a regional
model of an entire symmetric rf discharge and compared

its predictions with various He-discharge experiments.
Keller and Pennebaker' have used a regional model to
predict and analyze the characteristics of dc and rf
sputtering systems. Pennebaker' constructed a model
suitable for predicting rf discharge impedance. Lieber-
man'"' has developed models of rf sheaths under as-
sumptions such as time-independent ion motion (col-
lisional or collisionless) and inertialess electrons. Misium,
Lichtenberg, and Lieberman have built on this latter
work and developed a microscopic electrode-to-electrode
discharge model. '

Regional models retain much of the computational
simplicity of circuit methods, but their accuracy is still
limited by the approximations and assumptions in the
models. Some typical regional approximations will be ex-
amined in light of the results to be presented in this paper
in Sec. VI to evaluate their validity and highlight possible
improvements.

Continuum or Auid models have been used by Graves
and Jensen, ' Bayle, Vacquie, and Bayle, ' Barnes, Colter,
and Elta, ' and Oh, Choi, and Choi A continuum mod-
el in two spatial variables has been implemented by
Boeu f.

The difficulty in these models is that the system of
equations is open (because the only a few moments of the
electron distribution function f, are known) and must be
closed with ad-hoc assumptions. For instance, the pri-
mary ionization rate per unit volume S actually depends
upon the ionization cross section o;,„and the electron
distribution function f, :

S=X o.;,„u,d u

but must be obtained based on the calculated quantities
(neutral-particle density N, electron density, momentum,
energy, or electric field). There is no proper way to ex-
tract S from this restricted subset of information.

One possible assumption is that hydrodynamic equilib-
rium holds; that is, that the ionization rate (for example)
depends only upon the local ratio of the electric field to
the neutral-particle density E/N. ' ' ' Tables of ap-
propriate rates have been compiled. However, if the
field varies rapidly in space or time, particles will retain a
"memory" of fields at earlier times and locations and the
hydrodynamic approximation is no longer valid.

One might instead assume that the average energy
found from the Quid equations corresponds to the tem-
perature of a Maxwellian distribution function the
various rates could then be found using this assumed dis-
tribution. We refer to models in which the distribution
function is assumed as based on the moment method.

The moment method has been thoroughly scrutinized
by Ingold25, z6 for its applicability to dc discharges and
swarm (spatially invariant field) experiments. Electron
excitation and ionization at very high E/N have been an-
alyzed using a beam model.

Because of the numerical difficulty of a direct solution
of the full Boltzmann equation, attempts to use it have
usually been limited to calculations in which spatial vari-
ations are ignored or where the field configuration is im-
posed.

Kitamori, Tagashira, and Sakai have used finite
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differences to solve Boltzmann's equation in three veloci-
ty variables and study relaxation processes in neon. Lu-
cas and Saelee have compared results using both Monte
Carlo and Boltzmann techniques. Tagashira, Sakai, and
Sakamoto have analyzed avalanches in argon using
Boltzmann's equation and compared the results to Monte
Carlo simulations. '

Finite-difference methods are in general computation-
ally too intensive for use in more complex discharge
problems. The time step is strictly limited so that at no
location on the mesh do particles cross more than one cell
per time step (the Courant criterion ). This global limit
on the time step applies in all independent variables (par-
ticles cannot move more than one spatial cell per time
step, nor be accelerated more than one velocity cell).
Finite-difference formulations can also suffer from exces-
sive numerical diffusion —the nonphysical movement of
particles about the mesh. "Flux-corrected" algorithms
partially alleviate this second drawback.

Segur and Keller have manipulated Boltzmann's
equation into a purely integral form and solved both
swarm and cathode-fall problems with imposed electric
fields, obtaining good agreement with the Monte Carlo
(MC) predictions of Boeuf and Marode. ~~

Boltzmann's equation can also be expanded using a po-
lynomial series to yield a set of simpler but coupled
differential equations. The angular part of the velocity-
space distribution is expanded in spherical harmonics
(Legendre polynomials for cylindrically symmetric prob-
lems). Two-term and "n-term" ' solutions have prov-
en extremely useful for problems where the distribution
function is nearly isotropic.

Tran Ngoc An, Marode, and Johnson have used a
MC simulation in two variables (distance from the
cathode and velocity along the discharge axis) to calcu-
late the properties of a dc helium cathode fall. A related
two-variable model has been used to examine electron be-
havior in the cathode fall of helium" and argon
discharges. Boeuf and Marode analyzed He dc
discharges using the null collision technique in a model in
three independent variables which allowed for electron
motion and scattering transverse to the discharge axis.
MC simulations using fixed electric fields have been used
to study the cathode fall of a helium discharge, a heli-
um hollow-cathode discharge, and electron avalanches
in argon. ' Moratz, Pitchford, and Bardsley used MC
methods to study the suitability of the hydrodynamic ap-
proximation in spatially varying fields in nitrogen.

Den Hartog, Doughty, and Lawler ' used the Boeuf
and Marode algorithm and imposed the fields as mea-
sured using noninvasive optogalvanic techniques. The
MC predictions for metastable production and cathode-
current balance in a dc discharge were in good agreement
with their experimental measurements.

Kushner ' has used MC simulations to model rf
discharges and study the electron energy distribution in
various molecular gases, including Ar-SiHz mixtures.
Electrons were run in an imposed rf field until memory of
their initial state had vanished. A degree of consistency
with the fields was achieved by adjusting the bulk electric
field amplitude to balance ion production and loss.

Particle-in-cell (PIC) models ' were first apphed to
discharge plasmas by Boswell and Morey. The PIC
method is hampered by the need to deal with the high
number densities and large density gradients (in sheaths)
present in typical glow discharges. Accurate solution of
Poisson's equation may require very large numbers of
paI tlclcs to gl vc cl cdlblc statlstlcs, especially in I'cgl OIls
were the plasma is very close to neutral. Methods to
reduce the effects of statistical noise (e.g. , Fourier analyz-
ing the field ) are not suited for glow discharges be-
cause large field and density gradients exist.

Surendra, Graves, and Morey have studied a 30-MHz
discharge in a heliumlike gas, and report the observation
of an "ionization pulse" originating at the sheath-bulk
boundary and traversing the bulk. They also find the
bulk electrons to be quite energetic Iaverage energies of
several to 10 eV (Ref. 58)] in comparison to the results to
be presented here ((1 eV). Date, Kitamori, and Ta-
gashira have used the PIC method to simulate both
atomic and simple molecular gas discharges, while
Vender and Boswell have used PIC models in model
gases to evaluate simple analytic discharge models. PIC
calculations are perhaps the closest relative of the
"convective-scheme" (CS) method to be presented here.

The diversity of conditions in rf discharges has led to
the development of models that selectively combine ele-
ments of several of the models just described. Where re-
gional models separate the discharge into spatial regions,
a hybrid model groups electrons based on their physical
behavior.

Hybrid models have been used to examine the role of
secondary electrons in rf discharges. Particle simulations
and the beam models are suited for modeling the direct-
ed, energetic motion of secondary electrons, but not for
describing randomized, low-energy electron motion at
high plasma density. A continuum model can be grafted
to the energetic electron model to describe this latter
group of electrons.

Boeuf and Belenguer ' have applied a hybrid model
to rf discharges and found that in higher-pressure
discharges also having secondary electrons, dramatic in-
creases in the plasma density can be obtained once the
applied voltage (for example) is increased beyond some
critical value. In their work a monoenergetic beam is
used to describe the secondary electrons released from
the electrode, and a "pure" continuum model describes
the remainder of the electrons. This model has also been
used to investigate photoelectron-initiated avalanches in
dc discharges.

Surendra, Graves, and Jellum have constructed a hy-
brid model to study atomic dc glow discharges. Schoen-
bach, Chen, and Schaefer have studied an abnormal
glow discharge in a He-SF6 mixture. Both used PIC-
continuum hybrids; the PIC method describes fast elec-
trons in much greater detail than a beam model, and al-
lows for other important processes such as angular elec-
tron scattering.

III. KXPKRIMKNTAI. WDRK ON rf DISCHARGES

Some relevant experimental work will be reviewed in
this section. By no means is this an overview of rf
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discharge work; only notable results from rf and selected
dc discharges in simple gases and well-defined geometries
will be covered here.

The distribution of ions at the cathode of a dc
discharge has been measured by Davis and Vanderslice,
while Coburn and Kay have studied the relationship be-
tween ion bombardment and electrical characteristics.
The electrical characteristics of rf discharges in argon
have been examined by Bletzinger and Flemming, and
compared with a circuit model. Bletzinger has investi-
gated the effects of the addition of attaching gases to an
argon discharge, finding dramatically thinner sheaths and
much stronger sheath fields.

A detailed survey of an argon rf discharge has been
made by Godyak and Piejak, ' primarily through use
of Langmuir probes. Earlier work in hydrogen and argon
by Levitskii, and in helium ' ' demonstrated the ex-
istence of several discharge operating regimes, the regime
being related to the importance of secondary-electron
emission. Specifically, dramatic increases in bulk density
were observed as the operating voltage was increased
beyond a certain threshold. Below the threshold the
discharge operates in the so-called a regime, where the
bulk electrons are suSciently energetic to provide the
ionization necessary to sustain the discharge. The regime
above the threshold is referred to as the y regime;
avalanching secondary electrons sustain the discharge,
and a high bulk temperature is not required. A hybrid
model ' indicates that the transition voltage is depen-
dent upon the secondary-electron emission coefficient and
hence the electrode material. We will consider the a and
y regimes in Sec. VI and show that neither the y mecha-
nism nor the a mechanism (as originally defined with a
high average energy for bulk electrons) can be considered
the dominant sustaining mechanism for the discharges of
interest here.

Gottscho and co-workers have studied rf and dc
discharges, usually in gases useful for semiconductor de-
vice fabrication. Spatial and temporal maps of the
electric field were obtained using noninvasive laser tech-
niques for discharges in BC13, Clz, and BC13-Ar mixtures
at rf frequencies up to 10 MHz. The electronegativity of
the gas and the ability of ions to respond to the time-
varying fields at these lower rf frequencies are responsible
for interesting sheath dynamics and double-layer forma-
tion. Various electronegative gases have been modeled
using continuum and hybrid models ' and the results
are in general qualitative agreement with this experimen-
tal work.

Hebner et al. '" have studied rf discharges in various
gases using a framing camera, microwave interferometry,
and microwave radiometry, and have found an extremely
low bulk electron temperature of only 500 K in helium.
This astonishingly low energy might be disbelieved were
it not for the unambiguous temperature and density re-
sults possible through the microwave techniques em-
ployed. Under similar conditions, by contrast, the con-
tinuum model of Graves and Jensen' predicts a bulk
electron energy of several eV for a heliumlike gas while
Boeuf and Belenguer ' assume a value of 1 eV in a hybrid
model of a helium discharge.

The very low bulk electron energies led Hebner
et al. ' to observe that the bulk region of an rf
discharge can be much like the negative glow of a dc
discharge. Experimental work by Doughty et al.
and Den Hartog et al. ' using noninvasive laser tech-
niques found a high density of rather low-energy
(0.1 —0.25 eV) electrons in the negative glow of their dc
He discharge. Earlier work in somewhat similar dc
discharges by Anderson ' reported even lower average
energies using probe and microwave techniques. Ioniza-
tion and excitation in the negative glow are sustained by
a low density of high-energy "beam" electrons injected
from the cathode fall. An rf discharge, at least in an elec-
tropositive gas, can be quite similar; the low-energy bulk
electrons move gently back and forth during an rf cycle.
Excitation and ionization are driven by a low density of
high-energy electrons that are accelerated in the instan-
taneous cathode sheath of the rf discharge.

The perceived need for an in-depth, systematic, experi-
mental study of a "simple" rf discharge has led to the
proposal of a standard, well-characterized rf research
reactor. The so-called "rf reference cell" is currently be-
ing developed for a parallel-plate discharge in argon.

IV. PHYSICAL CONSIDERATIONS

In this work we consider a hypothetical parallel-plate
discharge reactor shown in Fig. 1.

(1) The discharge consists of equal-area electrodes and
of vacuum containment walls, the latter being su%ciently
far from the active discharge region to be ignored. The
size of the discharge plates is assumed much larger than
their separation d such that fringing effects can be ig-
nored. These assumptions lead to the use of an infinite-
plane-parallel geometry where only one spatial variable is
required (the location on the z axis perpendicular to the
electrodes). Quantitative comparison of the results
presented here with experimental measurements requires
that the experiment closely approximate a symmetric
plane-parallel discharge. Arguments based on diffusion
lengths suggest that the plate radius must be at least
three times the plate separation.

FIG. 1. A schematic of the discharge configuration modeled.
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(2) The voltage source is ideal, generating a pure sine
wave of amplitude V .

(3) The gas is weakly ionized, with the plasma density
less than =10 of the neutral-particle density; collisions
between charged particles and neutral particles dominate,
although collisions between charged particles can be
significant (Sec. VI).

(4) Electrons scatter isotropically from both elastic and
inelastic collisions with neutral particles, with the highly
anisotropic elastic cross section replaced by the isotropic
momentum transfer cross section. An electron energy
loss of 2( m /M )( —,

' mu —3 k T~ ) during each elastic col-
lision is included, where —,mv is the initial electron kinet-
ic energy of the electron, —2kT~ is the mean kinetic energy
of the neutral-particle gas, and m and M are the mass of
the electron and neutral particle, respectively.

(5) Only singly charged ions exist, with charge-
exchange collisions dominating their motion. After
scattering, ions have a Maxwellian distribution at the
neutral-particle temperature. This approximation is
quite accurate at high E/N, ' but less so at low E/N
because elastic ion —neutral-species collisions are neglect-
ed. Its primary advantage is that the CS ion calculation
requires only one space and one velocity variable. The
charge-exchange cross section at low energies is adjusted
to reproduce measured ion rnobilities and thus compen-
sate for the neglect of elastic scattering at low E/1V.

(6) Thermal motion of the neutral particles is included
in a simple fashion when finding electron —neutral-
particle collision rates. The relative speed of the electron
and neutral particle is taken to be Qu +8k' l(AM),
where v is the electron speed (from the CS mesh) and
"(/8kTs/(~M ) is the usual expression for average speed
for a Maxwellian distribution of neutral particles. This
simple method reproduces the correct behavior in both
limits where u ))8kT /(mM) and v ((8kr /(vrM).

(7) Both the thermal motion of the neutral particles
and the assumed Maxwellian distribution of ion speeds
transverse to the discharge axis are included in an analo-
gous manner. The relative collision speed is taken to be

+v, +8kT /(mM/2), where v, is the ion velocity along
the discharge axis (from the CS mesh). We have explicit-
ly displayed the use of the reduced ion —neutral-particle
mass M/2.

Aside from the inclusion of electron energy loss during
elastic electron —neutral-particle collisions, electron—
neutral-particle collisions are handled exactly as in Ref.
1. The semi-empirical cross sections of Alkhazov are
used for inelastic electron —neutral-particle processes.
The elastic momentum transfer cross section for electrons
is calculated from the differential elastic cross section of
LaBahn and Callaway. The ion —neutral-particle reso-
nant charge-exchange cross section is that extracted from
mobility data by Helm. Many previous models of He
discharges have used an identical or very similar set of
He cross sections. ' ' "' ' ' ' In addition, Coulomb col-
lisions between electrons are included in some runs using
a method analogous to that of geng and Kushner. '

Multistep ionization is discussed in Sec. V C.
A proper description of the electron-scattering process

requires at least two velocity coordinates (three dimen-

sions). DiCarlo and Kushner have compared results
from Monte Carlo, ' beam, and their own finite-
difference calculations of electrons in a helium dc
cathode fall in one- and two-velocity variables. Electron
models in only one-velocity coordinate result in more for-
ward scattering and energy transport out of the cathode
fall and into the glow. The excellent agreement between
a 3D Monte Carlo code ' ' and experiment ' is evidence
that a 3D description is not only necessary, but also
sufficient.

These assumptions lead to the following model for the
helium discharges under study. One spatial coordinate z
is sufhcient for plane-parallel geometry. For the electron
calculation we choose as velocity coordinates the magni-
tude of the velocity vector v and the angle 0 between the
velocity vector and the +z axis. This coordinate system
simplifies scattering calculations because an isotropic dis-
tribution of particles is uniformly distributed in p, where
p=cosO. This choice makes calculation of ballistic elec-
tron motion less convenient since 0 is ill defined at v =0.

The requirements on the ion model are much less
stringent because the dominant ion-collision process is
charge exchange. The charge-exchange collision between
a fast ion and a thermal neutral particle of equal mass
can be thought of as producing a fast neutral particle and
a thermal ion. An ion model with two independent vari-
ables z and v„where v, is the velocity along the
discharge axis, is su%cient. The ion velocity distribution
transverse to the discharge axis is assumed to be Maxwel-
lian.

V. NUMERICAL METHOD

Various implementations of the "convective scheme"
(CS) have been described in the literature. Earlier work
using propagators was able to describe thin-film
growth. ' The CS has been previously used to model
ions in a plasma sheath or presheath, ' ' and examine
plasmas in magnetic confinement devices. Reference 3
contains a thorough description of one CS implernenta-
tion. The authors have previously combined a kinetic CS
model of the electrons in the cathode fall of a dc He
discharge with a mobility description of the ions to ob-
tain a self-consistent model of the cathode fall, ' and have
reported in a recent paper the use of a self-consistent ki-
netic model to describe ions and electrons in He rf
discharges. This section briefIy summarizes that materi-
al and the improvements necessary for accurate calcula-
tions of rf glow discharges.

A. General description

Figure 1 of Ref. 1 is reproduced in enhanced form here
as Fig. 2 and provides the basis for describing the im-
provements made to the algorithm since that time. The
idea of the CS as applied to this problem is, given a suit-
able numerical mesh throughout phase space, to move
the particles associated with the individual cells of the
mesh to a new location based on their initial coordinates
(position and velocity), the fields present (here assumed to
be purely electric), the collision probability, and the time
step. The particles are then distributed into cells of the
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be chosen to satisfy any desired initial condition. The CS
is quite robust and can start in a most realistic fashion
from nearly any initial condition.

The calculation then proceeds in the applied rf poten-
tial until convergence is reached. The "scale-up" pro-
cedure has been used to speed this portion of the calcula-
tion (Appendix B). Quantities such as the total number
of particles in the discharge or the sum of their kinetic
energies are compared at the same phase of successive rf
cycles, and the run is declared converged when the frac-
tional change in the quantities is less than 5 X 10 . For
these discharges we estimate that this convergence cri-
terion corresponds to a maximum deviation of +15% in
the predicted discharge quantities from those of a per-
fectly converged solution. Uncertainties in the
electron —neutral-particle cross sections have been dis-
cussed elsewhere, ' ' ' but can be assigned an overall
value of +25%%uo. The resonant ion —neutral-particle
charge-exchange cross section is known to better than
+10%.

C. Multistep ionization

-V

FIG. 2. An illustration of a simple convective scheme im-
plementation in two independent variables z, the distance from
the left electrode (see Fig. 1), and U, the velocity along the z
axis. The force (electric field) is assumed constant. The scatter-
ing shown in analogous to ion —neutral-particle resonant charge
exchange; particles stop after collision. The mesh straddles
U, =0 to avoid possible singularities.

mesh based on the phase-space overlap as indicated in the
upper portion of Fig. 2. In the limit of infinitely small
mesh cells, the initial particle density in a single cell
resembles a 6 function in phase space, and hence there is
a connection between the CS and Green's functions or
propagators. The solution of kinetic equations by this
method is straightforward because the appropriate prop-
agator is intuitively obvious, at least for time steps much
less than a mean collision time. This algorithm is de-
scribed in detail in Secs. III and IV of Ref. 1 and was
used there to produce a self-consistent, kinetic descrip-
tion of the electrons in the cathode fall of a helium glow
discharge. Improvements to this basic CS were found
necessary to accurately model rf discharges; the details
are found in Appendix A. A method for rapidly attain-
ing convergence has been developed and is outlined in
Appendix B.

B. Method of calculation

The calculations presented here are typically started
with a uniform spatial density of electrons and ions. Par-
ticles are loaded into the lowest nonzero velocity cell of
the mesh with an isotropic angular distribution, at the
phase of the rf cycle where there is no net potential ap-
plied across the discharge and where the left (z =0)
sheath is expanding. The details of the initial distribution
are rather unimportant for these rf calculations, but may

Absolute measurements of metastable-atom densities
are possible through the use of laser-induced fluorescence
and absorption spectroscopy. Metastable atoms therefore
provide a valuable link between theory and experiment.
The metastable production rates from the kinetic calcula-
tion are fed into a diffusion-reaction model based on
propagators to obtain maps of helium metastable-atom
density.

We calculate excitation to levels n 'S, n S, n 'P, n P,
n 'D, n D, where the principal quantum number n ~5.
The cross sections are taken from Alkhazov. Excita-
tions to all triplet levels are assumed to cascade to the
metastable 2 S level. The singlet manifold is more com-
plex because of the optically allowed transitions from the
n 'P levels to the ground state. Transitions to the ground
state are radiatively trapped. Under the present
discharge conditions natural and pressure broadening of
the transitions dominate the trapped decay rate. The
pressure broadening is found from the work of Ali and
Griem. Trapped radiative decay rates are known
analytically for infinite-slab geometry, and vacuum de-
cay rates are used between excited levels.

Metastable-atom transport is adequately described by
solving the diffusion equation for each species:

D P2 —R (4)
Bt

where ~, D, and R are the density, diffusion coe%cient,
and net source rate per unit volume for the particular
species. The appropriate one-dimensional propagator'
for a 5-function distribution initially at zo after a time At
1S

1

&4~D b, r

—(z —zo)
4D At

The net source rate R for each metastable species is
found using the full kinetic discharge calculation in com-
bination with reaction-rate data. Three reaction process-
es are included:
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He*+He
RMM

=He+ He++ e O OO

O M O A & O O

He(2 'S)+He

He(2 'S)+e

RMO

RM

:He+He+h v,

:He(2 S)+e +0.79 eV .

O
O O u l
t O ~ O ~ M ~ l

cV

OO

O

Results from four rf discharge calculations have been
presented in an earlier paper. A set of "benchmark"
discharge parameters was chosen for one discharge. One
of the chosen parameters was then varied for each of
three additional runs presented in the paper. In this pa-
per we present additional results from the runs in Ref. 2
and continue to work outward in parameter space from
the benchmark conditions. The discharges studied and
results obtained are summarized in Table II.

TABLE I. Reaction data used in metastable transport calcu-
lation. D is the diffusion coefficient, RMM the rate of
metastable-atom destruction in metastable-atom —metastable-
atom collisions, RMo the rate of metastable-atom destruction in
metastable-atom —ground-state-atom collisions, and o.M, the
cross section for singlet-to-triplet conversion.

Dz'sN

&MM

&MO

Me

1.4X 10' cm ' s

1 51X10' cm 's
3.9X10 cm s
5.8X10 " cm's ''
3X10 ' cm '

'Phelps (Ref. 102).
"Cross section from Phelps and Molnar (Ref. 103) with E =o.u

and v =+SkT /(nM„), where T =300 K and M„ is the re-
duced mass.
'Value from Phelps (Ref. 102) for electrons at 300 K. Electron-
temperature dependence from Fon (Ref. 101).

He* denotes either species of metastable atoms; both may
be destroyed upon collision with other metastable atoms
[Eq. (6)] with a rate constant R MM. Direct destruction of
triplet-state atoms [He(2 S)) in binary collisions with
neutral He is spin forbidden, so only the singlet-state
atom —neutral-atom process is shown [Eq. (7)], with rate
constant R~o. Equation (8) shows the exothermic con-
version of singlet metastable atoms [He(2'S)] to triplet-
state atoms in collisions with low-energy electrons. The
rate governing this process RM, is dependent upon the
electron temperature. ' ' The continuity equations
governing these processes are discussed in Ref. 51 and
solved there for a dc discharge.

The reaction-rate data are shown in Table I. Where
only cross-section data o. are available, the rate o.u is
found using a speed v =+8kT /(AM„), where T is the
temperature (300 K for neutral particles) and M„ is the
reduced mass of the colliding particles. The electron
temperature is determined from the electron kinetic ener-
gy. The raw metastable-atom —metastable-atom collision
rates must be doubled to account for the loss of two
metastable atoms per event and obtain the RMM shown in
Table I.

VI. RESULTS AND DISCUSSION
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TABLE III. Amplitude A and phase P of the first three nonzero Fourier components of the
discharge current. All A2 and A4 vanish for a symmetric discharge (see text). Amplitudes are given as
a percentage of the fundamental A, (all 31=100%%uo), and phases are relative to the applied voltage (a
pure sine wave).

Run

1

2
3
4
5
6
7
8

9
10

0.46
0.44
0.47
0.44
0.45
0.45
0.44
0.45
0.46
0.46

5.4
6.2
6.5
6.2
5.9
7.5
5.8
6.2
3.6
4.4

0.39
0.34
0.43
0.34
0.41
0.46
0.41
0.38
0.31
0.32

0.4
0.6
0.7
0.6
0.5
1.1
1.6
1.2
0.2
0.3

0.50
0.48
0.38
0.48

—0.39
—0.35
—0.49

0.36
0.13
0.40

of the wall and ball are initially antiparallel, the ball will
gain energy during the collision, but lose energy if the ve-
locity vectors are initially parallel.

Power deposited into electrons will ultimately manifest
itself as electronic excitation and ionization of neutral
particles. The ionization rate per unit volume is shown in .

Fig. 3(d), and as expected, refiects the power deposition.
The mean free path for ionization is more than a
discharge length, so the inelastic processes resulting from
the localized power input appear throughout the
discharge; the rate per unit volume drops roughly ex-
ponentially from the location where the power is deposit-
ed to the opposite sheath edge.

B. V-I characteristics

%e now turn to specific characteristics of all the
discharges.

The amplitude and phase of the first three nonzero
Fourier components of the discharge current are shown
in Table III. The amplitudes are a percentage of the am-
plitude of the current fundamental. Phases are measured
relative to the phase of the applied voltage fundamental
and folded back into the range —ir/2 & P & rr/2

The even Fourier components of the current must van-
ish for a symmetric discharge. An even Fourier com-
ponent of the current would have the same sign (corre-
sponding to current in the +z or —z direction) at two
phases in the rf cycle separated by one-half of the rf cycle
(diff'ering in phase by m), a situation disallowed by sym-
metry.

As expected, the discharges are all dominantly capaci-
tive, with the current leading the applied voltage by near-
ly ~/2. The most significant variations observed are
those associated with changes in the neutral-particle den-
sity. The values reported here for the fifth Fourier com-
ponent (especially the phase) are comparable to their un-
certainty given the quoted convergence criterion.

C. Bulk electric field

The bulk field waveform for the benchmark discharge,
for run 7 (twice the neutral-particle density but otherwise

identical) and for run 10 (four times the neutral-particle
density and half the applied potential) are presented here
in Fig. 4. The most noticeable variation occurs in the
bulk field waveform, which becomes more like a pure
sinewave at the higher pressures. Aside from this
difference, and ignoring differences in absolute magnitude
between the various runs, the waveforms for the current
density jD, the field at the z =0 electrode E(0), and the
bulk field E(d/2) are remarkably similar in spite of sub-
stantial differences in the discharge operating point. Pre-
liminary CS results in rf argon discharges indicate similar
Eb„&z behavior. Sato and Lieberman' have found a
similar Eb„~k using an e1ectron beam deflection technique
to measure the Eb„&i, in 2 and 23 mTorr Ar rf discharges.
The electrons carry nearly all the discharge current
through the bulk; this phase of Eb„~i, is required to satisfy
current continuity.

A comparison of runs 4, 9, and 10 (identical except for
N) indicates a trend toward generally weaker bulk fields
at higher X. [We note here the E (d /2) as plotted in Fig.
4 has been smoothed to remove noise at the 5% level.
None of the other results presented here have been
smoothed, nor have any of the time-dependent results
been averaged by sampling the quantity at the same
phase of successive rf cycles. ]

The field reversal and the average electron motion are
interrelated. The field reversal is for the most part locat-
ed at the plasma edge of the contracting sheath. This re-
gion was just depleted of electrons by the sheath, which
had been expanding at an earlier instant of the rf cycle.
As the sheath reaches its maximum extent and begins to
contract, Eb„&z acts to draw electrons from the bulk into
the electron-depleted region in front of the now-
contracting sheath.

The effect of Eb„Ik has been studied by modifying the
true field configuration and looking for changes in the
ionization rate. This "tracking" calculation enables us to
study individual portions of the electron energy distribu-
tion function. The tracking calculation starts from the
converged benchmark solution. The distribution func-
tion is cleared of all electrons except those which are at
one selected speed and are also in spatial locations where
the field is weak (~E~ & 5 V/cm). These electrons are then
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run for several cycles in the true benchmark field and ion-
ization events are tabulated. The same experiment is
then repeated with a modified field configuration. The
first modification consisted of setting the field to zero any
time its actual magnitude was less than 5 V/cm. This
change was found to reduce ionization due to low-energy
electrons but increase that due to high-energy electrons.
The second modification was to invert the sign of the field
(compared to the true benchmark field) in regions where
its magnitude is less than 5 V/cm. This latter
modification magnifies the changes observed when Eb„&k
was set to zero. The cumulative ionization for electrons
initially at two different energies is shown in Fig. 5. The
effects beyond the first cycle shown in Fig. 5 are less im-
portant as the distribution bears little resemblance to the
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FIG. 5. Cumulative ionizations due to electrons initially hav-
ing 0.6 and 14.8 eV in the low-field regions ((5 V/cm) of the
benchmark discharge (solid lines). Changing the bulk field
aA'ects the ionization. Low-energy bulk electrons are not
pushed toward the electrodes as the sheaths retreat after either
setting the bulk field to zero (dashed lines) or inverting its sign
(dotted lines). Ionizations due to the these electrons are there-
fore reduced. Energy gain by high-energy electrons is hindered
by the true bulk field; altering the field configuration improves
their ionization efficiency (see text). The vertical scales for each
initial electron energy are difierent
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initial distribution. Because we are only interested in the
relative ionization rate, the vertical scales for each elec-
tron energy are different.
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FIG. 4. The applied potential, discharge current, electric
field at the z =0 cm electrode, and the bulk electric field (at
z =d /2) for (a) the benchmark run, (b) run 7, and (c) run 10
over one rf cycle period.

Ebulk '

(1) Low-energy (=0.5 eV) bulk electrons respond to
Eb„&z, but require on the order of an rf cycle
(T=7.375X10 s) to cross the bulk and they undergo
several collisions during the crossing. These low-energy
electrons and the sheaths move at comparable speeds.
Low-energy electrons are gently pushed by Eb„lk toward
an electrode as a sheath retreats toward that electrode.
They move too slowly to catch the retreating sheath,
bounce, and lose energy. These slow electrons are unable
to move away before the subsequent sheath expansion,
and are heated as the sheath moves past. Setting Eb„&k to
zero or inverting it inhibits the lowest-energy electrons
from moving in behind the retreating sheath.

(2) Higher-energy electrons (=15 eV) can cross the
bulk several times per rf cycle and have twice the mean
free path of the 0.5-eV electrons; they can cross the bulk
and collide with a sheath at any time. They gain energy
from the field during collisions with expanding sheaths
and lose energy to the field upon hitting a contracting
sheath [Fig. 3(c)], and the amount of energy gain or loss
is dependent upon the relative speed of the electron and
sheath. Eb„lk hinders heating of these high-energy elec-
trons because for most of an rf cycle it slows energetic
electrons as they move through the bulk toward expand-
ing sheaths (reducing the possible energy gain upon
bouncing) and accelerates them as they move toward con-
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FIG. 6. The electric field for run 10 [see Fig. 3(a)j. The
triple-field reversals appear as "islands" and arise from high-
energy electrons which have been launched from the expanding
sheath and have traversed the bulk plasma. The plot has been
truncated at E=+3 V/cm, and the contour spacing is 0.5
V/cm.

tracting sheaths (where their energy loss is magnified).
At higher neutral-particle densities we observe the for-

mation of a triple-field reversal at the base of contracting
sheaths which results in a second potential energy well
for negatively charged particles (in addition to the poten-
tial minimum just discussed). Figure 6 is a contour plot
of E for run 10. Hints of a similar structure exist in other
runs, but only in run 10 do they result in a triple-field re-
versal. The appearance of the triple-field reversal coin-
cides with the arrival of a beamlike group of high-energy
electrons which originate in the expanding sheath (near
the more distant electrode) and traverse the bulk plasma.
These high-energy electrons do not appear to be secon-
daries; the triple-field reversal persists when run 10 is
continued after setting y =0. We therefore conclude that
the high-energy electrons have been heated by sheath ex-
pansion and attribute their appearance in run 10 (and no
other runs) to the additional avalanching which occurs at
higher neutral densities. Verheest has shown that double
layers can form in plasmas with only one positive-ion
species if a two-temperature electron distribution ex-
ists. '"

D. Electrode ion distribution and secondary electrons

As previously mentioned, the applied rf frequency is
above the ion plasma frequency, and the ion density
profile is therefore nearly independent of time. The ion
velocity, however, does respond to the time-varying fields
and its response is rejected in an =30% variation in the
ion current to each electrode during the rf cycle in the
benchmark discharge.

We concentrate here on the ion distribution at the elec-

trodes for the benchmark discharge conditions. Helium
is not a useful etching gas, but the results provide some
insight into the behavior of other noble-gas discharges,
particularly argon, which is used for sputter etching, and
some guidance for understanding the chemical-etching
mechanism of reactive gases. The ion distribution at the
electrodes is also measurable and provides contact be-
tween the present calculations and experiment.

The solid lines in Fig. 7 show the ion distribution at the
left (z =0) electrode in the benchmark discharge. A pulse
of high-energy ions hits the electrode and peaks in energy

cycle after the maximum in the potential of the
respective sheath. The high-energy tail of ions hitting the
electrode persists to later times in the rf cycle. Hebner
and Verdeyen have seen the effects of such a time delay
using a framing camera to track optical-line emission.
Secondary electrons produced much of the observed
emission in their experiment. The observed line intensity
peaked well after the maximum sheath extent, indicating
that the ion current to the electrode substantially lagged
the maximum sheath extent.

The dashed lines in Fig. 7 show the distribution for a
discharge at twice the neutral-particle density of the
benchmark conditions. As expected, ions undergo more
collisions as the gas density is increased, and their direct-
ed motion to the electrode is degraded. Lower applied
discharge potentials have a similar effect on the directed
ion motion. Ilt should also be noted that the ion distribu-
tion shown in Fig. 7 is plotted against only the ion veloci-
ty parallel to the discharge axis. It must be convoluted
with a Maxwellian distribution of velocities transverse to
the axis at the background gas temperature (300 K) to
obtain the complete ion distribution function. ]

t=0.6T

t=0.2T

t=O. OT

—400

J J

J ! —200

l

—15 —10 —5
v, (10' cm/s)

FIG. 7. The ion distribution f; one-half cell from the left
(z =0) electrode at five phases of the rf cycle.

ZU ZU

f; =N '/( AhzAu, ), where X ' is the number of ions in the
mesh cell centered at z and v, and 2 is the discharge area. The
solid. line denotes benchmark discharge conditions; the dashed
line indicates twice the neutral density but otherwise identical
conditions (run 7).
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The ion distribution function (IDF) at the electrodes
has been measured and modeled for various discharge
conditions. Detailed structure in the IDF has
been observeb d' ' in Ar discharges at low neutral-
particle pressures ens(tens of mTorr). The structure arises
because Ar is more maA + ore massive than He+ and therefore
remains 1n e sth heath for more rf cycles. At ower
neutral-particle densities fewer charge-exchange co-
lisions occur and thus the ions are more likely to retain a
memory of the oscillating sheath field. The simplified
model of Wild and Koidl' is not appropriate for the
conditions studied here. The more sophisticated model
of Liu, Huppert, and Sawin' indicates that the structure
vanishes even for the more massive Ar at higher gas
density.

Secondary electrons released from the electrodes by en-
ergetic ion impact play only a small role in maintaining
these discharges; runs 3, 1, and 5 are only moderately
different in spite of significant changes to the secondary-
emission coe cienffi

'
t y Here y is a coefFicient for electron

emission ue on yd 1 to ion bombardment of the electrodes.
We have neglected electron emission due to metastable-
atom bombardment. More He+ than He is produced
under the conditions studied here. All ions will eventual-
ly reach the walls while some of the metastable atoms wi
be collisionally quenched. Neglect of electron emission
due to metastable-atom impact should not be serious be-
cause even the more plentiful secondary electrons pro-
duced by ion impact are relatively unimportant for these
discharge conditions.

"Tracking" runs (described above) were used to study
the fate of the secondary electrons. Only half of the
secondary electrons launched during an rf cycle are still
confined at the end of the cycle in the benchmark
discharge. Those that remain have in general undergone
one or more inelastic collisions, are less energetic, and are
better confined; )80% of those remaining after the first
rf cycle are still confined after two cycles. Changes to y
do not result in dramatic changes in discharge character,
apparent y ecause e1 b th long mean free path for ionization)d in the benchmark) prevents secondary electrons
from avalanching extensively and allows many of the
most energetic electrons to escape to an electrode before
colliding. Secondary electrons are certainly not required
to maintain the present discharges; y ==0 in runs 3 and 8.

E. Electron distribution function

Figures 8 and 9 are contour plots of the logarithm of
the electron distribution function in the bene hmar
discharge at two instants in the rf cycle, t =0 and
t = T/4, respectively (here, T indicates one rf cycle

d) The upper plot of each figure shows the loga-perio
rithm of the isotropic part of the distribution fune

'

( A bzb, vip)) plotted for all z and v. X""is the number
of electrons in one mesh cell centered at z, U, and
p=cosO, and 3 is the discharge area. The volume of a
mes ce is zh 11 is AAz in real space and =2~U AU p in ve oc-

rithm ofity space. eThe lower contour plot shows the logari
z=d/2) of thethe full velocity distribution at the center (z= / o e

z (czn)

10

FIG. 8. Contour plots of loglo of portions of ts of the electron dis-
'b ' f tions at time t =0 (see Fig. 3). The contour spac-

ing is 0.25 (see text). (a) The logarithm of the isotropic part o
t e isri uioh d' t 'b tion function across the benchmark discharge. L
and R label secondaries from the left (z =0 cm) an rig z-
cm) electrode, respectively. T denotes a group of electrons mov-

ing transverse to the discharge axis. C labels the large number
of low-energy (cold) bulk electrons. (b) The logarithm of the full
angular and speed distribution at z =0/2.

discharge (log, o[(2~u f, )cm s ']). Both figures are ab-

solute. Zero (negative) contours correspond to regions
h lotted distribution is equal to (less than) unity,

=0 areh t f 2 u f are cm s. Electrons at
n themoving in the +z direction (from left to right in t e

plots), while electrons at O=vr/2 are moving transversely,
with a velocity parallel to the electrode faces. Two dom-
inant features of all of the plots are the overwhelming
number of low-energy bulk electrons and the contribution
of the secondary electrons. We n t a e

'

e ec ron-e1 t -electron scattering (see below yields a more
n hereMaxwellian distribution than the results shown

(which do not include such Coulomb interactions .

As discussed above, the ion current ot to the each elec-
trode significantly lags the instant of maximum sheath

h
' the 0.1-Torr benchmark discharge. T is is

i . 8 atanin-reAected in the distribution function of Fig. , a
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FIG. 9. Same as in Fig. 8, but at time t =0.25 T in the rf cycle
of the benchmark discharge. H labels a relatively large density
of low-energy electrons that has moved into a sheath region
during what is periodically the anodic part of the rf cycle.

stant in the rf cycle where approximately equal potentials
are dropped across each sheath, but when the z=4 cm
sheath is collapsing from its maximum extent and the
z =0 sheath is expanding. The ion current to the z =0
electrode has not had a chance to respond to the
strengthening field, while ions hitting the z =4 cm elec-
trode retain a memory of strong fields at an earlier phase
of the rf cycle. A strong maximum in Fig. 8(b) at O=vr
(labeled R) confirms the presence of secondary electrons
from the z =4 cm electrode streaming through the bulk.
These delayed secondaries are similar to those seen exper-
imentally by Hebner and Verdeyen.

The plots in Fig. 9 show the same information later in
the rf cycle, at t=T/4, when the sheath near the z =0
electrode is maximum and the z =4 cm sheath is
minimum. Secondary electrons from the z =0 electrode
now dominate, as can be seen in Fig. 9(b). Figure 3 of
Ref. 2 is an orthogonal projection of the information in
Fig. 9(a).

A curious feature of both Figs. 8 and 9 is a group of
relatively high-energy (=260 eV) electrons moving trans-
verse to the discharge axis. Tracking calculations similar

to those used to examine the role of the cold bulk elec-
trons showed this local maximum to be composed of
secondary electrons that have been scattered into the
transverse direction. No such group of electrons appears
in an otherwise identical discharge with y=0 (run 3) or
V =250 V (run 4), but does remain (at the same =260
eV energy) when the applied potential is doubled (run 6).
The feature may be an artifact of replacing the full
difFerential elastic cross section with the momentum
transfer cross section.

High-energy electrons (say, mv /2) ~e~ V /2) are
poorly confined because they are energetically able to es-
cape to at least one electrode at any point in the rf cycle.
The eff'ect is very apparent in the distribution of high-
energy electrons in the V =1000 V calculation (run 6),
which is depleted of electrons moving predominantly
parallel to the discharge axis.

A final important feature of Fig. 9 is the migration of a
substantial number of low-energy electrons from the bulk
region toward the z =4 cm electrode while the sheath
near that electrode is minimum in extent (labeled ~. It
is these electrons which will be heated later in the rf cycle
when the z =4 cm sheath again expands and sweeps them
into the bulk. The dynamics of Eb„&I„detailed earlier, aid
this migration.

F. Bulk electron energy

The bulk electron energy is sensitive to the mechanism
that sustains the discharge. In the parameter range con-
sidered here, it decreases as one increases neutral-particle
density (compare runs 1 and 7), secondary-electron emis-
sion (runs 3, 1, and 5), applied voltage (runs 4, 1, and 6),
or rf frequency (runs 2 and 1). Increasing the applied rf
voltage or frequency enhances electron heating by sheath
expansion and makes the bulk plasma more like a beam-
sustained discharge. The bulk also has more of a beam-
like component as secondary emission is increased.
Higher neutral-particle densities aid discharge mainte-
nance, both by improving ion confinement (reducing ion
mobility), and by allowing more avalanching of high-
energy (either secondary or sheath-heated) electrons. The
quoted bulk energies are averages including electrons of
all energies at z=d/2; the bulk energy is therefore de-
creasing (at higher V, fo, y, and N) in spite of an in-
creasing density of very-high-energy beamlike electrons.

Figure 10 shows the time average of the mean bulk
electron energy for the discharge studied as a function of
Nd (product of neutral density and electrode spacing).
Overlined quantities in this paper are time averaged over
one rf cycle. Also plotted is the experimentally measured
radiation temperature from Hebner, Verdeyen, and
Kushner. A CS calculation for these exact experimen-78

tal discharge conditions is not feasible with our existing
computers; however, the trends of the runs shown point
to a very low bulk electron energy, approaching the
neutral-particle gas energy, for discharges with larger Xd.
The equal bulk energies found in runs 4 and 9 may arise
from the fact that the discharge is barely sustained given
these sets of operating parameters.

The bulk electron energy will not drop altogether to
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FIG. 10. Time-averaged mean electron energy at z=d/2 vs
Nd. The plotted numbers correspond to the runs listed in Table
II, and the experimental data point is from Ref. 78. The solid
lines connect runs with identical V, fo, and y. The dotted line
indicates the neutral-particle temperature (300 K) and the
dashed line is very roughly the energy below which electron-
stabilized recombination becomes important.

G. Higher-order processes

We have briefly investigated the effects of three
higher-order processes in these rf discharges: multistep
ionization due to metastable-atom —metastable-atom col-

the gas temperature, even at very high Nd, because of
Coulomb collisions transferring energy to very-low-
energy electrons and other effects. The dashed line in
Fig. 10 indicates very roughly where bulk plasma elec-
tron losses from electron-stabilized recombination" and
ambipolar like diffusion losses are equal. The line shown
assumes a peak plasma density of 10" crn and a bulk
width of 2 cm. The recombination rate is strongly depen-
dent on the electron energy; the dashed line (which indi-
cates equal losses from diffusion and recombination) is
therefore never far above the assumed neutral-particle
temperature (dotted line). Longitudinal diffusion losses
become less important as the length of the bulk region in-
creases. Recombination provides a lower limit on the
electron energy, both because electron losses increase
dramatically as the electron energy approaches the gas
temperature, and because recombination preferentially
removes the very coldest bulk electrons.

We might also speculate that some discharges in elec-
tronegative gases may not contain the cold bulk electrons
which are seen in these calculations and in various exper-
iments. Discharge current in the bulk is resistive (in
phase with the driving voltage) and carried by the elec-
trons. The presence of negative ions in the bulk of an
electronegative gas discharge may severely reduce the
bulk electron density and therefore demand a higher elec-
tron velocity to carry the required current. A continuum

20model has predicted an electron temperature of 5 eV in
the bulk of an argonlike electronegative gas.
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FIG. 11. Time-averaged metastable-atom production rate per
unit volume and density in the benchmark discharge (no mul-
tistep ionization or e-e collisions). Note the suppression of the
singlet-state atoms due to conversion of singlet- to triplet-state
atoms in collisions with the numerous low-energy bulk electrons
[Eq. (8)]. The production rates shown include cascade from
higher levels.

lisions, Coulomb collisions between electrons, and
electron-ion recombination.

The time-averaged production rates per unit volume of
singlet and triplet He metastable atoms and predicted
metastable densities are shown in Fig. 11 for the bench-
mark discharge. The flat production profile in the bulk of
the benchmark discharge is expected since the mean free
path for excitation is many discharge lengths and since
excitations are driven by the high-energy electrons that
originate in the sheaths and cross the bulk. Production is
more localized near the sheath-bulk boundary at higher

In the lower-N cases the density profile of the triplet
helium metastable atoms is dominantly that of a lowest-
order diffusion mode, but the singlet-state-atom density
profile is suppressed. At higher N the localized produc-
tion near the sheath-bulk boundary and the shorter
metastable-atom diffusion lengths yield a flat triplet-
state-atom density profile. Singlet-state atoms are
quenched by collisions with cold electrons [Eq. (8)]. This
quenching is experimentally observable and has been used
to estimate the density and temperature of the electrons
in the negative glow of dc He discharges. '

It is beyond the scope of this paper to explore the
effects of metastable-atom —metastable-atom (multistep)
ionization over a wide range of parameter space. We have
begun to investigate the effects of metastable-
atom —metastable-atom collisions by coupling the mul-
tistep ionization rate back into the CS charged-particle
calculation. For the benchmark conditions the increased
total ionization rate results in a moderately higher peak
plasma density (1.7 X 10' cm ) and slightly lower bulk
electron energy (0.50 eV). Figure 12 shows the results of
coupling the multistep ionization due to metastable-
atom —rnetastable-atom collisions back into the CS plas-
ma calculation.

Multistep ionization should not be thought of as mere-
ly enhancing the electron-impact ionization rate by some
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FIG. 12. Time-averaged metastable-atom production rate per
unit volume and density in the benchmark discharge. The mul-

tistep ionizations due to metastable-atom —metastable-atom col-
lisions are included, as are e-e collisions. Compare with Fig. 11.

As mentioned in the literature review, discharge mod-
els built on traditional approximations are appealing be-

fraction, but rather as a qualitatively distinct source of
charged particles. Metastable-atom transport is not
affected by the electric field; metastable atoms may freely
diffuse into the sheaths, resulting in a large fractional in-
crease of the charged-particle production near the elec-
trodes. Metastable-atom —metastable-atom ionization in
He always results in a rather energetic (= 15 eV) electron
that can quickly reach the ionization threshold if pro-
duced in a high-field region. This electron is also more
likely to reach an electrode because it can be produced
near an electrode with significant kinetic energy and with
an isotropic angular distribution. The sheath fields adjust
themselves somewhat to offset the losses of these elec-
trons. Such electrons could also be lost radially, so it
might be expected that inclusion of radial losses would
alter the trend observed here when multistep ionization is
considered in the kinetic calculation.

Electron-electron (e-e) collisions might be important at
these high plasma densities, and the results shown in Fig.
12 do include this effect. For the benchmark conditions
shown in Table II, e-e collisions do not significantly alter
most macroscopic quantities such as the plasma density,
but do result in a slightly more Maxwellianlike distribu-
tion of electron velocities. More dramatic effects are ob-
served when the plasma density is higher and the electron
energy lower, as the e-e collision rate is proportional to
(rz, /(v), ). ' Godyak and Piejak have concluded that
e-e collisions are important in an Ar discharge with a
plasma density of 1.45X10' cm and a mean electron
energy of 0.89 eV. For a given density and energy, e-e
collisions may be more important in Ar than in He be-
cause of the Ramsauer minimum in the Ar collision cross
sections.

Electron-ion recombination has been included in all
runs presented in this paper using rate coefficients from
Deloche et al. " Recombination was not found to be
important for any of the discharge conditions studied
here.

H. Comparison to regional approximations

(v, );= T, kT p+(E) drz,
1+

T, fef~, dz
(9)

where overlined quantities are the actual time-averaged
results from the CS calculation and T, and T, are the
time-averaged electron and ion temperatures, respective-
ly. We have found the electron temperature T, in terms
of the mean random electron kinetic energy. The time-
averaged electron temperature T, is plotted in Fig. 13(a)
and is used to plot (kT, /M)' in the left half of Fig.
13(b). Since the electron temperature is rather difficult to
find from a regional model, a constant temperature is
usually assumed. ' A constant T, is therefore plotted in
the right half of Fig. 13(a) and used in the right half of

cause they require minimal computational effort. With
results in hand from the CS method, which employs a
minimum of approximations, we examine the validity of
several typical regional descriptions in the hope of
highlighting reliable approximations and possible im-
provements for such models.

Given the short mean free path for ion —neutral-
particle charge exchange and that the rf frequency is
larger than the ion plasma frequency, a regional model of
the sheaths in the present discharges might assume

a 15collision-dominated, time-independent ion motion. The
ion velocity would then be obtained from the steady-state
ion mobility and the local time-averaged electric field.

The present results indicate that the ion density is
indeed nearly time independent, but that the ion velocity
is not (see Fig. 7). At the instant of the rf cycle where the
two sheaths are most similar, the ion velocity at each wall
typically differs by a factor of 2. The ions in the expand-
ing sheath have a memory of a lower field strength, and
conversely in the contracting sheath (see Fig. 7).

The development of the "scale-up" method for speed-
ing convergence (Appendix B) forced a detailed look at
the correct averages required to accurately model the ion
behavior; we found the time average of the mean ion ve-
locity ( v, ), to be a crucial parameter for use in scale-up
(where we want agreement at the percent level). The time
average of the ion Aux and of the mean ion velocity are
directly proportional given the quasistationary ion densi-
ty.

Many regional ion models obtain ( v, ), froin the dc ion
mobility p+ and the time-averaged field E. This expres-
sion would reproduce (v, ), exactly if p+ were field in-
dependent and if there were no inertial effects to retard
attainment of the steady-state velocity. However,
p+ ~E ' as E becomes large. '"'" In spite of this
discrepancy, and in spite of the temporal variations of
(v, );, the dc mobility is in factor-of-2 agreement with
the (v, ), found from the CS (Fig. 13). The quality of
agreement is not consistent throughout the discharge
conditions studied here and is possible only given the ac-
tual E from the CS calculation. The largest discrepancies
are found near the sheath-bulk boundary (z = 1. 1 cm and
z =2.9 cm in Fig. 13).

Ambipolar diffusion is also a popular assumption for
the bulk plasma region. ' ' ' ' The ion velocity under the
assumption of ambipolar diffusion is calculated from
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FIG. 13. Comparison of actual CS quantities and various re-
gional approximations for the benchmark discharge. (a) The ac-
tual time-averaged electric field and electron temperature are

lotted in the left half. The right half (a) shows the same fieldplotted in t e e a
but a constant T, set equal to the actual T, (z= . e(z =d/2). (b) The
actual ion velocity is compared with (kT, /I) (which is the
Bohm velocity at the sheath edge), with the velocity obtained
from the dc mobility and E, and with the velocity consistent
with ambipolar diffusion found using T, (a).

Fig. 13(b), set equal to the value from the CS calculation
at z =d /2 for the benchmark conditions. The
kT /M)' in the right half of Fig. 13(b) reflects thise

constant T, .
The velocity found from the ambipolar model is quite

accurate throughout the bulk. Surprisingly, the ambipo-
lar velocity is closer near the sheath-bulk boundary under
the assumption of a constant temperature, (

' F g.T (d/2 in Fi
13(b). The agreement is fortuitous; similar comparisons
for the other runs indicate that the velocity found from
E . (9) is generally reliable only to factors of 2 or 3.

The Bohm velocity is commonly used to join the
sheath and bulk regions. The quantity (kT, /M)' is
plotted as the dot-dashed line of Figs. 13(b); at the sheath
edge this is the Bohm velocity. Defining the sheath edge
is problematic. In this paper we have taken the location
of the sheath-bulk boundary to be the location closest to

densities at this location are the same to better than 1%.
The corresponding locations in the benchmark disc arge

(Fig. 13) are z = 1.1 cm z =2.9 cm. Factor-of-2 agree-
ment is perhaps the best that can be expected in joining
the bulk and sheath regions, especially given the difficulty
in defining the exact location of the boundary and the
rapid spatial variation of particle density, velocity, and
energy.

Regional calculations yield generally satisfactory re-
su s as onglt ion as the assumptions inherent in the particular

m the CS theapproximation are valid. Given the E from t e, t e
velocity found from the ion mobility is in reasonable
(factor-of-2) agreement with the kinetic calculation over
most of the discharge; the difficulty lies in finding the ac-
t 1 E in lieu of a self-consistent kinetic calculation. Be-
cause the dc electron mobility is a poor approximation a
13.56 MHz, one cannot accurately obtain the bulk field
amplitude by setting the electron current amplitude at
the discharge midplane (z=d/2) equal to the discharge
current and then using the dc electron mobility.

An ambipolar diftusion model is reasonable for ions in
the bulk plasma, and ions in a collisional sheath can be
described with a dc mobility. Joining such divergent ap-
proximations together is the apparent weakness in form-
ing a regional model of the entire discharge. It is not ob-
vious how to define the location of the bulk-sheath
boundary. Approximations which work well in either the
bulk or sheath are not reliable near the boundary region.
The Bohm velocity, a commonly used workhorse far join-
ing the bulk and plasma regions, contains the inherent as-
sumptions of collisionless ions, inertialess electrons, and
zero net current. It is not a satisfactory approximation in
the discharges of interest here.

VII. SUMMARY

A numerical method based on propagators (Green's
functions) has been used to model rf discharges, finding
particle distributions consistently with the fields present,
which are calculated from Poisson's equation. This con-
vective scheme (CS) is an efficient algorithm applicable to
a w1 e range 0 rans'd f tr nsport problems. Self-consistent kinet-
1c ca cu a 1ons1 1 t ons provide the most reliable predictions o
discharge behavior because the required number o a-
hoc assumptions is minimized. Predictions of discharge
behavior require only basic input data such as reactor
geometry, collision cross sections and reaction rates, an

Quantitative comparison to experimental data is possi-
ble provided that the assumptions listed in Sec. IV are
met particularly the requirement that the experiment
closely approximate an infinite-plane-parallel geometry.
Helium was chosen as a discharge gas because important
cross sections are known to good accura yc and because
its chemistry is minimal. Use of a more complex molecu-
lar gas and inclusion of arbitrary chemical processes is
straightfoward in principle, but the long time scale o
such processes, coupled with the necessity of tempora y
resolving electron plasma oscillations, makes such calcu-
lations extremely long.
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Electron and ion distributions were presented and
display a rich variety of interesting dynamics. Ions do
not respond instantly to the rf fields at low neutral-
particle densities: in these discharges the flux of high-
energy ions at the electrodes peaks = T/4 later than the
instant of maximum sheath extent. The cruxes of secon-
dary electrons released from the electrodes by ion impact
reflect this time lag.

Helium metastable-atom densities were presented to fa-
cilitate contact with experimental measurements. Mul-
tistep ionization due to metastable-atom —metastable-
atom collisions was found to decrease the average bulk
electron energy and increase the bulk plasma density.
The rapid conversion of singlet-state metastable atoms to
triplet-state atoms during collisions with the cold bulk
electrons produces a marked suppression of the singlet
population, an easily observable feature which is strongly
linked to the temperature and density of the bulk elec-
trons.

Various common "regional" approximations were ex-
amined. Taken individually, many of the assumptions
are in reasonable agreement with the self-consistent ki-
netic CS calculations. Difhculty arises both in using a se-
quence of assumptions and in joining the divergent as-
sumptions made for the bulk and sheath regions into a
model of the entire discharge.

A scale-up technique has been employed in an eft'ort to
reach convergence on the ion, rather than electron, time
scale, and has made possible calculations at higher neu-
tral densities. Implementation of scale-up demanded a
clear understanding of which time-averaged electron
quantities were fundamental to the ion calculation. We
found the time-averaged mean ion velocity and ionization
rate to be appropriate quantities for use in the ion calcu-
lation. Scale-up promises to expand the range of possibil-
ities for future work: discharges at higher neutral-
particle densities, with more interesting chemistry, and in
electronegative gases.

Calculations using several sets of discharge parameters
were presented to observe trends in discharge behavior.
Consistent throughout the calculations was a low-average
electron energy in the bulk regions and a weak bulk elec-
tric field substantially out of phase with the sheath fields.
The bulk electron energy predicted by these self-
consistent kinetic calculations is much lower than that of
previous continuum' and Monte Carlo ' calculations,
but is in better general agreement with reliable experi-
mental techniques.

We have discussed experiments' and models' ' that
identified two regimes of discharge operation. These
works indicated that either bulk ionization (the a mecha-
nism) or avalanching secondary electrons (the y mecha-
nism) can maintain the discharge.

We have argued in this work that secondary electrons
play only a minimal role and that the discharge is not in
the y regime. Instead, power is deposited into the elec-
trons primarily through temporal and spatial variations
in the rf sheaths. Like the y mechanism, heating due to
sheath expansion produces a small number of energetic
electrons which stream through the bulk region, drive ex-
citation and ionization processes, and thus sustain the

discharge. The bulk electrons may therefore have a
very-low-average energy and need not directly participate
in maintaining the discharge. Hebner et al. ' conclud-
ed that the high-energy electrons inferred from their ex-
periment were secondary electrons; no matter the source
of the fast electrons, the beam-sustained bulk plasma is a
common feature of both the present calculations and
their experiment.

A correct description of the bulk power balance, as can
be provided by the CS, is required to confidently move on
to an accurate model of plasma chemistry, especially
negative-ion formation. Attachment cross sections are
very sensitive to the electron energy; reliable estimates of
this process and other plasma chemistry rates require a
precise knowledge of the bulk electron dynamics.

APPENDIX A: ENERGY-CONSERVING CS

This Appendix presents details of the improvements
made to the CS subsequent to the description given in
Ref. 1. The discussion centers on the conservation of en-
ergy on a numerical mesh with cells spaced at constant
increments in velocity. Following the nomenclature of
Ref. 1, the initial cell is a mesh cell where particles exist
prior to a time step, the moved cell is the location and
size of the region found by moving the initial cel1 along
the appropriate phase-space trajectory defined by the ini-
tial coordinates and the fields present. The final cells are
the mesh cells overlapped by the moved cel1. In general,
the moued cell does not correspond to a single cell in the
mesh. Doubly and singly primed indices denote the
quantities before and after a time step, respectively.

One deficiency of the original method can be immedi-
ately seen in Fig. 2: There is no zero-energy cell on the
mesh. A zero-velocity mesh cell was previously excluded
so as to avoid problems with singularities in the equations
of motion at u, =0. In the original implementation, par-
ticles which are stopped after a time step (either by a col-
lision which has left them with zero energy or because
they were initially moving against the field and have now
stopped) cannot be placed in the mesh with zero kinetic
energy. Rather, they are split equally between the cells
straddling the u, =0 axis, properly leaving them with no
net velocity but improperly adding m(Au, /2) /2 to the
kinetic energy of each particle. The obvious solution is to
modify the mesh so that a cell centered on u, =0 exists.
Singularities are less of a problem than first thought.

The second source of error is less obvious and is associ-
ated with the discrete nature of the allowed velocities on
the mesh. Consider the mesh of Fig. 2 and a cell contain-
ing n particles which, after a time step, has velocity
(Q'+q' ——')Au„where q' is an integer which indexes the
cell velocity Q' is a real number 0~ Q' ( 1, and b, u, is the
width of the cell in the velocity coordinate (see the upper
half of Fig. 2). For the moment we ignore the need to
place particles in appropriate spatial bins and we take the
size of the moved cell Au, to be the same as the mesh
cells. The particles in the moved cell must now be split in
some fashion between cells centered at (q' ——,')hu, and
(q'+ —,')b, u, . The simplest version of the method dictates
placing (l —Q )n of the particles in annal cell with index
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q' centered at (q' —
—,')Au, and Q'n of the particles in a

final cell with index q'+ 1 centered at (q'+ —,
' )b, u, .

Now we check for energy conservation. The velocity
associated with the moued cell is (q' ——,'+Q')Au„so the
kinetic energy of its n particles is n ,' m—[(q'——,

'

+Q')b, u, ] . After being split between the two final mesh
cells, their kinetic energy is

n(1 —Q') —,'m[(q' —
—,')hu, ] +nQ' —,'m[(q'+ —,')bu, ]

—,'m(u, ') —ecp'= —,'m(v, ") —ey" . (Al)

(4) Q' is then found from v,
' such that v,

' = (q'—
—,'+Q')hu„q' is an integer, and 0(Q'(1. We now

find a fraction F

each final spatial index (the description here being for
electrons):

the kinetic energy has increased by n —,'mQ'(1 —Q')(b, v, )

in the process of distributing particles back into the
mesh. The error is always non-negative; thus the process
of distributing particles back into the mesh uniformly in-
creases their kinetic energy.

We emphasize that the errors in the energy are not as-
sociated with the equations of motion or the velocity of
the moved cell, but rather with the process of distributing
particles back into a mesh which allows only discrete ve-
locities. The simple CS would conserve energy if the
mesh was uniformly spaced in energy, rather than veloci-
ty, but a velocity mesh was chosen so as to improve ener-
gy resolution for low-energy particles. The dc cathode-
fall results of Ref. 1 were not unduly hindered by imper-
fect energy conservation because no field reversals were
allowed to form and hence no trapped particles existed.
The total error in the energy is directly related to the
number of times the particles are moved and redistribut-
ed, and in Ref. 1 electrons did not dwell in the discharge
long enough for the errors in their energy to become a
significant fraction of their true energy. Trapped elec-
trons exist in the rf discharges of interest here, however,
and energy conservation must be strictly enforced.

The energy conserving algorithm is therefore the fol-
lowing.

(1) For each cell of the mesh, utilizing the initial posi-
tion and velocity and the fields present, find the position
and velocity of the moUed cell. This process is exactly as
before. ' As presently implemented, each face of the ini-
tial cell [at (p" —1)bz and p "bz, where p" is an integer
which indexes the initia1 cell position] is independently
moved to a trial final position, then the mean of the fields
at the initial position and the trial final position are used
to find the actual position of each face of the moved cell.
The averaging process can be repeated if necessary, or re-
placed with a more sophisticated particle mover.

(2) From the spatial extent of the moued cell, determine
the number of particles in the moved cell which will be
placed in the cells with each spatial index, also as before.
For the example in Fig. 2, (1 —P')n particles will be
placed in cells with spatial index p' and P'n particles in
cells with spatial index p'+1.

(3) For each possible final spatial index, find the pair of
cells with adjacent velocity indices whose total energy (ki-
netic plus potential) straddles the total energy of the
moUed cell and split the particles between these pairs of
cells so as the preserve the energy of the moUed cell. If y
denotes the electric potential in a cell, we obtain the final
velocity U,

'
by requiring conservation of total energy for

Q'(Q'+2q' —1)
2g

which is in general different for each spatial index be-
cause the Q' was found by enforcing conservation of total
energy independently for each final spatial index. Final-
ly, the particles are distributed to each final cell so as to
conserve energy thus

n ( 1 P' ) [ 1 —F(p ' —
—,
'—

) ] into cell P ', q ',
n(1 P')F(p' ——

—,') into cell p', q'+1,
nP'[1 F(p'+ —,

' )] in—to cell P'+ l, q',
nP'F(p'+ —,') into cell p'+ l, q'+1 .

(A3)

An exception exists to the above prescription which is
also necessary to conserve energy. If the particles are
moving into a region of higher potential energy (against
the force) it may be energetically impossible for them to
reach all of the cells overlapped by the moved cell. The
problem arises when particles move only a small fraction
of a cell "up the potential hill" before being rejected by
the field (they are energetically unable to reach the center
of the next cell). The simple CS dictates that some parti-
cles be placed in a cell, but to do so would violate energy
conservation. The solution is to place the particles that
would have gone into an energetically forbidden cell into
the last energetically allowed spatial cell traversed and
then reverse their velocity, thus accounting for the
reAection.

The discussion thus far has considered only a CS im-
plemented with two independent variables, a spatial coor-
dinate z and the velocity along that coordinate U, . The
changes required to extend the energy conserving algo-
rithm to more independent variables (such as those used
to describe electron motion in this paper) are straight for-
ward.

Precise energy conservation may or may not be impor-
tant for an accurate calculation. It affects only ballistic
movement, and some collisions can erase the memory of
any energy errors prior to the collision. This is the case
for the helium ions; charge-exchange collisions are so fre-
quent that energy errors are unable to accumulate before
a collision occurs. What errors do exist manifest them-
selves only as a small error in the apparent ion mobility.
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Energy conservation is important for electrons because
electrons remain in the discharge long enough for these
increases in electron energy to lead to excess ionization,
which can drastically affect the accuracy of the calcula-
tion.

APPENDIX 8: RAPID CONVERGENCE

As has been found by others, ' ' ' '" '" convergence
of rf discharge calculations is a nontrivial matter. The
absolute number density, for instance, may grow by a
small amount for many (10—10 ) cycles, with the problem
worsening at higher neutral-particle densities as the ion
confinement-time grows. Models (including the CS),
which explicitly integrate forward in time until a steady
state is reached, are ordinarily limited to a time step less
than the electron plasma period (b, t & 2' /cod, ) to
preserve numerical stability and accuracy, which is less
than a nanosecond for the discharges of interest here.

A simple method of reducing run time was used in Ref.
2 and consisted of monitoring trends during a calculation
(peak plasma density, for instance), stopping the run, in-
creasing or decreasing the density, restarting, and again
monitoring trends. Changing the density was handled as
follows: The ion distribution function was uniformly
multiplied by a scaling factor chosen to achieve the
desired peak ion density. The electron distribution was
then multiplicatively scaled at each spatial location so as
to be consistent with the last-known instantaneous field
configuration. (Instantaneous, here and in what follows,
refers to an instant in the rf cycle. ) A negative-electron
density may be implied at some locations to achieve the
original field; the electron density was simply set to zero
in these locations. The robustness of the CS allows an
easy start even from this inconsistent initial condition,
though some degree of harshness does occur and with it
some excess heating and ionization. The calculation then
proceeds from this point until the inevitable transients
vanish and longer-term trends can once again be estab-
lished.

A more sophisticated method is used here, and
represents an attempt to reach convergence on the ion-
confinement time scale. The calculation is started by run-
ning both ions and electrons for some time in a full mode.
(In this Appendix, "full" refers to the usual CS calcula-
tion of both electrons and ions, advanced on the electron
plasma time scale, b, t &2irlco, .) This calculation allows
initial transients to relax. Starting with a distribution
function even remotely similar to that expected during
the actual calculation greatly speeds this initial phase of
the calculation.

Three important quantities are tabulated during each
rf cycle of the full calculation, the time averages of the
ionization rate per unit volume S, the ion density ~, and
the average ion velocity ( v, ), . (The ion density profile is
very insensitive to the rapid rf field oscillations since
2' fo ) co~;; hence the ion density rz; at any given phase of
the rf cycle is approximately the time-averaged value rz, .)
These quantities are then used to guide a "scale-up" dur-
ing which the CS calculations follows the ions alone for
many scale-up cycles. The electric field for the scale-up
cycles is chosen such that the time-averaged mean-ion-

velocity profile ( v, ); is reproduced exactly at the start of
a scale-up.

Utilizing the time-averaged ionization rate per unit
volume 5 from the full run and the field just prescribed,
the ion distribution is integrated forward in time using
the CS. This constitutes the "scale-up. "

The important result of the scale-up is a new ion densi-
ty profile. The ion density profile from the scale-up is
used to multiplicatively scale the last-known instantane-
ous ion velocity distribution (saved previously) at each
spatial location; this yields an ion distribution which
rejects both the density obtained from the scale-up and
the instantaneous ion velocity information appropriate
for that instant of the cycle. The electron distribution is
adjusted, as in the simpler method, multiplicatively at
each spatial point so that the electron density is con-
sistent with the combination of the new ion density and
the last-known instantaneous field.

We then return to the full calculation, advancing both
electrons and ions with At &2~/co, . It should be noted
that integral numbers of full and scale-up cycles are run,
with the switchover always occurring at the same phase
of the rf cycle.

Given a fixed ionization rate per unit volume and
average-ion-velocity profile, an analytical expression can
also be found for a scale-up corresponding to any given
length of time. The calculation for intermediate times is
rather tedious, but since the CS code already exists, we
use the just-described method to advance the ion density
through a scale-up. The analytic expression for very long
times (a scale-up of infinite length) is very simple, howev-
er. This infinite scale-up has not been extensively used
for actually advancing the discharge calculation, but has
been quite useful as another test of convergence.

The development of this scale-up procedure has made
it evident that care must be taken to eliminate incon-
sistencies when switching between the full and scale-up
portions of the calculation. This included an effort to
find the best possible field for use during the scale-up, and
the use of the previous instantaneous field and particle
velocity information. Inconsistencies tend to manifest
themselves as excess electron heating and thus as ioniza-
tion upon returning to the full calculation, and in degrad-
ed convergence characteristics. As a final effort to elimi-
nate inconsistencies, the ionization rate per unit volume
over the last full cycle prior to a scale-up is saved for use
in the first cycle after the scale-up. This allows transients
to relax in the first cycle of the next full run without lead-
ing to excess ionization.

Under the discharge conditions examined in this paper,
convergence can typically be reached in =5 scale-up
iterations, each such iteration consisting of a full run of
3—5 rf cycles and an ion scale-up phase of 10 —10 rf cy-
cles. Slow electron processes such as energy loss due to
elastic collisions of electrons with neutral particles might
in principle not be adequately handled because the full
electron calculation may only be run for tens of rf cycles,
not thousands (Examin. ation of electron behavior tends
to rule out such processes in these discharges because
each electron is frequently heated by the oscillating
sheaths. ) The full calculation is therefore resumed after
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completion of the =5 scale-up iterations. It is only from
the results of this final full run (both ions and electrons,
no scale-up, and with ht (2'/co, ) that the calculation
may finally be declared converged.

Many numerical methods that follow the time evolu-

tion of a discharge may benefit from a procedure similar
to "scale-up. " A more general discussion of methods for
rapidly converging discharge calculations, along with a
more detailed discussion of the scale-up technique em-
ployed here, will appear in a separate paper. "
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