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The quantum Fokker-Planck equation for a Gaussian-Markovian bath is deduced by applying a

method proposed by Tanimura and Kubo [J. Phys. Soc. Jpn. 58, 101 (1989)].

The results are ex-

pressed in the form of simultaneous differential equations in terms of density operators and can treat
strong system-bath interactions where the correlated effects of the noise play an important role.
The classical Fokker-Planck equation for a Gaussian-Markovian noise is obtained by performing
the Wigner transformation, and its equilibrium state is shown to be the Maxwell-Boltzmann distri-
bution. The method is convenient for numerical studies. Calculations for quantum-system harmon-
ic oscillators and the double-well potential problems are demonstrated for cases of Gaussian-white

noise and Gaussian-Markovian noise.

I. INTRODUCTION

The topic of Brownian motion has received consider-
able attention. One of the traditional approaches used
for this problem is based on the Fokker-Planck (FP)
equation describing a time evolution of the distribution
functions for the Brownian motion of particles."? For a
distribution function W(p,q;t) with the momentum p
and the position g of the particles, the Fokker-Planck
equation (Kramers equation) has the form
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(1.1)

Here U(q) is the potential, 1 is the friction constant, M
is the mass of the particle, and S=1/kyT is the inverse
temperature of the environment (the heat bath). This
equation can be obtained from the Langevin equation
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where the random force R (¢) is assumed to be of a
Gaussian-white noise type, such that

(1.3)

(R(1))=0, {(R(t )R(t)>=3[),n8(t'—t) .

The quantum-mechanical generalization of the FP
equation can be obtained from a system composed of a
single degree of freedom (the particle system A4) coupled
to the collection of harmonic oscillators (the bath system
B). The total Hamiltonian is given by
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The above Hamlltoman descrlbes a parncle (mass M,
coordinate 0, and momentum P) moving in a potential
U,,(Q) (b represents the bare potential) and interacting
linearly with the harmonic oscillators (coordinate X ; and
momentum p;). All information about the bath which is
required by a reduced description of the particle is con-
tained in the spectral density

c2

[8(o—w;)+8lo+w;)], (1.5)
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and the initial temperature of the bath. For the white
(Ohmic) noise spectrum J(w)=#nw/27w with a high-
temperature bath, Caldeira and Leggett’ deduced an
equation of motion (i.e., the quantum FP equation) for
the density matrix elements of the particle p(Q,Q’;t) with
the form

aP(Q,Q’;t)=—%LA(Q,Q’)p(Q,Q';t)
—5Q-0") @_@ p(0,0'51)
thQ 0')(Q —Q)p(Q,051) . (1.6)
Here,
L4(0,0)=— ﬁ2 aaT;z_aan'z ]+U(Q)—U(Q’),

(1.7)

and we have used the renormalized potential
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U(Q=U,Q)— [ do [~ |02

=U,(Q)—78(0)Q? . (1.8)

Note that, using Eq. (1.8), we can rewrite the Hamiltoni-
an Eq. (1.4) as
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which is the Hamiltonian for the potential U(Q) with a
counter term.* We may use the above Hamiltonian as the
definition for the system of Eq. (1.6) instead of Eq. (1.4).
Also notice that the second term in Eq. (1.8) has an
infinite constant for this white noise case, which becomes
finite for a colored noise as we will show in Sec. II.

The same result can be obtained from the quantum

P A master equation approach which is usually derived by the
H= M +U(Q) projection operator method assuming a weak system-bath
> 5 A 12 interaction. For the Hamiltonian (1.4), this can be writ-
m;oj | ¢;Q ten as>>
X;i— 3 s (1.9)
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where p(t) is the density operator of the particle system, Q(1) is the Heisenberg operator of the position, and the hyper-

operators X and O are defined by

(1.11)

respectively. We may rewrite a part of the second term in Eq. (1.10) in the form
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Thus the assumption of white noise, J (w)=%nw /2, and

a high-temperature bath, coth(B#iw/2)=2/(B%w), per-
mits us to rewrite Eq. (1.10) in the form

3 —_ L "1 A oy 2M 4
atﬁ(t) ﬁ,LAﬁ(t 2MﬁQ iP +/3ﬁQ pit) .
(1.13)
Here,
R X
o= |2 v » (1.14)
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and U(Q) is given by Eq. (1.8). This is the quantum FP
equation in the operator representation and agrees with
Eq. (1.6) in the coordinate representation.

The relationship between the quantal density operator
and the classical phase distribution is shown via the
Wigner transformation, which is presented in the form®

1 .,
Wi(p,q;t)=—— eP’ g —q' /2|p(t)lqg +q' /2)dq’

27h
(1.15)

The rule is that all operators consisting of P and Q have
to be replaced according to’

+f dr " dwe ‘ L1go(=n |p . (.12)
0
[
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PN % 9 #i
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where A4 (ﬁ,@ ) is any operator of P and Q This puts Eq.
(1.13) in the form

9 p 9 1 _f 9
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i 3
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(1.17)

Note that the FP equation was also derived by Dekker
from the quantum master equation, although Dekker’s
equation has extra terms which are absent from Eq. (1.17)
since he has assumed a different system-bath interac-
tion.®° Also notice that the semiclassical Langevin equa-
tion similar to Eq. (1.2) has been obtained from the
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quantum-mechanical approach with the use of the path-
integral method!® and is consistent with the FP equation
(1.17). Equation (1.17) agrees with the FP equation (1.1)
in the classical limit #—0. Then the potential, U(Q)
[not U,(Q)], can be regarded as the corresponding poten-
tial for the classical Fokker-Planck equation (1.1). In
fact, if we put U(Q)=0, the Hamiltonian in Eq. (1.9)
guarantees the translation invariance, which is the prop-
erty required for free Brownian particles.

The above discussions are restricted to the white noise
case. An extension of the classical FP equation to the
colored noise case has been well studied recently using
stochastic differential equations.!! However, an exten-
sion of the quantum FP equation to the colored noise
bath is not well addressed. In this paper we use the
method developed in Ref. 5 to derive the quantum FP
equation for a system interacting with a Gaussian-
Markovian bath. The results are expressed in the form of
simultaneous differential equations and can treat not only
]

(1)
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a colored noise but also strong system-bath interaction.
The classical FP equation for a Gaussian-Markovian
noise can be obtained by performing the Wigner transfor-
mation and its equilibrium state is shown to be the
Maxwell-Boltzmann distribution. Numerical calculations
for the system of the harmonic oscillator and the double-
well potential are performed for the case of the
Gaussian-white noise and the Gaussian-Markovian noise
interactions.

II. THE QUANTUM AND THE CLASSICAL
FOKKER-PLANCK EQUATION
FOR A GAUSSIAN-MARKOVIAN BATH

Consider the matrix elements of the reduced density
operator of the particle (system A) in the path-integral
language. For the Hamiltonian Eq. (1.9), this is written
in the form!?

—ﬁi_SA(Q;t)ti)]

where D [Q ()] represents the functional integral of Q (7), and S 4(Q;t,1;) is the action of the particle given by

S4(Q5tt)= [ driMO*~U(Q)] .

The influence functional F(Q,Q’;t,t;) is expressed as> !

o2
i t,,
_zl ft,.dT

F(Q,Q';t,t;)=exp

XF(Q,Q';t,1; Jexp —%SA(Q’;t,zi) , 2.1)
(2.2)
iL (7 —t)[Q(7)—Q'(™)][Q () +Q'(1;))]
+"f:'dffl(T'—T)[QW)—Q'<r')][Q(r>+Q"(T)]
+f;,T,dTLz(T'_7')[Q(T')—Q'('r')][Q(T)—Q’(T)] , 2.3)

where
iL0=i [ doT 2 cos(or) , (2.4)
_ do—_
L= [ doJwoth |22 lcoson,  @.5)

and J(w) is given by Eq. (1.5). To derive the above ex-
pression we have used the factorized initial condition

Pa+s(t)=p1;)p3 , 2.6)
where §'(¢) is the initial density operator of A4 (the parti-
cle), and p'§ is the equilibrium density operator of B (the
bath) at inverse temperature 3=1/kyzT. Note that here
we use the factorized initial condition, but we will discuss
the correlated case in the next section.

The density operator of the particle can be constructed
from its matrix elements in Eq. (2.1) as

p= [do [dQ'10)p(Q,0"1( Q"] . 2.7)

[

The following procedure runs closely parallel to that
developed in Ref. 5, except here we use Eq. (2.3) for the
influence functional. Assuming the spectral function in
the Drude form, which corresponds to the Ohmic dissi-
pation with the Lorentzian cutoff,

2
J(w)z.@]_L

2.8
2T 'yz—l—a)2 ’ ( )
we can write
,-,jl(,):,-_TLﬁz?’ et (2.9)
2
Lz(t):m cot By e ¥
2 2
< 4k —2kmt /Bh
— kT
,El (B#hy ) — (2km)?
(2.10)

For a high-temperature bath, S#y < 1, which corresponds
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to T=10 K, for the noise correlation time ¢, =1/y =1 sum can be made by using the method discussed in Ap-
ps, the terms in the sum of Eq. (2.10) can be neglected. pendix A.) The hierarchical elements, which had been
(The low-temperature corrections due to the terms in the used in Ref. 5, are now given by

(=0
Q)=

(1=

(0,050= [d, [ do; Qm 0,

D[Q )] 2 DN QB

_iﬂiz_e‘i” lie¥yt"[Q(ti)+Q'(ti)]

X
! Tl 1A B ’}’ ’ !
+ [ dre" [i[Q(7)+Q'(7)]+y cot [Q(7)—Q'(7)]
X exp —éSA(Q;t,t,») F(Q,Q';1,1,)exp *—éSA(Q’;t,t,») (2.11)
Then, po(Q,Q'; 1) is equal to p(Q, Q’;t). The time derivatives of p,(Q, Q’;?) follow as
a ’ ] ’ !’ ] ’ ’
3P Q30=— 2L (0,09, Q51— (2 —0")pi(Q, Q51
a ’ 7 ] ’ ’
5P 250=— k 4,0+ |pi(Q,Q%1) (Q—Q )p2(Q,Q ;I)_é®F(Q1Q )po(Q, Q%5 1) (2.12)
'aa?On(Q,Q’;t):— [—L (Q,Q)+ny |p,(Q,Q;¢ —v(Q Q')pn+1(Q2, Q% t)—*®F(Q,Q pn—1(Q,Q%1)
[
where ®,(Q, Q") represents ed (unfactorized) initial conditions by choosing nonzero
elements of p, (Q,Q’;t;). (See Ref. 14.)
©,(0,0")= finy 5 9 9 We can evaluate the simultaneous equations (2.12),
e 2M aQ aQ’ since the hierarchical elements p, (Q,Q’;t) (k > N) do not
play a dominant role for large N. To see this point, con-
+My cot Bhy (Q—0" (2.13) sider the following equation:
el ,
5PN(QaQ s0=— —L 4(Q, Q)+ Ny |py(Q,Q'51)

The Liouvillian .£ ,(Q,Q’) is defined by Eq. (1.7), howev-

er, the renormalized potential is now given by )
1

__(Q "‘Q')PN+1(Q,Q';I)

v(Q=U 0~ 0. (2.14) A

. | | - 20,(0,0%0py10.071),
Equation (2.12) is an extension of the quantum FP
equation to the case of the Gaussian-Markovian interac- (2.16)
tion and is a main result of this study. The factors
(Q —Q') and ®(Q,Q’) have appeared corresponding to and
the phonon creation and annihilation processes. Thus

the elem_ents p.(Q,Q’;t) represent the n-phonon dressed ipk(Q,Q"t)Z— LLA(Q,Q’)+ky p(0,01)
state at time ¢. ot #i

From the definition of p,(Q,Q’;t), the initial condition .
for Eq. (2.12) can be written as - é(Q —0")pr+1(0,0%1)

(Q,Qt)=p(Q,0":t;), p,(Q,Q"¢t)=0 (n=1). ki
PolQ,Q p(Q,0 pn(Q, 0 n ——’@FQQr)pk_lQQt
(2.15)

(k>N). (2.17)
This corresponds to the factorized initial condition Eq.
(2.6); however, our equation can take account of correlat- Equation (2.17) can be formally solved as
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k(Q,Q';t)———deeXP 4(Q,0")— (t —7)(Q — QP +1(Q, Q" 7) +kOR(Q,Q")ps —1(Q,Q";7]

(k>N). (2.18)

If ky is large enough compared with the characteristic frequency of the system w ,, the time kernel can be replaced by
the 6 function and Eq (2.18) becomes

’ ’ l ’ ’.
Pr(Q, 0 ;t)——EE(Q Q')pr +1(Q,Q ;t)—W®F(Q’Q Pr-1(0,05t) (k>N) . (2.19)
The above hierarchical equation can be solved for py (Q,Q’;t) as
N —1i
Py +1(Q,Q%1)= I
fiy +(Q—Q') (N+1) 00,0
(N+1)Ay+(Q—Q )(N+2)ﬁ7/+ —0,(0,0")
XOp(0Q,0")pn(Q,Q'51) (2.20)
[
Since the continued fractional part becomes constant for # R % N
large Ny, we have ®F=-§IK iP°+My cot %l [o)e (2.25)
Py +1(Q, Q%= — _®F 0,Q')pn(Q,Q0%1) . (221)  The set of equations (2.23)—(2.25) are physically the same

as the equations discussed in Ref. 5. However, to see the
Inserting the above into Eq. (2.16), we have the anchor relation between the classical and quantum equation, the

equation for Eq. (2.12) in the form above expressions are more useful.
The semiclassical equation corresponding to Eq. (2.23)
9 ey | L , . can be obtained by using the rule Eq. (1.16). Taking the
Pn(Q, Q51 (Q,0)+ Ny \py(Q,Q751) classical limits #— 0, we have the following results:
d
2 (@ —00r(Q,0")pN(Q, Q1) 3. ol a;:00= =L 4(p, ) Wo(p,q;: 1)+, W, (p,q;50)
(2.26)

; 9
—%GF(Q,Q';t)pN_I(Q,Q';t). 222) 3 Walpa;)=—[L4(p.@)+nyIW,(p,q;0)

. . . +3, W, +1(p,q;t)
Thus, in view of the above discussions, the set of equa- +1P 45

tions (2.12) can be written in the closed form and evalu- +nO®p(p)W, _1(p,qg;t) (n21).
ated. If the damping constant is large, ¥y >w 4, which
corresponds to the white noise limit (the Ohmic noise
without cutoff), we may set N=0 in Eq. (2.22) and we

The anchor equation for the above is given by

may recover the quantum Fokker-Planck equation (1.6) ot o PP g 0=—[L,4(p,g)+ Ny Wy(p,q;1)
for the high-temperature limit cot(B%4y /2)=2/(B#y).
In operator form, the hierarchical equations (2.12) and +3,0r(p)Wy(p,q;1)
the anchor equation (2.22) can be expressed as +NOHP)Wy_i(p,q;1) . 2.27)
polt)= —-.,C 4Po(t)— Q Here, we put
l. Lpgm— 224D
pa(t)=— [%LA—FIM/ Palt) 5 9 q °P
) a ——a; (2.28)
—éQ Pt l®Fﬁ,,_1(t) (n>1), (2.23)
Op(p)= ar p+ M 3
and oM B 3p
3 i The above result is the FP equation for a Gaussian-
EﬁN( )=— ;"CA +Ny |pn(2) Markovian noise. For the white noise limit ¥y — o, we
may set N=0 and this agrees with the FP equation (1.1).

1 The above result can be obtained from the Langevin ap-
ﬁz proach by assuming Gaussian-Markovian noise (Appen-

dix B).
Here, i.L 4 is given by Eq. (1.14) and From Eq. (2.15) the initial condition for Eq. (2.26) is

X@ppn(t)— ﬁl®FﬁN_1(t). (2.24)
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(n>0).
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written as Wy(p,q,t;)=W(p,q;t;) and W,(p,q;t;)=0 Wolp,q;s1=Z [s1Wy(p,q;t;) , (2.29)
For this condition, the Laplace transform of

Wy(p,q;t) takes the form where

J

L (2.30)

s+L,(p,q)+9, 5 Ox(p)
s+y+L,(p,q)+39, 3 Or(p)
s +2y+L ,(p,qg)+3d Or(p)

The equilibrium distribution W¢(p,q) can be evaluated as

Weép,q)= lim Wo(p,q;t)Zlixl%sWo[p,q;s] . (231
t—> g
The Maxwell-Boltzmann distribution
p?
we =C —B|E—=+U 2.32
(p,q)=Cexp |—B oM (g) (2.32)

satisfies Eq. (2.31) with Eqgs. (2.29) and (2.30), where C is
the normalization constant.

III. NUMERICAL CALCULATION
FOR A HARMONIC OSCILLATOR SYSTEM

The equation of motion (2.12) can be numerically eval-
uated by using matrix expressions for the operators H 4,
Q, 3/3Q, and p,(Q,Q’;t), which can be obtained by in-
troducing finite difference expressions. Here, we use a
one-dimensional coordinate with L mesh points, so the
operators H 4, Q, and 3/0Q are expressed by L XL ma-

172
Mo 4

27#isinh(fBfw 4 )
0,(0,031)=0 (n>1).

—Mo
Pl Q,0"1)= 3

exp

The operator p,(Q,Q’;t;) is the equilibrium state of A it-
self at the inverse temperature 3 at time # <0. However,
this is not the equilibrium state of the system A4 +B,
since this neglects the correlated effects of the system-
bath interaction, which can be set by p,(Q,Q’;¢;)70. In
our formulation, the system comes to this correlated
equilibrium state, even though we started from the fac-
torized initial condition, if we set |#;| for a sufficiently
longer time than the characteristic time of the system.
We may regard this correlated equilibrium state (at t=0)
as the correlated initial condition for Eq. (2.12).

Figures 1 and 2 show the time evolution of the density
elements of A4, py(Q,Q;t), at time ¢t >0 for a strong-
coupling strength (¢=35) in the case of the Gaussian-
white interaction (y = or N=O0) and the Gaussian-
Markovian interaction (y =1), respectively. The other
parameters are chosen to be

M=1.0, »,=2.0, =0.4, F=6.0, (3.3)

2% sinh(Bfiw 4)

Ps+3y+L,(pq) -

[
trices. The hierarchical elements p,(Q,Q’;t) can be ex-
pressed by an L XL X(N +1) matrix, where N is the
cutoff number of the hierarchical elements. Equation
(2.12) becomes then a simultaneous differential equation
for the matrix elements. We solve this equation by using
the fourth-order Runge-Kutta method. First we demon-
strate our method for the harmonic potential. Here we
choose the following potential for the main system A:

2
Moy

'2—Q2 (¢=0)

Mo 5

TQ +FQ (r>0)

in which o 4 is the characteristic frequency of 4 and F'is
the constant corresponding to the force. The initial con-

dition at time ¢ =¢; (¢; =0) is chosen to be in the factor-
ized form,

(Q2+Q’2)cosh(/3th)—2QQ’] J ,

in which we set #i=1. In order to get the correlated ini-
tial conditions at time t=0, we set t; = —60 in the case of
Fig. 2. The number of the mesh points L is chosen to be
L =50 and, for the Gaussian-Markovian cases, the num-
ber of cutoff N is N=50. The error caused by the cutoff
on the dynamics of the system is checked by changing N.

In Figs. 1 and 2, the wave packet of A goes from the
old equilibrium state centered at Q=0 to the new equilib-
rium state centered at Q =3 with the motion of the un-
derdamped oscillator. In Fig. 2, the heights of peaks are
also slightly oscillating. Compared with the white noise
case, Fig. 1, the damping for the motion in Fig. 2 is weak.
The reason is that the high-frequency oscillators of the
bath do not contribute to the damping in the Markovian
case because of the frequency cutoff y. The cutoff fre-
quency y relates to the noise correlation time 7, as
7,=1/v, and the phenomena caused by the cutoff are
sometimes referred to as the “memory effects” of the
bath.
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FIG. 1. Time evolution of the wave packet of the particle
system A for a strong-coupling strength, =35 in the case of the
Gaussian-white interaction (y = 0 ).

IV. NUMERICAL CALCULATION
FOR A DOUBLE-WELL SYSTEM

Next we demonstrate our calculation for a double-well
potential modeling of the problem of the chemical reac-
tion rates.!> Here we use the following potential corre-
sponding to a gauche-trans isomerization for n-butane:

IMw%(Q +q,)* (Q<—a)
Uy—iMwiQ? (—a<Q<b)
Up+iMaoj(Q —gqp) (b<Q).

Uu(Q)= (4.1)

LI )
i
’7\‘.

I

V/
Y,
)
)
Y

FIG. 2. Same as Fig. 1 except in the case of the Gaussian-
Markovian interaction (y =1).

Energy (1/ps)

T=
0.03} 300 (%)
2
=]
g 0.02 B
=3
o
&
0.01} g
0 . . .
2 -1 0 1 2 3

Reaction Coordinate (Z)

FIG. 3. Gauche-trans isomerization potential for n-butane
and its equilibrium state at 7=300 K.

In the above, parameters are given by
M=1.85X10"* kg, ©,=1.06X10" s,

Uy=1.87X10"27J, Upy=0.44X10"27, 4.2)

g4=qp=157A

and w 4, W, a, and b are chosen to ensure that U(Q) and
dU(Q)/dQ are continuous (see Fig. 3).!° To study the
transition between the wells we computationally carry
out a linear response experiment. Although this is a
cumbersome procedure it is necessary for making contact
with the experimentally observable rate constant. The
rate constant applies to a long-time steady-state situation
and it requires dynamics from a correctly equilibrated
state in which the bath is quantum-mechanically correlat-
ed with the double-well system. Our procedure is direct-
ly equivalent to the eigenperturbation experiment.!”!8
We introduce a perturbation for the right well written as
U'(Q)=U(Q)+eU,0(Q), (4.3)
where O(Q) represents the step function. For numerical
work, we put €=0.005. By turning on perturbation for a
sufficient time and numerically integrating the hierarchy
equations the system comes to a perturbed equilibrium
state. By this perturbation, the population of the right
well is shifted to the left well compared with the unper-
turbed equilibrium state. After the system comes to this
perturbed equilibrium state, the perturbation is turned off
(this defines time t=0). Now the populations, equilibrat-
ed with the perturbation, are no longer in equilibrium
and will have to reequilibrate to those of the unperturbed
system. This change can be monitored by introducing
the difference of the population in the right well from the
unperturbed equilibrium state, which is defined by
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SN()= [ p(Q,0;00(0)1dQ— [ “ p(0,0)10(Q)dQ .
(4.4)

Here, p(Q,Q;t) is the density element of the double-well
system calculated from Eq. (2.12) and we set
p(0,0)=p(Q,Q;t— ). By the preequilibration pro-
cess the initial condition p(Q,Q;0) for Eq. (2.12) is the
equilibrium state for the perturbed potential U'(Q), and
is a correlated initial condition.

The chemical reaction rate is a transition rate between
the well and can be defined by

(d/dt)dN(t) _ _ d
SN dtln[SN(t)] . (4.5)

In the above, since SN (¢) and dSN (¢)/dt are expected to
be proportional to the perturbation €, for small €,k (¢)
does not depend on €. The quantity computed in this
way is exactly the same as the Kubo transformed reactive
flux correlation function.!'®?® It differs in detail, but is
equivalent in final value to the reactive flux function used
by Voth, Chandler, Miller, and co-workers. 2!

In the following, we show classical and quantum re-
sults of chemical reaction rates for various coupling
strengths in the cases of the Gaussian-white and the
Gaussian-Markovian bath at the temperature 7=300 K
(B#=0.025 ps).

k()=

A. Classical reaction rates for Gaussian-white bath

First we discuss the chemical reaction rates calculated
from the classical Fokker-Planck equation (1.1). The nu-
merical calculations were performed by using the fourth-
order Runge-Kutta method for finite difference expres-
sions of the coordinate and the momentum space (here
we use 400X 150 mesh). Figure 4 shows the reaction
rates for different coupling strenghts, {=n/M (ps~!).
We normalized these reaction flux functions by
k1sy=0.09 ps~! (the classical transition state theory
value) which agrees with the initial value k(0). The initial
rates in the classical case are determined by the free
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FIG. 4. Chemical reaction rates calculated form the classical
Fokker-Planck equation for different coupling strength ¢ (ps™!).

motion of the equilibrium molecules near the barrier top.
For classical systems the dissipation effect from the bath
on these molecules does not change the probability of be-
ing at the transition state. Soon the molecules are scat-
tered by the bath system through the interaction or
bounce off the side of the potential well. These effects
lead to recrossing and a reduction in k (¢), as discussed in
many papers.'#?? For weak interactions {=1, 3, and 5,
the bath ultimately provides a source of activation for the
molecules and the rate constants increase with the cou-
pling strength.?* This is the energy controlled regime.
However, for the strong interaction, {= 10, molecules
which have crossed the barrier may suffer collisions be-
fore reflecting from the potential well and reaction rates
decrease with coupling strength; this is the diffusion lim-
ited regime.

B. Quantum reaction rates for Gaussian-white bath

Figure 5 shows the reactive flux functions calculated
using the linear response procedure from the quantum
Fokker-Planck equation (1.6). The mesh size L is chosen
to be L=200 for the coordinate region from @ = —3.5 to
3 A. Tunneling is only a small perturbation in this tem-
perature regime. The main difference between classical
and quantum results is in the initial period. In the quan-
tum results (Fig. 5) the initial rates vanish, where as they
have an initial finite value in the classical results, Fig. 4.
The quantum results started from zero quickly rise and
agree with the classical results about at r=0.025 ps,
which is equal to the thermal time pB#. This
phenomenon, first noted by Costley and Pechukas, 2*
comes from the quantum smearing of the transition state.
Figures 6 and 7 show the time evolution of the density
operators for =1 and 5, respectively. Since the
difference of density elements caused by the pertur-
bation is so small, we set Ap(Q,Q;t)=p(Q,0;t)
—p(Q,Q;T), where we set T=3 ps, instead of p(Q,Q;?)
for the z axis. In both figures, the change of the density
elements at the top of the barrier can be observed at the
initial stages.
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FIG. 5. Chemical reaction rates calculated from the quantum
Fokker-Planck equation.
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105 3QQH

FIG 6. Time evolution of Ap(Q,Q;?) in the case of the
Gaussian-white bath for weak coupling {=1.

C. Quantum reaction rates for Gaussian-Markovian bath

Finally, we show the results from the quantum
Fokker-Planck equation for the Gaussian-Markovian
bath. To perform the calculation, we use the same mesh
as the quantum Gaussian-white case. We set y =10 ps™!
and hierarchical elements are taken into account from
N=5to 15. In Fig. 8 the effective damping from the bath
is weak compared with the Gaussian-white cases. As in
the classical analysis the reason is that the high-frequency
oscillators of the bath no longer contribute to the damp-
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FIG. 7. Same as Fig. 6, except {=5.
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FIG. 8. Chemical reaction rates calculated from the quantum
Fokker-Planck equation for the Gaussian-Markovian bath.

ing in the Markovian case because of the frequency cutoff
v. Figures 9 and 10 illustrate the time evolution of
Ap(Q,Q;t) for {=1 and 5. These figures show the oscil-
lating motions typical of the underdamped case.

Our results here are restricted to the near classical re-
gime T=300 K. Using Eq. (2.12), we can perform the
calculation down to T=100 K. If we take into account
the second correction of temperature discussed in Appen-
dix A, results can be taken into the tunneling dominated
regime at 77=20 K. At these low temperatures numeri-
cal difficulties arise in the linear response procedure be-
cause of the large gradients of population. Application of
our formalism to the study of the tunneling processes will
be presented in a planned paper where a thin barrier po-
tential is studied.
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FIG. 9. Time evolution of Ap(Q,Q;?) in the case of the
Gaussian-Markovian bath for weak interaction {=1.
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FIG. 10. Same as Fig. 9, except {=5.

V. CONCLUSIONS

In this paper a quantum FP equation for a Gaussian-
Markovian bath valid for arbitrary coupling is derived.
This approach permits the treatment of the colored noise
with the strong system-bath interaction. By choosing the
initial conditions for the hierarchical elements, one can
treat correlated (unfactorized) initial conditions.

The equation derived here is physically the same as the
equation derived in Ref. 5. The Fokker-Planck picture,
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however, offers clearer physical insight into the relation
between the classical and quantum regimes. For exam-
ple, by performing the Wigner transformation and taking
the classical limit, one deduces the classical FP equation
for Gaussian-Markovian noise.

Since our equation is expressed as the simultaneous
differential equations instead of the integro-differential
equations such as the generalized quantum Langevin
equation, we can easily handle it numerically. This is the
main point of this paper. As a demonstration of this ap-
proach the time evolution of harmonic systems and a
double-well problem were studied. Applications of this
approach to problems of direct practical interest are
planned to be presented in forthcoming papers.
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APPENDIX A: LOW-TEMPERATURE
CORRECTIONS FOR EQUATIONS (1.6) AND (2.12)

Low-temperature corrections for Eq. (2.12) can be ob-
tained along the same line as Ref. 14. Here we take into
account the first term in the sum of Eq. (2.10), which will
be a good approximation of iL,(t) for Bfy =5, which

corresponds to T>2 K for y=1 ps~!. The influence

functional corresponding to this is denoted by
F'(Q,Q';t,t;). We define the hierarchical element in the
form

o gy , Q=0 Q'(n)=¢Q’ , ,
Py @.Q'30= [ d, [ 0] 0= 1€ 7] Q’(z,->=Q,-’D[Q(T)]<Qi|ﬁ(ti)|Qi>
X _"ﬂzlm'l"e_ytf[Q<r[>+Q'<r[>]
+ [drer|i[Q(1)+Q'(n)]+y cot % [Q(r)—Q'(7)] H
X [ft.td’reiyl”_r)®l(Q)Q’) exp éSA(Q;t,t,-) F'(Q,Q';1,1,)exp —éSA(Q’;t,ti)] , (A1)

where we set vy, =2x /3% and

2
"y e— _ ’
0,(0,0)=——2TM"_9_g) .

(A2)
(Bfiy )*—(2m)?
The hierarchical equation for the density element is then
a ’ ] ' . ’ ] , ,
3PS Q5D =~ éLAQ,Q )tny+jvy |pa(QQ ;t)—}fi—(Q‘Q Pu+1,(0,0%51)
~ (0 =0y 112,050~ L0,(0,0p, ;2,050 L6,(0,0")p,;1(0,0"1) (A3)
%4 pn]+1 s 5 Z F s pnfll y , P 1 s pnj—l S ; .

for Ny >w 4 or Jy>>w 4, where w 4 is the characteristic frequency of the system, we have
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ov— i(N+1) iJ , .
PN+1,(0,Q%0) ﬁ[(N+l)7/+J7/1] F(Q, Q" )pn s(Q,0"58)— h[(N+1)7/+J7/1]®1(Q’Q on+1,7-100,0'51) , (A4)
or
o — iN i(J+1) , .
Pny+1(Q,0'51) ANy Dy, ] Q0" )pN 1, +1(Q,0"58)— h[Ny+(J+1)7/1]®l(Q’Q N (Q,Q%58) . (AS5)
Then we have the anchor equation for Eq. (A3) in the form
d , ] ) . '
3PN QD= | 2L (QOV+NY +)7y Py ;(Q.Q"0)
i " —i(N+1) ., m .
P2 ]ago AV 1y G ey (@~ QOUQ 0Ok, 0y s (0 051)
i , , iN ) ;
_Z(Q_Q )pN,jJrl(Q’Q ;t)—7®F(Q’Q )PN—1,1(Q,Q ;1)
—%GI(Q,Q')pN,j_I(Q,Q’;t) (Ny>>0,), (A6)
3 '
E;Pn,J(Q,Qﬂ):_ 40,0 +ny+Jyy |p,(Q,0% t—‘" Q 0')p, +1,4(0,Q'51)
T B . —i(J+1) Y Nk
h kéo {al;lo ’ﬁ[(f’l —a)7+(J+1)71] (Q Q )[®F(QyQ ]® Q}Q pn*k.] Q?Q t
_%®F(Q7Q’)pn—l,J(Q’Q,;t)—%(BI(Q’QI)pn,J—I(Q’Q';t) (J’}/1>>COA) s (A7)
BrPN@ QD= | 2L (Q.QVFNY +y: |pys(Q,Q'50)
_L J i _I(N+1) _ ' m ’ ’.
7 2 e v —a | (@ 2O @ QIO s (0:Q'50)
i Xk —i(J+1) Y Nk
7 2 ey s 0 Ty, | (@2 IOr@.0710Q.0 0y 4(2.0%0)
— 0.0y 1,/ (Q.Q51 00,0y Q050 NV Iy >0, (a3)
In the Gaussian-white noise limit, ¥ >>w 4, we may set N=0 in the above equations. Then we have
9 '
Epo,j(Q,Q;t)=— —L 40,0’ )—— Q —Q"0p(Q, Q)+ )7y |po,; (2, Q%1)
__(Q Q')po,; +1(Q,Q%51)— 1(@,Q")pg,;—1(Q, Q%5 1) (A9)
and
a ’ ’
3P0 (@Q5D=— | L (2.0~ 72y (@ 720,00+, 10,0051
~ 7y '>®1<Q,Q'>po,J<Q,Q';z>—’;cal(Q,Q')po,H(Q,Q';r), (A10)
1

for Jy,>>w 4. The above result is the low-temperature
correction for the quantum Fokker-Planck equation (1.6).

APPENDIX B: DERIVATION OF EQ. (2.26)
FROM THE LANGEVIN APPROACH

The classical Fokker-Planck equation for Gaussian-
Markovian noise, Eq. (2.26), can be obtained from the

{
Langevin approach by assuming a Gaussian-Markovian
noise. The motion for a particle modulated by a colored
noise is expressed by the generalized Langevin equa-
tion.?> For a quantum system corresponding to the
Hamiltonian of Eq. (1.9), the generalized Langevin equa-
tion is written as?%?’
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d U(g) _ 2 1, =
—pt)=—-"L — = ['4r L (t —r)p(n+R (1),
dt dq hJy B1)
dg _p()

d M’

where the random noise R (#) has the following relations:

(R(1))=0, (R(t")R(t))=L,(t'—1), (B2)

in which L, and L, are defined by Egs. (2.4) and (2.5), re-
spectively. The stochastic Liouville equation for a distri-
bution function f(p,q;t) corresponding to Eq. (B1) can
be written as

-E?—tf(p,q;t)=ﬂ(p,q;t)f(p,q;t) . (B3)

Here,

J

Q(p,q;t)—“——idp—

g M
_9 |_98Ul@ 2, &
ap dq # ffdeL‘(t TP ()
+R (1) |, (B4)
with
U(@=U,(9)~~"—q*. (BS)

The distribution function for A is defined by
W(p,q;t)={f(p,q;t)), where { ) means an average of
Q(p,q;t), and we set the initial condition as

f(p,g;t;)=Wi(p,q;t;) . (B6)

The stochastic process Q(p,q;t) is essentially Gaussian,
and one obtains

W (p,q;t)=exp [f:df‘(ﬂ(p,q;r’))+ft_tdr’f:'d‘r((l(p,q;r')Q(p,q;r)) W(p,q;t;)

—exp %WZ,(T'—TH%LZ(T'—r) Wipq;t,) (B7)

_ft:dT'LA(p,q)wLE%ft:'dr' f:dr

where L ,(p,q) is given by Eq. (2.28). For the spectral density Eq. (2.8) in the high-temperature limit, L, and L, are in
the form of exponentially decaying functions [see Eqgs. (2.9) and (2.10)] which correspond to Doob’s theorem for the
Gaussian-Markovian processes. Thus by considering the time derivative of the following elements:

= | [gre—ru—nNY. M 3
W,(p,q;t) ftid’re A PO
L ) L —y(r'—7 M 3
X exp _ftidTLA(p’q)+5;fti dr f’,- dre 1 )% P(T)+Fap Wi(p,q;t;) , (B8)

we may deduce the same hierarchical differential equation as Eq. (2.26).
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