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In hot plasmas the theoretically predicted photoabsorption cross sections rest upon the electronic
states predicted by the plasma model. We compare the theoretical photoabsorption based on two
models, the ion-sphere model and the ion-correlation model. We discuss the underlying physics and
present calculations for iron, aluminum, and bromine plasmas, and also for a mixture of 14 elements
under conditions occurring below the convective region of the sun.

I. INTRODUCTION

Photoabsorption is a key element for understanding ra-
diative properties of laboratory and astrophysical plas-
mas. For this reason it has been at the center of interest
for a long time. In fact, the early attempts to compute
opacities in stellar interiors were made in the days of the
old quantum theory.! In subsequent years with the ap-
pearance of wave mechanics, the theoretical basis for
opacity calculations was greatly enhanced, and numerous
papers have appeared in the literature covering this sub-
ject. The first works were done within the framework of
the hydrogenic approximation,? where simple hydrogenic
formulas were used for the calculation of oscillator
strengths and electron energies. In subsequent works, as
the temperature-density-dependent Thomas-Fermi theory
was developed,3’4 the Thomas-Fermi shell model formed
the quantum-mechanical basis of opacity calculations.?’
The author of this report applied first a temperature- and
density-dependent Hartree-Slater self-consistent model®
for opacity calculations. With the growing interest in the
physics of hot plasmas, a number of papers appeared
treating the equation of state in the density-functional ap-
proach.”"!° In all the above references the underlying
equation of state was based on the ‘“‘average-atom” (AA)
concept, which assumes that the electronic levels (bound
and free) are populated according to the Fermi statistics.
Also, in all the above references the quantum mechanics
was treated within the framework of the central-field ap-
proximation, which we retain in this paper with the un-
derstanding of the limitations it imposes on all models.
With regard to boundary conditions, and to the question
as to how a central ion interacts with the plasma, the
presently used models can be placed into two categories.
The ion-sphere (IS) model assumes that each representa-
tive ion is enclosed in a spherical volume whose radius,
the ion-sphere radius, is determined by the density of the
plasma, and all Z electrons, bound and free, are confined
within the ion sphere, therefore charge neutrality within
the ion sphere is assured. In the ion-correlation (IC)
model, the plasma is represented by an infinite polariz-
able medium into which each ion is immersed. In the IC
model, charge neutrality requires that far away from the
center of the nucleus the positive and negative charges
cancel each other out to form a neutral background, and
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all equations are subject to this boundary condition. In
the high-temperature limit, the IC model becomes the
standard Debye-Hiickel model. Reference 6 is an exam-
ple for the AA-IS model, whereas Refs. 7—10 are in the
framework of the AA-IC model. Although Refs. 7-9 are
quite detailed in the treatment of the electronic structure
of the plasma, the subject of photoabsorption is covered
only in a rudimentary fashion in Ref. 9, and in a some-
what more detailed fashion in Ref. 10. The author is not
aware of a comprehensive comparison of the total photo-
absorption predicted by the IS and IC models, and this is
the purpose of this paper. A comparison between the
free-free Gaunt factors consistent with the boundary con-
ditions of the two models was presented in a recent paper
by Rozsnyai and Lamoureux;'' here we concentrate on
the total photoabsorption, which includes free-free ab-
sorption (inverse bremsstrahlung), photoionization, and
line absorption. In Sec. II we present the theoretical
basis of the AA-IS and AA-IC models, and in Sec. III we
present computational results.

II. THEORY

A complete set of the self-consistent equations for the
AA-IS model was given in Ref. 6. Here we recapitulate
the basic equations as applicable for the AA-IS and AA-
IC models. For the bound and continuum states we use a
one-particle equation which is justifiable from density-
functional theory,

HY (2.1)

nljm = 8nlj\ynljm >

where H is a one-particle Schrodinger or Dirac Hamil-
tonian containing the self-consistent electron potential.
The latter has contributions from several sources and can
be written as

Vinn=—Z/r+Vv,(rn)+V,.(rnN+V_ .(r), (2.2)

where r stands for the distance from the center of the nu-
cleus and Z for the nuclear charge. From here on, unless
stated otherwise, all quantities are given in atomic units
(a.u.). In Eq. (2.2), V, is the contribution resulting from
the classical electron-electron interaction, ¥V,  is a local
exchange-correlation potential, and ¥, is a contribution
to the potential from the distribution of the positive ions
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in the vicinity of the central radiating ion. The classical
electron-electron potential is determined from Poisson’s
equation

V2V, (r)=—4mp,(r) , 2.3)

where p,(r) stands for the electron density. The latter is
given by

p(r)=3p, W), (2.4)

where the summation goes over all the bound and free
states, and p, stands for the occupancy of the level n.
The cardinal assumption of the AA model is that under
the conditions of local thermodynamic equilibrium
(LTE), the occupancies are given by the Fermi statistics

p,,=gn{exp[(€,,—,u)/kT]-i-l}f1 s (2.5)

where g, and ¢, stand for the statistical weight and ener-
gy of the level n, and k7 and u stand for the temperature
and Fermi level, all in energy units. In the algorithms
used in this paper the electron density given by Eq. (2.4)
is divided into bound and free densities as

b
pe(r)="3 p, ¥, (n

n=1

+%’—}(2ka)3/211/2 J’Lk‘;ﬂ , 2.6)

where the summation goes over the bound states only and
I stands for the incomplete Fermi-Dirac integral given by

u—VI(r)
kT

o

11/2

1172 t—u/kT)+11" 4 . 2.7
—V(r)/kT (explt —pu/KT)+1] 2.7)

For the exchange-correlation part of the potential we use
a local potential given by Hedin and Lundqvist.!? It
should be noted that as a result of the Thomas-Fermi ap-
proximation of the free-electron density given by Eq.
(2.7), such features as the well-known Friedel oscillations
do not appear in our treatment.

So far everything that was stated is valid both for the
IS-AA and IC-AA models. The difference between the
two models appears via the boundary and normalization
conditions. In the IS model, charge neutrality requires
that

47rf0 ' (ridr=2Z , (2.8)
where r; is the ion-sphere radius given by
r;=(3/4wN)'"? 2.9)

and N stands for the density of atoms in the plasma.
Since the IS-AA atom is neutral within the ion sphere,
the V', (r) term in the potential of Eq. (2.2) is absent. On
the other hand, in the IC model, where the region of in-
terest extends from zero to infinity, the charge neutrality
requires that

477'f0°o[pe(r)—p+(r)]r2dr=Z ) (2.10)

The integral in Eq. (2.10) exists only if

lim p,(r)=limp  (r)=p,=Z*N . (2.11)
¥ —> 00

In Egs. (2.10) and (2.11), p, (r) stands for the charge den-
sity of the positive ions and Z* for the average effective
charge (Z minus the bound electrons) of the ions.

At this point we have to discuss the computation of
Z*. In the IS model the problem is trivial; the summa-
tion term in Eq. (2.6) yields the number of bound elec-
trons per ion, which also yields Z*. In the IC model the
number of bound electrons per ion is not obvious, be-
cause the weakly bound upper levels are shared between
the central ion and the neighboring positive charges. We
propose a simple way to account for the degree an elec-
tron is shared with the neighbors by calculating the in-
tegral

fnl=

1* waR,f,(r)p+(r)r2dr ) (2.12)

z
where R,; stands for the radial part of the wave function
WV, .- Therefore, in the IC model the number of bound
electrons per ion is obtained if the occupancies are multi-
plied by the factors 1 — f,;. The same factor has to multi-
ply the bound-bound and bound-free oscillator strengths
for the calculation of photoabsorption per ions in the IC
model. For the deeply bound levels, the f,;, —s are practi-
cally zero, and for the upper levels in all of our study
cases they never exceed a few percent.

In addition to the normalization conditions for the
charges, the electronic wave functions are also subject to
different boundary conditions in the IS and IC models.
For the bound states in the IS model, the radial part of
the one-electron wave function can have one of the two
boundary conditions set at r;:

R, (r,)=0 (2.13a)

or

R,(r;)=0. (2.13b)

At a finite r; the boundary conditions (2.13a) and
(2.13b) yield two different eigenvalues for €,,, which in an
approximative way can be regarded as the lower and
upper limits of an electronic band. If r; is at infinity, the
boundary conditions set by Egs. (2.13a) and (2.13b) are
satisfied simultaneously, predicting a discrete level, just
like in the case of an isolated atom. The boundary condi-
tions for the continuum states are discussed extensively in
Ref. 11. Next we concentrate on the computation of
p+(r)and V (r) in the IC model.

We write p_ (r) in the form

p+(r)=peg(r), (2.14)

where g (r) has to satisfy the hypernetted-chain (HNC)
integral equation'?

Ing (r)+BV(r)=N [ [g(r—r)—1]
X[g(r;)—1—Ing(r;)

—BV,(r)]d’r, (2.15)
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and V,(r) is the effective ion-ion potential given by
Vi (r=[Z*(r)1?/r (2.16)

and b stands for 1/kT. In Eq. (2.16), Z*(r) is a position
dependent effective charge that takes into account the
screening by the bound and free electrons. For Z*(r) we
use the formula

Z*(nN=Z—r[V,(r)+V,.(n]. (2.17)

It is straightforward to show that Egs. (2.16) and (2.17)
account properly for the interaction between the nuclei
and between a nucleus and the positive and negative
charge clouds of a neighbor nucleus. With regard to the
interaction between the extended clouds at intermediate
separation, Egs. (2.16) and (2.17) are not exact, but they
give the correct limits at large and close separation.
Therefore, we assume that the ion-ion interaction given
by Egs. (2.16) and (2.17) is adequate. We can also see
from Eq. (2.15) that in the low density limit when N —0,
g (r)—exp[ —BV;(r)], which is the Debye-Huckel limit.
Writing

Ing (r)+BV,(r)=y(r), (2.18)
Eq. (2.15) can be written as
y(1)=N [[ge—r)—1][glr)—1=p(r)]d’r, .
(2.19)

The potential resulting from the ion distribution has to
satisfy Poisson’s equation,

V2V (r)=4mp (7). (2.20)

Equation (2.19) for the ion-ion correlation is a one-
component equation in the sense that we do not have a
set of coupled equations for the ion-ion, electron-ion, and
electron-electron correlation functions arising from
many-body effects, so our model should be regarded as a
one-particle model for the interacting electron-ion sys-
tem. A more thorough treatment of the particle correla-
tions is given by Chihara'* and by Perrot et al.'®> For the
present we believe that the main differences between the
IC and IS models are sufficiently accounted for by the set
of equations (2.1)-(2.20), which completely define the
self-consistent AA state for the IS or IC model, whichev-
er is applicable.

At this point we wish to emphasize that for the compu-
tation of photoabsorption the AA approximation is not
sufficient. In order to obtain a realistic photoabsorption
cross section in a plasma, it is necessary to go beyond the
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AA approximation and account for all the electronic
states in a detailed fashion, which includes all the
relevant many-electron configurations of the differently
ionized specimen. In this paper, we calculate the spectra
of the many-electron configurations of the differently ion-
ized specimen in first-order perturbation using the self-
consistent AA wave functions. We also use the AA wave
functions for the computation of the bound-bound and
bound-free dipole transition integrals. It should be noted
that although we do not use the continuum wave func-
tions for the free-electron density in the set of self-
consistent equations, we do compute the latter for the
bound-free transitions. The reason for the above
discrepancy is due to the fact that a complete accounting
of the free-electron density sometimes requires many
hundreds of partial waves, which is not the case for the
computation of the bound-free transitions. The electron-
ic potential of each detailed quantum state reflects the
basic features of the IS or IC models via the interaction
of the bound electron configuration with the free elec-
trons and positive charges. In accordance with the LTE
assumption, we calculate the photoabsorption of each
ionic specimen assuming that the probabilities of the ion-
ic states are given by the Boltzmann statistics. A detailed
description of this algorithm is given in a paper by Gold-
berg, Rozsnyai, and Thompson.!® The emphasis in this
paper is on the difference between the self-consistent
AA-IS and AA-IC models upon which the more detailed
photoabsorption calculations rest.

III. COMPUTATIONS

We present four study cases: (i) iron at kT =125 eV
and at 4.46 g/cm? density; (i) aluminum at kT =100 eV
and at 4.5X 1073 g/cm?; (iii) bromine at kT =270 eV and
at 2.6 X 10”2 g/cm?; (iv) a solar mixture of 14 elements at
kT =86.17 eV at 2.82X10"% g/cm?®. Photoionization
cross sections for case (i) were reported in Ref. 9. For
case (i), which typically occurs in laser-produced plas-
mas, bremsstrahlung studies were reported in Ref. 11 and
emissivity studies were published by Lamoureux, Moller,
and Jaegle.!” For case (iii), experimental measurements
were reported by Bailey et al.'® and theoretical calcula-
tions based on the IS model were published in Ref. 16.
Case (iv) is of astrophysical interest, and it corresponds to
the first point of the data base of solar opacities in a pa-
per by Bahcall and Ulrich. '°

The essential results of the calculations are shown in
Table I. For the single Z plasmas we show Z* for the
self-consistent AA state together with the Fermi level.

TABLE 1. Summary of computational results. xz stands for the Rosseland mean opacity.
IS IC
V4 p (g/cm?) kT (eV) z* un (eV) kg (cm%/g) z* u (V) kg (cm?/g)
26 4.46 125 11.65 —3.60X10? 3.87X10° 9.91 —3.58X10° 4.40X10°
13 4.50x107? 100 10.76 —8.66X10? 8.43 10! 10.63 —8.69X10° 1.31x10?
35 2.60X1072 270 25.48 —2.39x10° 4.71x10' 25.88 —2.92X%10° 4.23x10'
SO1 MIX 2.82X 1072 86.2 —5.03%10? 479X 10! —5.07X10? 5.46 X 10!
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Table I also shows the Rosseland mean opacity for the
statistical average of all the relevant electronic
configurations. The compositions of the solar mixture is
shown in Table II. More details are shown in the figures.
Figures 1 and 2 summarize the calculations for the iron
and aluminum plasmas. In Figs. 1(a) and 2(a) we show
the ion-ion correlation function arising from the solution
of Eq. (2.19) and also in the Debye-Huckel limit. Figures
1(b) and 2(b) chow the charge densities of the AA state of
the IS and IC models, Figs. 1(c) and 2(c) show the quanti-
ty ¥V (r), where V(r) is the electron potential of the AA
state given by Eq. (2.2), and Figs. 1(d) and 2(d) show the
total photoabsorption cross section predicted by the two
models. Figures 1(d) and 2(d) also give the Rosseland
mean opacities. The photoabsorption cross sections were
computed after all the relevant ionic states of appreciable
probability were calculated in first-order perturbation us-

Full 1C

3 F ebye-Hucke!

glr/r, )

(r)

r
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TABLE II. Composition of solar mixture.

Z Mole fraction Mass fraction
1 9.1911X 107! 7.3003 X107}
2 7.9425X 1072 2.5051%x 107!
6 434011074 410781073
7 8.6590X 1073 9.5572X107*
8 7.2029 X104 9.0810X 1073

10 8.8610X 1073 1.4093 X103

12 3.5570X 107° 6.8144x10°*

13 2.6200X 107° 5.5705X 1073

14 3.1450X 1073 6.9604 < 104

16 1.4630X107° 3.6965x 10 *

18 3.6400X10°° 1.1458 x 1074

20 2.1200X107° 6.6956X 1077

24 6.6000X 1077 2.7042X107°

26 4.3050X 1077 1.8945x 103

QENS.

Cross seclion (cuz/gl

- - - - - N NN NN W W oW

electron dens:t.es

ion-sphere radius (8.u.) -+ 3.23

Ppos:tive charge dens:ty

S N f o @ s N E o @ s N : o @ oS N =

2
Rosseland means (cm /g)

3
1. 3.8692x10

3
2. 4.3078x10

Photon Energv (eV)

FIG. 1. Iron plasma at kT =125 eV and at 4.46 g/cm>. (a) The ion-ion correlation function g (r/r;); (b) electron and positive
charge densities; (c) self-consistent electron potential of the AA state multiplied by #; (d) total photoabsorption cross sections based
on the IS (1) and IC (2) models. The symbols » and r; stand for the distance from the central nucleus and for the ion-sphere radius, re-
spectively. In (b) the electron density given by the IS model ends at the ion-sphere radius. In (d) the labels a, b, ¢, d, and e indicate
the regions of the M-shell photoionization, the 2p-3s, 2p;,,-3ds,,-2p, ,»-3d 3, transition arrays, and the L-shell photoionization, re-

spectively.
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ing the self-consistent AA wave functions. Actually, for
the iron there were 85 electronic configurations distribut-
ed over the M and N shells from Na-like to Cl-like ions,
and for the aluminum there were 15 electronic
configurations distributed from Li- to N-like ions. Fig-
ures 1(d) and 2(d) show that the IC model predicts larger
cross sections and Rosseland mean opacities than the IS
model. The reason for this is due to the longer-range po-
tential predicted by the IC model, in which there are
slightly more bound electrons. The bound-free cross sec-
tions of the bound electrons provide a higher background
for the line absorption. In addition, the free-free absorp-
tion or inverse bremmstrahlung is also stronger in the po-
tential predicted by the IC model. The above constitutes
the most important differences between the photoabsorp-
tion predicted by the two models and it is the essential
point of this paper. It should be noted that in all the
study cases presented here the ion-ion correlation func-
tion g (r) does not show any oscillations. The reason for
this is due partly to the relatively low values of the plas-
ma coupling parameter and partly to the usage of the
variable charge Z *(r) given by Eq. (2.17).

Full IC

Debye-Hucke |

glr/r )

mmmmmmmmmmmmmmmmmmmmm

rvir]

mmmmmmmmmmmmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmmmmmmm
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Figure 3 shows some physical details for the iron and
aluminum plasmas. Figures 3(a) and 3(b) show the
nearest-neighbor distribution function for the IC model
given by %

W (r)= g (r)rlexp @3.1)
T

—%fo’g(x)xzdx
i

and Figs. 3(c) and 3(d) show the microfield distribution
given by?!

H(a)———%afowx sinax exp[ —x 37972 /(Vx +T'))dx ,

(3.2)

where ¢ is a constant, 1.2876.

The microfield distribution is important from the point
of view of the Stark profiles of the spectral lines, thus it
has an effect on the computed photoabsorption cross sec-
tions.

In Eq. (3.2) a is the reduced field strength E /E,, where
E and E, are the field strengths and normal field

ion-sphere radius [a.u.) - 25.28

electron densities

pos:itive charge dens:ty

mmmmmmmmmmmmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmmmmmmm

2
Rosseland means (cm /g)

1
1. 8.4253.18.

2
2. 1.3189x12

Cross section (Clz/”

Photon Energy (eV)

FIG. 2. Same as Fig. 1 for the aluminum plasma at kT =100 eV and at 4.5X 1073 g/cm®.
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strengths, respectively, and I is the plasma coupling pa-
rameter. The normal field strength E and T is given by

Ei=Z%Y /r3T=(Z ) /kTr? . (3.3)
0 i i

In Eq. (3.3), Z™ is to be distinguished from Z* to the
extent that in the former the nuclear charge is reduced
not only by the number of bound electrons, but also by
the number of free electrons that are in the nonuniform
cusp region of the free-electron density. Equation (3.2),
which becomes a standard Holtsmark distribution when
I'=0, assumes pointlike Coulomb interaction between
the ions, so it is not consistent with the ion-ion correla-
tion function g(r). A precise computation of the
microfield distribution consistent with all the charge dis-
tributions is outside of the scope of this paper, but due to
the fact that the nearest-neighbor distribution peaks in
the vicinity of the ion sphere, the author feels that Eq.
(3.2) is acceptable for the microfield distribution.

The calculations for the bromine plasma are shown in
Fig. 4. Figure 4(a) shows the experimentally measured
emission intensity published in Ref. 18; Figs. 4(b) and 4(c)
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show the calculated emission intensity which is obtained
from a simple solution of the radiative-transfer equation

I(v)=B(v){1—explo(v)pL]} . (3.4)

In Eq. (3.4), I(v) is the intensity of the emerging radia-
tion, B(v) is the Planck function, o(v) the frequency-
dependent photoabsorption cross section, p is the matter
density and L is the average distance inside of the plasma
through which the photons must pass before emerging
and reaching the detector. For the sample thickness L,
the value 2.4 X 1073 cm was chosen corresponding to ex-
perimental conditions. Figure 4(d) shows the frequency-
dependent cross section o(v) predicted by the IC model.
We do not show the cross section predicted by the IS
model because it is not visibly distinguishable from that
of the IC model, although the predicted Rosseland mean
opacities are different, as is evident from Table 1.

Figure 5 shows the calculations for the solar mixture.
Figure 5(a) shows the distribution function g(r/r;) as
predicted by the IC model for the hydrogen and iron
component of the mixture. In the case of the solar mix-

1.608. 7 -6.370
4.216. 7 -18.316

Hla

(b)
. 850
.4S
. 840
.835
.38
.25
.20
215
E 818
=
.00s
T
rla.u.)
.8e
%+ .
. 1. I'-@.597. 7 -9.7889
[d] 2. I'-0.694, 7 10.472

FIG. 3. Nearest-neighbor distribution predicted by the IC model, (a) and (b), and microfield distribution (c) and (d) for the iron

and aluminum plasmas. Curve 1, IC model; curve 2, IS model.
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FIG. 4. Experimental data and calculations for bromine plasma at kT =270 eV and at 2.6 X 1072 g/cm®. (a) Measured emission
spectra; (b) and (c), calculated emission predicted by the IS and IC models, respectively, with the usage of Eq. (3.4) and a thickness of
2.5X 1073 cm for the plasma; (d) total absorption cross section predicted by the IC model.
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FIG. 5. Solar mixture at kT =86.17 eV and at 2.82X 10”2 g/cm®. (a) The function g (r/r;) for the hydrogen and iron component;
(b) photoabsorption of the mixture predicted by the IS (1) and IC (2) models, respectively. Table I is on another document.
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ture, g (r) is the distribution function between the central
ion of a component and the average perturber in the plas-
ma, whose charge is calculated form the ionization state
of each component and mole fractions given in Table II.
For the other Z elements of the mixture, g is in between
the hydrogen and iron curves. Figure 5(b) shows an over-
lay of the IC and IS photoabsorption cross sections.
Most of the lines are contributed by the iron component
with some contributions coming from argon calcium and
chromium. As is evident, there is hardly a visible
difference between the two curves, yet the difference in
the Rosseland mean opacities is about 11%. In view of
recent needs for accurate solar opacities, this difference is
not negligible.

IV. DISCUSSION

The main purpose of this paper was to show the
differences in the theoretically predicted photoabsorption
of hot plasma arising not from computational approxima-
tions but from the fundamental differences in the theoret-
ical models. In all the study cases the positions and
strengths of the spectral lines are nearly indistinguishable
between the IC and IS models, yet in some cases the
difference between the predicted Rosseland mean opaci-
ties is significant due to the difference in the continuous
bound-free and free-free absorption, which in turn is due

BALAZS F. ROZSNYAI 43

to the fact that the IC model predicts a longer-range po-
tential than the IS model. The author believes that this
fundamental difference remains, even if the two models
are subjected to more scrutiny. Obviously, as far as na-
ture is concerned, neither of the two models presented in
this parer may be correct, hopefully reality lies some-
where in between. Experimental verification of one mod-
el versus the other would be very difficult, because of the
proximity of the spectral lines predicted by the two mod-
els. Here is a typical case where computer experiments
could be very helpful. For example, the extension of the
molecular-dynamics code of Car and Parrinello?? to in-
clude photoabsorption could be very revealing. The au-
thor is not aware of such programs.
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