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The response of relativistic H™ ions to thin carbon foils was investigated for beam energies rang-
ing from 226 to 800 MeV. For the foil thicknesses studied, ranging from 15 to 300 ug/cm?, an ap-
preciable fraction of the H™ beam survives intact, some H™ ions are stripped down to protons, and
the remainder is distributed over the states of H°. This experiment is different from the low-energy
studies in that the projectile velocity is comparable to the speed of light, leading to an interaction
time typically less than a femtosecond. The present results challenge the theoretical understanding
of the interaction mechanisms. An electron spectrometer was used to selectively field ionize the
Rydberg states 9 <n <17 at beam energies of 581 and 800 MeV. The yield of low-lying states was
measured by Doppler tuning a Nd:YAG (where YAG represents yttrium aluminum garnet) laser to
excite transitions to a Rydberg state that was then field ionized and detected. Data are presented
for production of n =2,3 at 226 MeV, n =2,3 at 500 MeV, n =2,3,4 at 581 MeV, n =2 at 716 MeV,
and n=1,2,3,4,5 at 800 MeV. A simple model is developed to fit the yield of each state as a func-
tion of foil thickness. Although the simple model is successful in predicting the general features, the
data are suggestive of a more complex structure, in the yield of a state as a function of the foil thick-
ness. The optimum thickness to produce a given state increases with the principal quantum number
of the state, suggesting an excitation process that is at least partially stepwise. The results of a
Monte Carlo simulation are compared with the experimental data to estimate the distribution of the
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excited states coming out of a foil.

I. INTRODUCTION

What happens when a relativistic H™ ion goes through
matter such as a carbon foil? For small carbon-foil thick-
ness, 10°-10* atoms thick, the H™ ion has a fair chance
to emerge intact. This is surprising if we keep in mind
that the H™ ion is larger than the spacing between the
target atoms. Although total disintegration into two free
electrons and a proton is another outcome, detachment of
only one electron is quite probable for our range of
thicknesses, with the residual hydrogen atom in an excit-
ed state. The interaction mechanisms that determine the
charge fractions coming out of a foil and the resulting ex-
cited state distribution are not understood. Thus, the
motivation of these experiments is to shed some light on
the complex problem of relativistic beam-foil interaction
mechanisms.

The beam-foil interaction has been primarily used to
produce a variety of excited states of various atoms for
spectroscopic studies.! However, recent work in atomic
beam-foil spectroscopy has been directed toward the exci-
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tation processes. In a study of highly charged fast ions
traversing a carbon foil, Yamazaki et al. found an
enhancement of high-/ states relative to a gas target.’
Evidently, the basic mechanism for producing excited
atoms in thin foils is different from that in gases, where
the low-/ states are favored. The enhancement of the
high-/ states is proposed to be the result of the stochastic
motion of an electron in the field of the projectile leading
to diffusion in angular-momentum states and energy.’
This mechanism makes the existence of highly excited
states of the projectile possible where according to previ-
ous views these excited states, with their large radii,
could not exist because of screening and rapid collisional
destruction.* A series of experiments, emphasizing the
distribution of excited states, contribute to a better un-
derstanding of the interaction producing excited atoms in
a foil.>® A number of experimental and theoretical inves-
tigations’ ® conclude that the distribution of excited
states produced in a foil decreases as n ~?, where n is the
principal quantum number and p =3. The importance of
the exit surface is demonstrated by a tilting-foil experi-
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ment where the circular polarization of the radiation
emitted by the excited atoms is shown to increase in mag-
nitude as a function of the tilt angle.'® Another study es-
tablishes the probability of electron capture by protons
traversing to a foil to be a Ep"3 law, where E, is the pro-
ton energy.!! However, despite all the experimental and
theoretical investigations, the nature of the beam-foil in-
teraction, especially with relativistic beams, is still not
well understood.

The experiment described here is one of the most re-
cent in a series investigating the H™ ion using the relativ-
istic H™ beam at the Clinton P. Anderson Meson Physics
Facility (LAMPF) at the Los Alamos National Laborato-
ry.!2721 All the previous experiments have explored the
behavior of the photodetachment cross section of the H™
ion in various electromagnetic fields. This experiment ex-
plores the response of relativistic H™ ions to a “matter
field” (i.e., a thin foil), and differs in interesting ways from
the low-energy experiments. The interaction time, during
which the H™ ion experiences a perturbing force, is typi-
cally less than a femtosecond. The time of passage is
comparable to the orbital time of the bound electrons so
that the problem of transferring energy to the electrons
might be quite complex. The initial wave function of the
H™ ion can evolve into H™, HY H%, with associated
electron continua whose wave functions are reasonably
well known, but the details of the interaction, which de-
pend on the H™ velocity, foil thickness, and foil composi-
tion are not understood. This interaction, possibly a
chaotic process, leads to a distribution of excited states
depending on quantum numbers #, /, and m.

We have measured the yield of some excited states of
hydrogen emerging from a foil using two experimental
techniques. The first method detects Rydberg states by
direct field ionization. The second method probes the
low-lying states by exciting them to a Rydberg state with
a Doppler-tuned laser. The laser-promoted states are
then detected by field ionization. For the second method,
our experimental energy resolution of about 1 meV is not
sufficient to distinguish between the angular-momentum
states of a given n manifold. Therefore, we have mainly
focused our attention on measuring the yield for a given
principal quantum number n as a function of foil thick-
ness. One of the aims of this experimental study is to
provide sufficient information on the production of the
excited states to stimulate a theoretical study.

II. THEORY

A. Simple rate formula

A simple model, developed previously?? to characterize
charge-state distributions, has been extended to describe
the yield of H%*s leaving a foil as a function of foil thick-
ness. When the H™ beam penetrates a foil, there are
three important processes that can take place assuming a
series of interactions with individual target atoms:

(i) H-—H%#n), with cross section o_,, ,
n

(ii) H%n)— 3 H%m), with cross section o
m+#n

nm
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(iii) H™— 3 H%m), with cross section o _,, ,
m¥#n

where o _, is the one-electron detachment cross section
of H™ leaving neutral atom in the state H(n), o, is the
cross section for promoting H%#) to a different excited
state which includes the electron-loss process, and o _,
is the total destruction cross section for H™ leading to an
excited state other than H%n), which also includes the
two-electron-loss process. The process of electron cap-
ture from the target atoms on the surface of a foil is
governed!! by the E 73 law at the lower energies. By ex-
trapolation, the cross section of target electron capture
would therefore be much too small at energies of a few
hundred MeV to play any role in formation of excited
states. The differential equation expressing the yield of
HP in state n is

dN o(x)

i =Ny (x)o_,p—Nyo(x)o,p , (1)

where p is the target number density, and N - (x) and
NHo(x) are the numbers of H™ and H%(#n) particles reach-
ing a foil thickness x. Clearly,

N,-(x)=Ngexp[—(o_,+0o_,)px], (2)

where N is the initial number of H™ ions. The substitu-
tions

y(x)=No(x), a=po_,, b=po_,, c=po,,, )

lead to the following differential equation:

ﬂzNoae—(a+b)x_cy . (4)
dx

Solving the differential equation with the condition that
y(x) is zero at x =0, we get

— Noa —cx —(a+b)x
| y(x)-a+b_c(e e ). (5)
The thickness for maximum yield x,,, follows from Eq.
(5):
_In[(a+b)/c]
Tmax =T T (6)

The solution to the simple model, Eq. (5), is used to pro-
vide a fit to the experimental yield data as a function of
foil thickness.

B. Theoretical considerations

What does a relativistic H™ ion see as it penetrates a
foil? A simple picture is that the ion encounters a period-
ic strong field produced by the target atoms which may
be written as

F= A sin(2mft) , (7)
with f given by

— YBe 3

f P (8)

where ¥ and 3 are the usual relativistic parameters, ¢ is
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the speed of light, and d is the lattice spacing between the
target atoms. As an example, consider the case of the
H™ going through a carbon foil at 800 MeV. Then, we
have d=2 A, y=1.85, and $=0.84, resulting in a fre-
quency of 2.3 X 10'8 Hz. If we think of this periodic elec-
tric field as a photon, then the equivalent photon energy
is 9.5 keV which does not interact too effectively with the
H™ ion. However, a more complete picture is that, for
an amorphous target, the H™ ion encounters each target
atom with a different impact parameter p. Then the ob-
served ionization probability can be written as®?

<P>=f0°°w(p)p(p)dp, ()

where p(p) is the individual ionization probability, and
w(p) is the weighting function used to average over the
individual probabilities. Furthermore, the field encoun-
tered by the ion is not simply a single periodic function,
but is a superposition of many different periodic fields.
This raises the possibility of the existence of certain fre-
quencies that could directly excite and ionize H™ ions
and H® atoms.

One approach is to think of a foil interacting with the
H™ beam as a square pulse of “matter field.” One takes
the point of view that the ionization and excitation pro-
cesses may be to some extent coherent effects of all the in-
teractions the ion encounters in its passage through the
foil. As an example, Fig. 1(a) shows the “matter pulse”
that an 800 MeV H™ might encounter when it is directed
through a 40-ug/cm? carbon foil. The pulse is Fourier
transformed from the time domain to the frequency
domain, which gives the matter field strength as a func-
tion of frequency. We assume the response of the ion de-
pends on the frequency of the pulse. We have therefore,
for heuristic purposes, converted frequencies into energy
E by multiplying by A. The square of this pulse gives the
relative intensity spectrum of the matter field in the ener-
gy domain, which is

21,2
L= st | TE (10)
o
where
—8
Tz% . (11)

Here F is the strength of the pulse, x is the foil thickness
in ug/cm?, p is the foil density in g/cm?, ¥ and S8 are the
usual relativistic parameters, and c is the speed of light in
m/s [see Fig. 1(b)]. As the thickness of a foil is changed
the positions of minima and maxima in the spectrum are
moved. Thus, if we assume that the yield of a given state
is proportional to the “matter field” intensity, then the
yield of the state is modulated as we vary the foil thick-
ness.

To get a glimpse of the hostility of the foil environ-
ment, consider the lifetime of an H™ ion in an electric
field F as given by semiempirical equation,?*

T= " €XP

4,

F | (12)
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FIG. 1. (a) The “matter pulse” for a 40-ug/cm? carbon foil at
800 MeV; (b) the square of the Fourier transform of the “matter
pulse” in 1(a).

where

A1=2.47X10_6% , (13)

and
A2=4.494x1091 .
m

The Thomas-Fermi model of the carbon atom predicts

a field of ~10'2 V/m at a radius at a radius of one bohr

radius (a,), which inserted into Eq. (12) gives a lifetime

of 2.5X 107 ¥ s for the H™ ion, considerably less than the

typical interaction time of 1 fs. The immediate question

is, how is it possible for H™ ions to go through a foil in-

tact as observed in the experiments? Further, the critical

field for ionizing a hydrogen atom in some state » is given
by25

-10

F= 5.713X10

c
n4

V/m . (14)

We notice that the fields produced by the carbon atoms
are much higher than the critical field needed to ionize
even the n =1 state. Again, how is it possible that any
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hydrogen atom is able to make it through a foil?

A possible solution to this dilemma may be to consider
the beam-foil interaction a chaotic one. In an experiment
by Galvez et al.,*® a microwave field was used to ionize
highly excited states of hydrogen atoms. It was observed
that increased fields were needed to ionize the excited
atoms whenever a parameter called the scaled frequency
n3w became greater than 2. In this region, the driving
frequency is greater than the classical orbital frequency.
It was hypothesized that the increase in the field needed
to ionize the Rydberg atoms is an indication of quantum
chaos. Taking the frequency which the H™ encounters
the target carbon atoms to be 800 MeV, we get a scaled
frequency of 350 for n =1. This makes the beam-foil in-
teraction an excellent candidate for quantum chaos. One
of the consequences of chaotic behavior is that increased
fields are needed to ionize atoms, possibly explaining why
H™ ions and H® atoms are able to get through a foil in-
tact.

An alternative picture is to think of a foil as a broad-
band intense high-frequency laser field which is turned on
abruptly, with a pulse length of less than 1 fs. It has been
shown by Su et al.?’ and Font?® that atoms interacting
with a high-frequency laser pulse tend to become saturat-
ed against ionization as the pulse intensity is increased.
The stability is determined by the displacement ampli-
tude of the free-electron response @, given by

ay=—ee/mao?, (15)

where € is the electric-field amplitude, m is the mass of
the electron, and o is the angular frequency of the oscilla-
tion. If we take the frequency at which the H™ en-
counters the carbon atoms and an amplitude of 10'2
V/m, then a, is 4.0X 10”7 in atomic units, with the im-
plication that electrons move very little during their pas-
sage through a foil. An extension of the numerical
method of Su et al. to the case the “foil field” may pro-
vide important clues to the nature of the relativistic H™
beam-foil interaction.

Finally, a theory based on classical stochastic dynam-
ics® may provide some insight into the nature of relativis-
tic H™ -foil interactions. This model used a microscopic
Langevin equation of motion,

av

L=V, HF0), (16)

to describe the motion of an electron during its passage
through a foil. Here V), is the screened potential of a
highly charged ion, and F(¢) represents the random
forces that the electron experiences. The fluctuating
force F(t) is described by a sequence of sudden, impulsive
momentum transfers (“kicks”),

F(t)= 3 3 AP?S(t—tf), (17)

a=1,2 i

where AP{ represents the stochastic momentum transfer
to the electron per collision at time ¢, which is a random
sequence. The parameter a is used to distinguish be-
tween scattering by the ionnic cores of the target atoms
and scattering by the target electrons. The application of
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classical dynamics to Rydberg states is justified by their
large quantum numbers (n,/). Thus, the approximation
of an impulsive momentum transfer is valid for fast pro-
jectile electrons, where the collision time ¢, =X, /v, is
short as compared to the orbital period T,=2mn> for a
hydrogenic atom. A is the static screening length of the
medium. The stochastic motion of the electron leads to
diffusion in angular momentum and energy, resulting in a
large population of high-angular-momentum states. As
the projectile exits the foil, the screened potential sudden-
ly changes into a bare Coulomb potential, which closely
resembles shakedown and shakeup processes in photoion-
ization. The phase-space coordinates of the evolved elec-
tron at the time of passage through the surface
[r(z;),v(t;)] are used to construct orbits in the bare
Coulomb potential, giving the final state of the projectile
as it leaves the foil. This theory is successful in explain-
ing the experimental data® taken with fast C* ions going
through a carbon foil. It is interesting to note that if we
take A, =2.0 A, then the interaction time ¢, for a hydro-
gen atom at 800 MeV is 4.3 X 107 !° s, which is short even
when compared to the orbital time of the hydrogen atom
in its ground state (1.52X 107 '®5). This implies that the
classical treatment of the beam-foil problem may remain
valid even for small quantum numbers (n,/) for relativis-
tic projectile velocities. A comprehensive application of
the classical stochastic dynamics to the case of the rela-
tivistic H™ ions traversing a carbon foil may reveal the
nature of the interaction mechanisms.

III. EXPERIMENTAL METHOD

The overall experimental arrangement is schematically
shown in Fig. 2. Since the experimental hall is closed off
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FIG. 2. Block diagram of the experimental arrangement at
HIRAB.
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when the beam is on to protect the personnel from the ra-
diation exposure, all the equipment inside the experimen-
tal hall is controlled and monitored through a number of
cables, each about 100 feet in length, from the high reso-
lution atomic beam (HIRAB) counting house. All the in-
coming data signals are conditioned by the fast nuclear
instrument module (NIM) electronics and sent to ap-
propriate computer automated measurement and control
(CAMAC) modules such as ADC’s, TDC’s, and scalers.
The data contained in the CAMAC modules are read by
a microprogrammable branch driver (MBD) at appropri-
ate times and stored in the MBD memory buffer. Once
the MBD buffer is full, the data are transferred to the
#VAX-II memory, where the Q data-acquisition system
puts the raw data on tape. The data are analyzed on line
by a number of user-written codes producing histograms
and data files. The computer is also used to send com-
mands to various CAMAC modules that control equip-
ment such as stepper motors and power supplies. A tim-
ing signal from the Los Alamos Meson Physics Facility
(LAMPF) central control room is used to trigger the
laser, open gates, and generate events for the computer to
perform a number of predetermined actions. The follow-
ing sections describe the experimental procedures in some
detail—see Refs. 29 and 30 for a comprehensive discus-
sion of the experimental techniques.

A. HIRAB beam line

The HIRAB is a facility dedicated to high-energy
atomic physics. The facility is located at the end of the
External Proton Beam (EPB) at LAMPF. The construc-
tion of HIRAB was completed by May 1987, with first
test beam delivered by summer 1987. A major attraction
of this facility is the all-year access to the building, allow-
ing time for careful alignment work on lasers and optics.
A moveable beam stop upstream of the experimental area
permits personnel access to the area while other areas are
receiving beam. A large concrete slab in the center of the
building isolates delicate optical arrangements from
unwanted vibrations. The beam line transport is capable
of providing a low-divergence beam to the area. This is
specially important for high-precision experiments per-
formed at the Doppler-free angle, a=cos ™ '(—f3), where
the contribution of the beam momentum spread to the
observed energy resolution vanishes to the first order.
The divergence of the particle and laser beams in their
common plane are the major parameters in determining
the energy resolution of the experiment. The original
design of the H™ beam optics uses two thin-foil strippers,
producing a low-divergence beam, followed by a separat-
ed quadrupole magnet lens system, which achieves the
final divergence by expanding the beam in one plane.’!
This design can provide a beam with a divergence as low
as one urad in one plane while maintaining a reasonable
spot size. A compromise medium-resolution tune is
currently used at HIRAB, resulting in a beam divergence
of 10 urad in the vertical plane. This tune is obtained
without the use of the second slit collimator, allowing a
higher beam intensity.

The experimental resolution can be further improved
by reducing the momentum spread of the beam at 716
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MeV by the momentum bunching technique developed in
the summer of 1989.>2 Briefly, the lower energy is
achieved by turning off the last five accelerating modules
(modules 44-48). The last two modules, 47 and 48, are
used to rebunch the beam. It was found that by adjusting
the phase on module 48, the momentum spread was re-
duced by a factor of 5 from its initial value of 5X 107,

B. H™ and laser beams

The relativistic H™ beam is produced by the linear ac-
celerator at the Los Alamos Meson Physics Facility
(LAMPF). The primary beam at LAMPF runs at 120
macropulses a second. The H™ beam is delivered to
HIRAB at repetition rates which usually range from 10
to 40 macropulses per second. The length of each macro-
pulse is typically a few hundred ps. Each macropulse
possesses a microstructure which is a series of micro-
pulses of about 1-ns duration separated by 5 ns. Both the
length of macropulse and the spacing between the micro-
pulses can be adjusted to meet the experimental needs.
We have received beam at HIRAB with macropulses
ranging in duration from 500 ns to 800 us, and micro-
pulse spacing of 5 ns to 4 us. A quantity of interest to the
H™~ experiments is the instantaneous beam intensity
I(particles/micropulse), given by

I=6.24X106%§]—i[§ , (18)

where (I) is the average beam intensity in nA, S is the
spacing between the micropulses in ns, R is the macro-
pulse repetition rate in Hz, and M is the macropulse
duration in us. The average beam current required for
the H™ experiments is typically of the order of a few tens
of pA, which is a small fraction of the primary beam run-
ning at a few pA. It is evident from Eq. (18) that by ad-
justing the micropulse spacing and macropulse width we
can vary the instantaneous intensity of orders of magni-
tude. Since the observed signal rate is directly propor-
tional to I, then a high instantaneous current may be
used to look at processes with a small cross section.

The Nd:YAG laser (Spectra DCR-2 Model) used for
these experiments can be run in two modes. The first
mode is a quasi-cw mode, where the laser pulse lasts for
about 100 us. The spot size is about 7 mm in diameter,
and the beam divergence around 0.5 mr. A much shorter
pulse is obtained by Q switching the laser through a
Pockels cell. The resulting photon burst lasts about 8 ns
with a nearly Gaussian temporal profile. This method
provides an instantaneous laser power which is higher by
orders of magnitude than the CW mode. The high inten-
sity allows for efficient harmonic generation of up to the
fourth multiple of the fundamental frequency of the
Nd:YAG laser. Two ADP crystals with faces cut at the
Brewster angle are angle tuned to generate the desired
harmonics (532, 355, and 266 nm).

C. Laserless experiment

The highly excited states of hydrogen are detected by
direct field ionization. Even though the details of the
beam line are different from one run to another, all are
conceptually shown in Fig. 3. A relativistic H™ beam is
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FIG. 3. Experimental setup for the laserless studies.

directed through a foil in one of the three different foil
holders used in these experiments. A sweep magnet lo-
cated downstream of the foil has a dual function. The
first function is to bend the background electrons coming
out of the foil out of the main beam. The second function
is to selectively field ionize Rydberg states above a
specified state. This helps to identify the peaks observed
in the electron spectrometer downstream of the sweep
magnet. The effect of the sweep magnet on a number of
Rydberg states is demonstrated in Fig. 4.

The spectrometer is a sector magnet with entry and
exit faces inclined at 22.5° to the design trajectory. The
Rydberg atoms surviving the sweep magnet enter the
electron spectrometer where the motional electric field
seen by the atoms cause them to split into Stark states

S H%n,,n,,m), (19)

nysny,m

Hn)—

where the (n,,n,,m) are the parabolic quantum num-
bers, with

n=n;+n,+m|+1. (20)

Each Stark state has a unique lifetime, which depends on
the strength of the electric field. For a given set of sub-
states associated with n, the Stark-shifted substate
(0,n —1,0) that lies lowest in energy has the shortest life-
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FIG. 4. Percent of Rydberg atoms surviving the field of the
sweep magnet at 800 MeV. Each state is assumed to be equally
distributed over its Stark substates.
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Detector —>

FIG. 5. Electron trajectories for the n =11 Stark substates at
800 MeV with the electron spectrometer set at 141.0 G.

time. The Stark-shifted substate (n—1,0,0) that lies
highest in energy has the longest lifetime. As a result,
different Rydberg states decay at different positions
within the spectrometer. The liberated electrons follow
different trajectories, and the spectrometer field has to be
adjusted in order to bring each state into the view of the
detector. The electrons are then detected with a
scintillator-photomultiplier combination. An example of
electron trajectories for all the n=11 Stark states is
shown in Fig. 5. A spectrum is formed by changing the
spectrometer field and counting the number of electrons
for each field as shown in Fig. 6. The first peak in Fig. 6
at 135.5 G is due to free electrons produced mainly from
the surviving H™ ions colliding with residual gas mole-
cules in the imperfect vacuum (=107 Torr) of the beam
pipe. The second sharp peak at 141.0 G is the n =11
state, and the last broad peak at 147.0 G is the n =10
state. The sweep magnet is set at 70.0 G for this mea-
surement, which field ionizes the n =12 state and above.
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FIG. 6. Electron spectrum taken for a 19.0-ug/cm? carbon
foil at 800 MeV.
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A bending magnet downstream of the spectrometer
guides all three beams through a “paddle” and a fast ion
chamber. The paddle is a square piece of plastic scintilla-
tor mounted on a photomultiplier tube. The fast-
response of the paddle, about 20 ns, allows us to monitor
the individual micropulse intensities when they are
separated by more than 20 ns. The fast-ion chamber with
a response time of 10 us probes the intensity of each ma-
cropulse. All the beams which are at this time stripped
down to protons are stopped in a massive Faraday cup
yielding the integrated beam current. The Faraday cup,
700 kg of graphite, is massive enough to completely stop
the incident protons. The charge is drained off Faraday
cup by a Teflon-insulated wire. The output current is di-
gitized using a NIM current digitizer and is used to nor-
malize the data to the beam current.

D. Laser experiment

The low-n states produced in a foil cannot be directly
detected by field ionization. The required fields for ion-
ization are too high for electron detection, as the radius
of the curvature of the signal electron is too small. This
prevents the electrons from reaching the electron detec-
tor. A fixed-frequency Nd:YAG laser, linearly polarized,
is Doppler tuned in the rest frame of the atoms to excite a
transition to a Rydberg state which is then detected by
field ionization in the electron spectrometer. The concep-
tual experimental set-up is shown in Fig. 7. The H™
beam is incident on a foil in either of the three foil hold-
ers in the beam line. A bending magnet downstream of
the foil has three functions. The first function is to sweep
all the free electrons produced in the foil out of the beam
line. The second function is to field ionize all the states
with n = 8. The last function is to separate the H™, H°,
and H' beams. The H° beam is intersected by the laser
beam in the interaction chamber, where the intersection
angle is changed with the aid of system of mirrors mount-
ed on a turntable. The photon energy E in the atom’s
rest frame is given by

E=vyE;(1+Bcosa) , 21

where 8 and y are the usual relativistic parameters, E; is
the photon energy in the laboratory frame, and « is the
intersection angle defined such that «=0 when the laser
beam is head on to the H beam. This method allows one
to Doppler tune smoothly a fixed frequency laser over al-
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FIG. 7. Experimental setup for the laser studies.

TABLE I. Hydrogen transitions used for the laser studies at
various beam energies (BE’s). The harmonic of the Nd:YAG
laser (1.06 um) used is also shown.

BE (MeV) Laser used Initial n Final n
800 4th YAG 1,2 11
800 1st YAG 2,3,4,5 11
716 4th YAG 1,2 12
581 Ist YAG 2,3,4 13
500 Ist YAG 34 13
226 2nd YAG 2,3 15

most a decade of photon energies. A number of different
lasers are used to obtain photon energies ranging from
0.045 up to 21.9 eV. The laser is Doppler-tuned to excite
a transition from a low-lying state to a Rydberg state.
Table 1 summarizes transitions investigated for these ex-
periments and gives the harmonic of the Nd:YAG laser
line (1.06u) used.
The signal rate is given by>*

olJ(1+Bcosa)
G f3sina

where I and J are the instantaneous atomic and photon
currents, respectively. The cross section o can be calcu-
lated exactly from theory. A geometrical factor G
represents the spatial and temporal overlap of the atomic
and laser beams. Since we are unable to determine accu-
rately the overlap, G becomes an arbitrary constant and
we measure relative, not absolute, yields.

The electron spectrometer, located downstream of the
interaction chamber, is tuned to detect the laser-excited
Rydberg state with maximum efficiency. A spectrum is
formed by plotting the number of electrons detected
versus the photon energy, as shown in Fig. 8. The experi-
mental energy resolution is not fine enough to resolve
different angular-momentum states of a given state with
principal quantum number n. Thus, all the angular-
momentum states associated with a given state are
smeared together, resulting in a near Gaussian spectral

R= (22)
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FIG. 8. n=2-11 transition taken at 800 MeV with the fun-
damental wavelength (1064.4 nm) of the YAG laser.
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TABLE II. Summary of the laserless data and experimental conditions.

States Macropulse Micropulse
BE (MeV) detected length (us) spacing (ns) Date
581 12+ - - - +16 800 100 August ’88
800 10,11 400 4000 July 89

line. In most cases the spectral line is fit to a Gaussian
function and the area under the fitted curve is used as a
measure of the yield of the state in question. In some
cases, in order to speed up the data acquisition, the laser
is kept fixed at an energy corresponding to the maximum
amplitude as the yield from each of the foil samples is
measured.

A second bending magnet, located downstream of the
spectrometer, bends all the beams in the opposite direc-
tion of the first bending magnet. This is to prevent the
spillage of the beams out of the beam pipe. All the beams
then pass through the “paddle” and a fast-ion chamber
monitoring the fluctuations in instantaneous beam
current. Finally, all the beams, which are now are
stripped down to protons, end up in a massive Faraday
cup. The Faraday cup is again used to normalize the
data taken at each intersection angle to the beam current.
The normalization is set to get about 100 laser shots for
each intersection angle.

IV. DATA AND ANALYSIS

In this section the details of data analysis are discussed.
In particular, the procedures to obtain the relative yield
of a given state for various modes of data acquisition are
explained. The simple rate equation, Eq. (5), is used to fit

the experimental data on the relative yield of a particular
state as a function of the foil thickness. A program,
MINUIT,** is employed to fit the simple rate equation by
minimizing the y? as given by
[Yix)—Yf(x)]?

2 b

g

X'= (23)

1l
where Y/ are the predictions of the simple rate equation,
Y¢ are the experimental points, and o; are the standard
deviations associated with each data point. In our case
the statistical errors are used for the fitting. The largest
source of the systematic errors is the uncertainty in thick-
ness of a given foil. Once a fit is completed, the errors
caused by the foil-thickness uncertainties are added in
quadrature to the statistical errors to obtain a modified
value for the reduced y>.

A. Laserless data

The laserless experimental technique is used to investi-
gate the Rydberg atoms at beam energies of 581 and 800
MeV. The details of the experiments and fits are dis-
cussed in the following sections. Table II summarizes the
experimental conditions.
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FIG. 9. Response of the electron spectrum to the magnetic field of the sweep magnet at 581 MeV for a 40.0-ug/cm? carbon foil.
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1. Yield of Rydberg states at 581 MeV

This experiment was done with a 581-MeV polarized
H™~ beam which was delivered in macropulses of 800 us
in duration with a microstructure of pulses 0.25 ns wide
every 100 ns. The yield of the Rydberg states were mea-
sured by the electron spectrometer. Unfortunately, a
1.5-mm-wide slit was missing during the experiment,
leaving a 2.5-cm-long acceptance window along the beam
direction. This smeared the Rydberg states together.
Figure 9 demonstrates the response of the electron spec-
trum to various settings of the sweep magnet for a 45-
ug/cm? carbon foil. The sweep magnet was then fixed at
32.5 G and the spectrum for each foil was measured. The
total yield of all the detected Rydberg states, n =11-16,
for each foil was simply determined by summing all the
bins in a given spectrum. The data for each point corre-
sponds to a total charge of 5.0 nC (i.e., 3.12X 10 H™
ions) integrated by the Faraday cup. The result, illustrat-
ing how the total yield of Rydberg atoms is affected by
the foil thickness, is shown in Fig. 10. The solid line is
the best fit to the simple rate equation. The results of the
fit are summarized in Table III. The calculation for re-
duced y? takes into account the foil-thickness uncertain-
ty. The number of the degrees of freedom f is deter-
mined by subtracting the number of fit parameters from
the number of data points. The confidence level of the fit
is 3.1X 10 %9%. The statistical error bars are obtained,
assuming Poisson statistics, simply by taking the square
root of each data point. The deviation of the reduced x?
from the expected value of 1.0, for a good fit, is evidence
that an extension of the simple rate equation is needed.

2. Yield of n=10,11 at 800 MeV

The H™ beam was delivered to HIRAB at 10 Hz with
macropulses lasting for 400 pus. The micropulses were
spaced by 4 us. This beam structure produced intense
micropulses with about 6.0X 10® H™ ions per micropulse
at an average current of 1 nA. As a result, running at

C - ]

250 - -]
& 200 ]
o r 4
[2] r 4
3 g ]
sl 150 ]
E r ]
2 ]
g 100
o
© r
g 50
3
9 0 [ R
= 0 100 200 300

Foil Thickness (ug/cm?)

FIG. 10. Relative yield of Rydberg atoms at 581 MeV. The
solid line is the best fit to Eq. (5).

high currents produced multiple signal counts in each
macropulse. This posed a problem, as the experiment
was set up to simply count the signal electrons. We used
a LeCroy qvt module to digitize the pulse height of the
signal for a sample of micropulses since the dead time of
the ADC, about 10 us, did not allow digitizing the signal
from each micropulse. The pulse-height spectrum
verified the problem of multiple counts. The problem
was resolved by employing the following two methods:
First, the sweep magnet field was fixed at 70.0 G, which
field ionized states with the principal quantum number
greater than 11. Second, the beam current was turned
down to about 2 pA. No multiple counts were observed
after going through the above procedure.

A slit of 1.65-mm width was in place in the spectrome-
ter which helped to resolve the n =10 and 11 peaks (see
Fig. 6). The first small peak in Fig. 6 is due to electrons
produced by the remaining H™ ions colliding with the re-
sidual gas molecules in the beam pipe. The sharp peak in

TABLE III. Results of fitting the relative yield of observed excited states to the simple rate equation. The reduced x? for each fit
takes into account the errors caused by the foil-thickness uncertainty. N is a relative amplitude only.

n BE N, 107 % 1073 10 3¢ x/f CL

(MeV) (cm?/ug) (cm?/ug) (cm?/ug) (%)
1 800 547001600 38.8+1.1 9.49+0.55 10.9+0.2 0.61 83.57
2 800 226.7+2.7 41.9+0.2 2.1+0.6 12.61+0.2 2.93 0.04
3 800 66.51+0.2 12.3+0.3 0.9+0.8 13.1+0.2 3.01 0.03
4 800 32.3+0.4 5.52+0.09 5.89+0.24 11.44+0.2 1.92 2.74
5 800 9.24+0.08 5.2%0.1 6.2+0.3 11.34+0.3 2.01 1.96
10 800 12140+40 18.8+0.1 0.09+0.08 5.76£0.05 6.07 0.00
11 800 11380+50 13.06+0.09 0.74+0.09 9.28+0.07 4.94 0.00
2 716 1065+18 52.0+3.3 5.69+0.97 11.94+2.5 0.69 76.68
2 581 9270+120 29.1+0.8 7.32+0.59 20.8+0.4 2.99 0.02
3 581 2770+120 12.18+0.54 1.66+0.21 13.84+0.34 2.48 0.22
4 581 799090 7.979+0.120 5.08+0.29 13.06+0.29 4.28 0.00
14 581 806300+400 9.531£0.072 1.366+0.014 10.90+0.02 3.84 0.00
3 500 440+50 15.31£1.70 0.003+0.002 15.26+1.90 2.75 0.50
4 500 980440 12.6+0.6 0.007+0.006 10.7£0.6 2.25 2.10
2 226 44500+600 76.0+3.0 36.0+1.0 23.0£3.0 2.49 0.29
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the middle is the n =11 state and the following broad
peak is the n =10 state. The hydrogen peaks are fit to
three asymmetric Gaussians. The area under the first
Gaussian peak is used to estimate the yield of n=11.
The areas of the last two Gaussian peaks are used to esti-
mate the yield of n =10 state. Figures 11(a) and 11(b)
show the yields of =10 and 11 as a function of foil
thickness. The solid line in each graph is the best fit of
the simple rate equation. The results of the fit are tabu-
lated in Table III.

The first small peak in the spectrum, free electrons pro-
duced mainly from H™ ions colliding with the residual
gas in the vacuum, is independently fit to a Gaussian
function. This signal allows for a crude measurement of
the fraction the H™ beam surviving the foil (see Fig. 12).
There is a constant background, due to a halo associated
with the primary H™ beam, which obscures the electron
peak for the thicker foils. The signal is fit to the follow-
ing function:

Y(x)= Ade ¥+C , (24)

taking into account the exponential attenuation of the
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FIG. 11. Relative yield of (a) n=10 and (b) n=11 at 800
MeV as a function of carbon-foil thickness. The solid line in
each graph is the best fit to (5).
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FIG. 12. Relative yield of H™ at 800 MeV as a function of
carbon-foil thickness. The solid line in each graph is the best fit
to (26).

H ™~ beam and the constant background. Here x is the
foil thickness in ug/cm?. The results of the best fit to the
data are

A =675.0£53.0,
b=0.055%0.005 ,
C=186.0t7.0,

with a reduced Y? of 1.04 giving a confidence level of
41.32%.

3. Distribution of Rydberg states at 800 MeV

A Monte Carlo program was developed to propagate a
given population distribution of states down the beam
line, and to model the field ionization of the surviving
states by the electron spectrometer (see Appendix A).
The initial n distribution is assumed to be governed by a
power law,

P(n)y=— (25)
nP
and the / substates are assumed to be distributed with a
Poisson distribution,

P(=exp(—I)Il/1, (26)

where [, is the center of the Poisson distribution. The m
substates are assumed to be equally distributed. A spec-
trum is formed by following 10° atoms, where the state of
each atom is determined from the given distributions,
through the beamline and the spectrometer for different
values of the spectrometer fields. Each atom is assigned a
normally distributed value for its position, momentum,
and angular direction. The beam spot is assumed to be
3.0 mm in diameter. The momentum spread and diver-
gence of the beam are taken to be 5.0X 10 % and 0.5 mr,
respectively. Each Monte Carlo program, a spectrum
with 130 points, takes about two hours of CPU time on a
VAX/8700 to complete. Hence, due to limitations on
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TABLE IV. The results of the best fits of the laserless Monte Carlo spectra to the experimental re-

sults taken at 800 MeV.

Foil Run p I xX/f CL
(ug/cm?) number (%)
19 344 8.0 3.0 0.83 87.0
25 346 8.0 5.0 0.86 82.0
30 347 8.0 5.0 2.27 0.0
35 348 8.0 5.0 3.12 0.0
40 349 7.0 7.0 3.17 0.0
45 350 7.0 7.0 2.93 0.0
50 351 7.0 7.0 2.78 0.0
55 352 7.0 7.0 2.84 0.0
60 353 7.0 7.0 2.84 0.0
65 354 7.0 7.0 3.24 0.0
70 355 7.0 7.0 3.79 0.0
89 356 7.0 7.0 2.84 0.0
110 357 8.0 5.0 2.22 0.0
122 360 8.0 5.0 1.77 0.0
159 359 8.0 5.0 1.49 0.2
198 358 8.0 5.0 1.56 0.1
303 361 8.0 7.0 1.09 26.0

computer time, only 64 Monte Carlo spectra for values of
p=2,3,...,9and /[,=0,1,...,7 are completed. There-
fore, a comparison of the experimental data with the
Monte Carlo predictions provides a qualitative estimate
on the initial distribution of the Rydberg states coming
out of a foil.

The Monte Carlo spectra are fit to a given experimen-
tal spectrum by varying an overall scaling parameter un-
til the ¥? of the fit is minimized. The magnetic field of
the spectrometer is read out by a voltmeter interfaced to
the data-acquisition system. The conversion factor, volts
to gauss, is determined to be 198.1x0.5 G/V. During a
fit the conversion factor is also allowed to vary over its
range of uncertainty, which is from 197.6 to 198.6. A
number of Monte Carlo runs are also performed for a
power-law distribution in /, 1/(/+1)?, and a statistical
distribution in /. It is found that a Poisson / distribution
consistently provides a better fit than a power-law / distri-
bution for all the carbon foils. The statistical / distribu-
tion results in the lowest confidence levels as compared
with the other two distributions. The results of the best
Monte Carlo fit, assuming a Poisson / distribution, for
each carbon foil are summarized in Table IV.

The Monte Carlo model is successful, as seen from the
reduced y? values for the best fits, in predicting the exper-
imental electron spectra for the thinnest and the thickest
foils. Figures 13(a) and 13(b) show the electron spectra
for the 19- and 70-ug/cm? carbon foils and their respec-
tive best fits to the Monte Carlo results. The poor agree-
ment between the experiment and the computer model
for the intermediate thicknesses is indicative of processes,
such as Stark mixing of / substates, that are not included
in the program. The program also assumes the same /
distribution for all the H%(n) states under consideration.
These difficulties emphasize the need for the theoretical
input in order to limit the choices on various distribu-
tions.
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FIG. 13. (a) The best laserless Monte Carlo fit for a 19-
pg/cm? carbon foil and (b) the poorest laserless Monte Carlo fit
a 70.0-pg/cm? carbon foil at 800 MeV. The histogram in each
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TABLE V. Experimental dates and conditions for various laser measurements.

BE Date State Macropulse Micropulse
(MeV) (us) (ns)
500 July ’88 3,4 700 5
581 August ’88 2,3,4 800 100
226 October ’88 2,3 350 4000
800 July °89 1,2 0.5 5
716 August 89 2 0.5 5
800 August 89 2,3,4,5 400 360

B. Laser data

The details of yield data for low-lying states, taken
with the laser method, are discussed. A summary of the
experimental conditions is given in Table V.

1. Yield of n=23,4 at 500 MeV

These data are taken with the first beam delivered to
HIRAB in July of 1988. The polarized H™ beam was
directed to HIRAB at a repetition rate of 40 Hz with a
macropulse duration of 700 us, and a microstructure con-
sisting of 1-ns micropulses separated by 5 ns. This exper-
iment, which we regard as preliminary, was hampered by
a poor vacuum. However, we were able to observe the
n=13,4 to n =12 transitions.

The laser used was the fundamental wavelength (1064
nm) of a Quanta Ray DCR-2 Nd:YAG laser run in the
quasi-cw mode. This provided a laser pulse lasting about
100 pus with 0.6 J per pulse. This mode of running
simplified the data taking as the probability of producing
multiple signal counts per micropulse was found to be
negligible. This fact combined with the low dead time of
the detector (20 ns) made it feasible to simply count the
interaction products without any loss of accuracy due to
multiple hits.

The photon energy in the rest frame of the atoms was
fixed at an energy corresponding to the peak of a given
transition. A scalar counted the number of electrons
detected in coincidence with the laser pulse. A back-
ground gate of equal duration to the laser pulse was en-
abled in the absence of the laser pulse. This measured the
rate of the background events. The signal rate was then
simply determined by

&:@on_ @off ’ @7
where & represents the signal rate, @, represents counts
with the laser on while €4 represents counts with the
laser off. The signal for each foil was measured to deter-
mine the relative yields of n =3 and 4 as a function of foil
thickness, which are shown in Figs. 14(a) and 14(b). The
solid line in each graph is the best fit to the simple rate
equation. The results of the fit are summarized in Table
ITII. Due to lack of laser-power information at various
angles, the yields of n =3 and 4 are not normalized to
each other.

2. Yield of n=2,3,4 at 581 MeV

The yields of n=2,3,4 as a function of carbon-foil
thickness were measured by photoexciting the low-lying
states to n =12 which was field ionized and the electron
detected by the electron spectrometer. The laser pulse as
monitored by a fast vacuum photodiode was used to open
a 40-ns data gate in coincidence with the laser-produced
electrons. The logic gate was used to trigger a CAMAC
Analog-to-Digital Converter (ADC) to integrate and digi-
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FIG. 14. Relative yield of (a) n =3 and (b) n =4 at 500 MeV
as a function of carbon-foil thickness. The solid line in each
graph is the best fit to (5).



43 INTERACTION OF RELATIVISTIC H™ IONS WITH THIN FOILS

nvnlv.::lwv<||-||||.|vx[||||_

80

I

60

s

40

Electron Count

20

llllrri|v||llllv|]|1

PR IR SR L B | 1

0 50 100 150 200 250 300
Digitized Pulse Height

P21

0

FIG. 15. Example of the electron pulse-height spectrum tak-
en at 581 MeV.

tize the electron pulse. A background gate of equal dura-
tion to the laser gate was opened 100 ns later in the beam
pulse to estimate the background produced by H™ ions
interacting with the residual gas in the beam line. This
technique produced an excellent signal-to-background ra-
tio of typically about 100. However, some systematic
problems, such as timing drifts and fluctuations in the
particle beam intensity, had to be constantly monitored.
The high intensity of the laser pulse produced multiple
electron counts within a given laser gate. In order to ex-
tract the number of electrons detached per laser pulse, an
electron pulse-height histogram was formed. Figure 15
provides an example of the pulse-height spectrum, where
the horizontal axis is the digitized pulse height and the
vertical axis is counts per bin. The peaks in the histo-
gram correspond to an integer multiple of electron hits.
The height of each peak is proportional to the probability
for the production of a multiple hit. The width of the
single-hit peak determines the energy resolution of the
plastic scintillator used to detect the electrons. The
width of each peak increases with the multiplicity of the
hit as the pulse height uncertainties of individual elec-
trons are combined. This effectively smears the higher
peaks together. The identity of the lower peaks caused
by 1,2,3,... electron hits is easily determined for runs
with a low count rate as the lower counts become more
probable.

The positions of each peak are found by fitting them to
a Gaussian function using an on-line fitting routine. The
positions of these peaks are then fit to a straight line
given by

PH(n)=mn+5b , (28)

where n is the peak number, PH (n) is the pulse height
corresponding to the center of each peak, m is the line’s
slope, and b is the pedestal count for the detection sys-
tem. Once the slope and pedestal are determined, then
the number of electrons detected is given by

n=wN L(PH*b) , (29)
m
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FIG. 16. Relative yield of (a) n=2, (b) n=3, and (c) n =4 at
581 MeV as a function of carbon-foil thickness. The solid line
in each graph is the best fit to (5).

where W represents the nearest integer function. The
spectral profile of a transition is constructed by plotting
the number of detected electrons versus photon energy
and is fit to an asymmetric Gaussian with a constant
background. The area under the fitted curve is used as a
measure of the yield. This procedure is repeated to ob-
tain data for n=2,3,4 transitions to » =12 for 17
different carbon foils. Figures 16(a), 16(b), and 16(c) show



1358

the relative yields of the measured low-lying states as a
function of foil thickness. The yields of different states
are not normalized to each other. The solid curves are
again the best fits to the simple rate equation; see Table
111 for the results.

3. Yield of n =2 at 226 MeV

A 226-MeV H™ beam was delivered in macropulses of
about 350 us wide at a repetition rate of 12 Hz. The mi-
crostructure consisted of 1-ns-wide micropulses separated
by 4 us. The Nd:YAG laser beam, passing through a
harmonic generator crystal, produced the second har-
monic with a photon energy of 2.32 eV at 12 Hz with a
laser energy of 30 mJ per pulse. The laser beam was ex-
panded by a factor of 5 to reduce its divergence, resulting
in a beam of 2-cm diameter in the interaction region.
Apart from these differences, every other aspect of the
experiment remained similar to the earlier experiment
performed at 581 MeV.

The relative yield of n =2 states were measured by
Doppler tuning the laser photon energy to excite a transi-
tion to n =15 which were detected by the electron spec-
trometer. The spectral lines were fit to an asymmetric
Gaussian and the area of the fitted curve was used as a
measure of the yield. The details of the analysis remained
similar to that of the 581-MeV data. The relative yield of
n =2 versus carbon-foil thickness is shown in Figure 17.
Some of the data points were measured a second time to
verify the structure seen in the yield curve. The yield
data are fit to the simple rate formula (solid line in Fig.
17), and the results of the fit are found in Table III.

4. Yieldof n=2at 716 MeV

The H™ beam was delivered to HIRAB at 10 Hz. The
macropulses lasted for 500 ns with a 5-ns spacing be-
tween the micropulses. The fourth harmonic of a
Nd:YAG laser was timed to randomly overlap with one
or two micropulses. This mode of running solved the
problem of long-term drifts in timing which had to be
constantly monitored for the case of a microstructure
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FIG. 17. Relative yield of n =2 at 226 MeV as a function of
carbon-foil thickness. The solid line is the best fit to (5).
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with more than 5-ns spacing between the micropulses.
The laser pulse energy was about 50 mJ per pulse.

The relative yield of n =2 was measured for all the car-
bon foils by laser excitation to n =12 state and were sub-
sequently field ionized by the electron spectrometer. The
data analysis is similar to that of the 581-MeV data. The
yield of n =2 for various carbon-foil thicknesses is shown
in Fig. 18. The data is fit to the simple rate equation, and
the results of the fit are summarized in Table IIL.

5. Yield of n=1,2 at 800 MeV

The structure of the H™ beam was changed for this ex-
periment, producing 500-ns macropulses with a spacing
of 5 ns between the micropulses. The 5-ns microstructure
eliminated the need to time the laser pulse to coincide
with a single micropulse. This avoided the problem of
the laser trigger timing drift which had plagued an earlier
experiment. In this case, the laser pulse randomly over-
lapped one or two micropulses. The fourth harmonic of
the Nd:YAG laser, with a photon burst of about 8 ns,
was used to excite transitions from n =1,2 to n=11
state. The spectral profiles of these lines were again fit to
a Gaussian to get the yield for each state as a function of
foil thickness, as shown in Fig. 19(a). The solid line in
the graph is the best fit to the simple rate equation. The
fitted parameters are tabulated in Table III. The n =2
yield measurement [Fig. 19(b)] was plagued by poor
statistics; this was repeated in a later run.

6. Yield of n=2-5 at 800 MeV

The fundamental frequency of the Nd:YAG laser used
for this run enabled us to probe the populations of
n=2-5 states. The laser was operated in its non-Q-
switched mode with pulses lasting for about 100 us. The
macropulses were 360 us long with a spacing of 360 ns
between the micropulses.

The signal counts in coincidence with the laser pulse
were counted using a scalar. This assumed that the prob-
abilities for multiple counts were negligible, as supported
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FIG. 18. Relative yield of n =2 at 716 MeV as a function of
carbon-foil thickness. The solid line is the best fit to (5).
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FIG. 19. Relative yield of (a) n =1 and (b) n =2 at 800 MeV
as a function of carbon-foil thickness. The solid in each graph
is the best fit to (5).

by a singles rate of 37 per second calculated from Eq.
(22). Nevertheless, the pulse height spectrum of the sig-
nal electrons showed a significant two electron peak. The
pulse-height distribution does not follow a Poisson distri-
bution, as had been expected for this experiment. This is
attributed to the coincidence of the spikes in the laser
output with micropulses which could well produce two
signal counts per micropulse. The pulse-height spectrum
at each angle is used to correct the scalar counts for mul-
tiple counts. The modified spectral lines are fit to a
Gaussian to measure the relative yield of each state. The
resulting yield curves are shown in Figs. 20(a)—20(d).
The solid line in each graph is the best fit to the simple
rate equation. The results of the fit are summarized in
Table III.

7. Distribution of n =2-5 at 800 MeV

A computer simulation is developed to follow a given
population distribution of the states of the hydrogen
atoms coming out of a foil (see Appendix B for details).
The n distribution is again determined by a power law
n 7 as discussed in Sec. IV A 3. The [/ substates are as-

sumed to be statistically populated. The Monte Carlo re-
sults are normalized to the experimental data at one point
and the y* of the fit is computed. A fitting program
MINUIT is used to vary the initial n distribution by adjust-
ing the exponent of the power law p until the y? of the fit
is minimized. Figure 21 shows the relative yields of the
n=2-5 for a 45-ug/cm? carbon foil and the normalized
yields as predicted by the computer simulation. The re-
sults of the fits are summarized in Table VI. Figure 22 il-
lustrates the effect of foil thickness on the exponent of the
power law p. The power p is found to decrease with
thickness, which means that the excited states become
more evenly populated for the thicker foils. This is evi-
dence for a beam-foil interaction mechanism which is, at
least, partially diffusive in nature.

V. RESULTS AND CONCLUSIONS

A. Optimized foil thicknesses

In this section the values of the optimized carbon-foil
thicknesses, maximizing the yield of a given state, at vari-
ous beam energies are summarized. The optimum thick-
ness for each case is calculated by applying Eq. (28) to the
fitted parameters of the simple rate equation (see Table
VII). The value of the full width at half maximum
(FWHM) for each yield curve is also reported. The op-
timum thickness for the production of a particular state n
is found to increase with n. Our most complete set of
data, illustrated in Fig. 23(a), shows that the maximum
production of n =1 and n =2 states occurs for essentially
the same thickness, while it makes a jump, by almost a
factor of 2, for n =3. The optimum production of n =4
continues to be higher than that of n» =3, and remains
unchanged, within error bars, for higher excited states.
At the same time, following the same trend, the yield
curves become broadened for higher excited states. The

TABLE VI. The results of the best fits of the laser computer
simulation to the experimental yields. The fit errors on the ex-
ponents are about 0.05.

Foil CL

(ug/cm?) p x/f (%)
19 3.54 1.55 21.32
25 3.41 0.98 37.47
30 3.02 0.02 98.36
35 3.06 0.04 95.62
40 3.06 0.20 82.27
45 3.26 0.27 76.03
50 2.96 0.02 97.68
55 2.99 0.05 95.02
60 2.76 0.01 99.54
65 2.32 0.45 63.90
70 1.85 2.07 14.98
89 1.98 0.65 52.25
110 1.71 1.13 32.37
122 1.85 1.29 27.48
159 1.29 2.47 8.47
198 1.29 1.38 25.08
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FIG. 20. Relative yield of (a) n =2, (b) n =3, (c) n =4, and (d) » =5 at 800 MeV as a function of carbon-foil thickness. The solid
line in each graph is the best fit to (5).

fact that » =1 and n =2 yields peak for the same thick-
ness is specially interesting. This implies that the produc-
tion mechanisms for these two states may be similar.
Once a hydrogen atom in n =2 state is produced, then
n =3 states may be formed from n =2 states by subse-

Relative Yield

50

10

L S S B L

FIG. 21. The best fit of the laser experiment’s simulation
(crosses) to the 45.0-ug/cm? carbon-foil data (circles with error

bars).

quent collisions with the target atoms, thus explaining
the larger optimum thickness for the n =3 yield. In the
same fashion, higher excited states may be formed from
lower states. However, the binding energies of the highly
excited states get closer to each other, which may explain
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FIG. 22. Exponent of the power law n ? vs carbon-foil

thickness at 800 MeV.
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TABLE VII. The optimum thicknesses and full width at half
maximum (FWHM) of the yield curves for various states and

beam energies.

BE X o FWHM
n (MeV) (ug/cm?) (ug/cm?)
1 800 39.8+0.7 117.2
2 800 39.9+0.7 111.1
3 800 76.3+4.4 186.6
4 800 87.7£1.9 214.5
5 800 87.7+2.4 214.6
10 800 90.4+1.3 248.6
11 800 87.7+1.2 217.4
2 716 34.5+1.3 104.5
2 581 35.9+1.1 89.9
3 581 72.3+8.3 176.8
4 581 76.6+4.1 187.3
14 581 91.8+1.1 224.5
3 500 65.4£9.3 160.1
4 500 86.1+4.7 211.0
2 226 17.7+1.5 53.3
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why the optimum thickness becomes essentially constant
for these states. The same trend persists at 581 MeV, il-
lustrated in Fig. 23(b), and 500 MeV. It is interesting to
note that the diameter of n =1 state (1.0 A) is smaller
than the lattice spacing (2.0 A), and the n =2 atomic size
(4.0 A) is still on the order of the lattice spacing. Howev-
er, the diameters of excited states with n =3 become
much larger than the average distance between the car-
bon atoms in a foil, providing a clue as to why the pro-
duction mechanisms for these states might be different
from that of n =1 and n =2.

The effect of the beam energy on the optimum thick-
ness for production of n =2 state is illustrated in Fig.
24(a). The optimum thickness is expected to increase
with energy as the ion spends less time inside a foil.
Another equivalent approach to this problem is to notice
that the thickness of a foil is Lorentz contracted by a fac-
tor of y. Figure 24(b) shows the modified optimum thick-
ness (X ../v) as a function of beam energy. The
corrected data points are fit to a horizontal line which
gives

X 1yax =20.610.5 ug/cm? ,
x:/f=10.9,

with a confidence level of 1.2%, indicating that Lorentz

PRINCIPAL QUANTUM NUMBER (n)

FIG. 23. Optimum thickness versus n at (a) 800 and (b) 581
MeV.
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contraction is not successful in explaining the increase in
optimum thickness with beam energy. The significant de-
viation of optimum thickness at 226 MeV from a straight
line is suggestive of new processes taking effect at low en-
ergies.

The optimum thicknesses for production of n=3 at
800, 581, and 500 MeV are also normalized to y for each
energy, giving 41.2, 44.6, and 42.7 ug/cm?, respectively.
The modified data are fit to a horizontal line, giving

X, . =42.3%1.7,
X2/f=0.48 ,

with a confidence level of 78.7%, in agreement with the
Lorentz contraction hypothesis.

B. Distribution of states

A number of Monte Carlo programs are used to esti-
mate the distribution of the states leaving a foil at 800
MeV. The n distribution is assumed to be governed by a
power law n "% which is the finding of some low-energy
(beam energy less than 1.0 MeV) studies.”® It is found
that the exponent of the power law p for a given foil is
larger for Rydberg states than the exponent for the low-
lying states. For example, for a 25.0 ug/cm? carbon foil,
it is found that p =8.0£1.0 for the production of Ryd-
berg states (n=10,...,14), and p =3.41%0.05 for the
low-lying states (n =2,...,5). This is indicating that a
single power law is unable to characterize the n distribu-
tion of excited states over a wide range of n. This demon-
strates the need for theoretical guidance for a new func-
tional form, possibly an exponential » distribution
(e ~*"), where the distribution is changed with n. The
possibility of an exponential n distribution points to a
diffusive process.

A computer simulation of the laser experiment shows
that the n distribution of the low-lying states at 800 MeV
is modified by changing the foil thickness. In particular,
the distribution changes from n ~*%* for a 19.0-ug/cm?
carbon foil to n ~ 1% for a 198.0-ug/cm? foil, which indi-
cates that the states become more evenly populated for
the thicker foils.

The laserless Monte Carlo simulation finds that the n
distribution of the Rydberg states is not affected much by
changing the foil thickness. However, the [/ distribution
of the substates is found to include consistently a propor-
tionally large number of high-angular-momentum states
for all the foils. As an example, the peak of the assumed
Poisson [ distribution for a 35.0-ug/cm? carbon foils
occurs at /=5.0, implying that there are more f sub-
states than s and p substates. This is a deviation from the
low-energy theories, where the excited states are thought
to be formed at the exit surface of a foil. Here the single
ion-atom conditions favor the low-/ substates. This is
further evidence for a stochastic diffusive process in a foil
where a proportionally large number of high-/ states may
be formed.
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C. Outcome of the foil studies

The relativistic H™ -foil experiments have been success-
ful in opening the doors to previously unexplored territo-
ry. For the low-energy experiments, the surface of a foil
plays an important role in the formation of the excited
state emerging from the foil. However, for the case of the
high-energy interaction of H™ ions with foils, the yield of
a given state is observed to be strongly dependent on the
foil thickness. This demonstrates that the bulk effects
dominate surface effects, if any, during the beam-foil in-
teraction. This is not surprising, considering that the
high energy of the projectile particles does not allow for
electron capture from the target atoms. The excitation
occurs while the H™ ions are traversing through the foil.
It is also interesting to note that the orbiting electrons of
the projectile barely move during their passage through a
foil. This means that the state of the projectile must be
decided sometime after it leaves a foil, in order for the
electrons to reach their classical orbits.

The observed yields for a given state as a function of
foil thickness are fit to the simple rate equation (see Sec.
II A). For most cases the fits result in a reduced ¥ con-
siderably greater than 1.0, indicating a poor agreement
between the experimental data and the simple model.
The simple model is truly oversimplifying the interaction
process. Some of the observed structures in the yield
curves, e.g., the n =2 yield at 226 MeV, are also indica-
tive of more complex processes, such as a coherent exci-
tation of the H™ ion, where a group of target atoms may
interact simultaneously with the passing ion.

The optimum carbon-foil thickness for the production
of a given state at 800 MeV is found to vary with the
principal quantum number n of a state. In particular, the
yields of n =1 and n =2 states peak roughly at the same
thickness (about 40 pg/cm?), indicating that the process-
es for the production these states are similar. A sudden
jump in the optimum thickness at n =3 is observed. The
trend continues for n =4, but it then levels off for the
higher states. The n =3 state marks the transition in
atomic size where it is larger than the lattice spacing of
the carbon atoms. The yield curves for states with n > 2
also become wider than the ones for n =1,2. This is all
evidence that a new mechanism is taking over the pro-
duction of n =3 and higher states which is at least par-
tially diffusive. The same trend persists at 581 and 500
MeV.

A number of Monte Carlo programs are used to esti-
mate the distribution of the states leaving a foil. The
Rydberg states are found to contain a higher proportion
of high-/ states than low-/ states. The distribution of the
low-lying states is significantly modified by changing the
foil thickness, such that the states become more evenly
populated for the thicker foils.

Even though these experiments have been successful,
to some extent, in illuminating the problem of a relativis-
tic H™ ion interacting with a thin foil, a comprehensive
theoretical study is needed to clearly interpret the experi-
mental results.
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APPENDIX A: A MONTE CARLO SIMULATION
OF THE LASERLESS EXPERIMENT

A Monte Carlo program?® was developed to follow a

given distribution of excited states of hydrogen down the
beam line to the position of the electron spectrometer.
The field ionization of the remaining atoms as they enter
the electron spectrometer is modeled. The trajectories of
liberated electrons are followed to check if they hit the
detector. A spectrum is formed by plotting the number
of “hits” versus the spectrometer field. The momentum
spread of the beam, the divergence, and the beam spot
size are all built into the program assuming a Gaussian
spread in all of the above parameters. A momentum
spread of 5X 10~ 4, a beam divergence of 0.5 mrad, and a
beam spot size of 3.0 mm are assumed. The program is
successful in replicating the general features of the exper-
iment.

The first step is to calculate the initial distribution of
H%n,l,m) as determined by a number of parameters set
by the user. The n distribution is determined by a power
law as given by

K
nb"

n

P(n)= ) (A1)

where pn is input into the program, # is the population
function, and K, is determined from
K,=N / s-L (A2)

n nP"

(2ny +|m|—m)/2

(ny,ny,mln,l,m)=(—1) Cli(n—1),L(n—

where, in the notation of Rose, C(j,j,,j;m,m,,m) is
the angular-momentum Clebsh-Gordon coefficient.

Now, we are ready to face the sweep magnet, which is
a dipole magnet. The magnetic field in each bin is as-
sumed to be constant. The falling part of the field is not
included in the program since, if a state survives the max-
imum field in the magnet, it also survives the decreasing
field. This assumption is verified by running this section
of the program with and without the decreasing section.
The magnetic field is transformed to crossed magnetic
and electric fields in the rest frame of the atom, given by
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where N is the total number of atoms to be followed.
This functional form is based on predictions at low ener-
gies. A second functional form

P(n)=K,e " (A3)

is also used to determine n distribution of the hydrogenic
states. However, there are no functional forms available
for the / distribution within an » manifold. For a lack of
a better model, two functional forms are used. The first
is an extension of the model used to calculate the »n distri-
bution, which is given by

Knl
I+

where again p/ is an input into the program. The second
is the Poisson distribution function, which is

1
?(n,1)=1<,,,e*/’1—(1’l’,—) ,

P(n,l)= (A4)

(AS)

where pl now determines the center of the distribution
which in principle can vary from O to «. K, is deter-
mined in the same manner as that of K,,. An equal distri-
bution in m is assumed for the present results. However,
the program contains a section which can vary the m dis-
tribution according to

K
i (A6)
(Im]+1)ym
An equal population in m is reached by setting pm =0.
The next step is to project from the spherical states
(n,I,m) to the parabolic states (n,,n,,m ), where

P(n,l,m)=

n=n,+n,+|m|+1. (A7)

This is to prepare for the upcoming interaction with the
motional electric fields produced by the sweep magnet
and the electron spectrometer. Each state (n,/,m) is
projected to a number of parabolic states (n,,n,,m) as
allowed by the above relationship. The following formula
is used to compute the probability for each possible pro-
jection. The O(4) symmetry of the hydrogenic atoms is
used to obtain the formula®

D, Lim+ny—ny),2(m+ny—ny),m’], (A8B)
[

B=vyB , (A9)

F=vyuB, , (A10)

where ¥ and 3 are the usual relativistic parameters, and v
is the atom’s velocity, which in this case is perpendicular
to the direction of the magnetic field. The strength of the
motional electric field for a given bin in the magnet is
determined by Eq. (A13). The lifetime of each parabolic
state for a given electric field is determined using the un-
certainty relationship
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FIG. 25. The effect of an external electric field on the life-
times of the 2s and 2p states.

=%, (A11)

where T is the energy width of the given state. A sem-
iempirical formula for I is derived by Damburg and Ko-
losov:*®

2n,+m+1

(4R)

3

r=———=——
n°n,l(n,+m)!

l’l3F 2
Xexp |—2R ——T(34n2 +34n,m +46n,

+Tm*+23m+2) |, (Al2)
where F is the electric field in atomic units, and R is a pa-
rameter given by

R=(—2E)7?F 1, (A13)

where E is the Stark energy of the state. Damberg and
Kolosov derive an approximate expression to compute
the Stark energy using the perturbative theory by the
method of successive approximations. The formula, ac-
curate up to the fifth order in F, is found in Ref. 36.

Having computed the lifetime of the state in question,
the population of the state surviving the electric field of
the cell is calculated by

N=Nge /", (A14)

where ¢ is the time the atoms spend in the cell given by
t= X
vBe ’
and x is the cell length in the laboratory frame. All the
atoms are propagated through the sweep magnet and the
surviving states are sent to the electron spectrometer.

The vertical component of the magnetic field of the
spectrometer in a horizontal plane containing the beam is
mapped with a grid of 0.25"X0.5" A subroutine is used
to perform a linear two-dimensional interpolation to cal-

(A15)
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culate the magnetic field at any point within the spec-
trometer. The program chooses a maximum field for the
spectrometer which is multiplied with the normalized
mapped field. Each state is then propagated through the
spectrometer in small steps where the lifetime is comput-
ed using Eq. (A11). The step size is chosen by decreasing
it until no significant change in outcome is observed. The
equations of motion for the liberated electrons are readily
solved by realizing that the speed of the electrons, hence
v, remains constant. Once an atom decays, a Gaussian
distributed’” position and velocity are assigned to the
freed electron, taking into account the finite width and
the momentum spread of the beam. All the liberated
electrons are followed through the spectrometer and
checked to see if they hit the detector. Finally, a spec-
trum is formed by plotting the total number of hits for
each magnet field setting of the spectrometer.

APPENDIX B: A SIMULATION
OF THE LASER EXPERIMENT

A program?® was developed to simulate the process of

the laser-excitation of the hydrogen atoms produced in a
foil. The initial distribution is determined using the
method discussed in Appendix A. The atoms travel
through a region which is assumed to be free of any
fields. The population of each state is modified by

P(n,1)=Py(n,l)exp

) (B1)

—X
T

yBc

where x is the length of the free decay region, and 7 is the
natural lifetime of the state. Next, the atoms go through
the sweep magnet which is set to field ionize states with
n>6. The motional field alters the lifetime of the low-
lying states by Stark mixing the / substates. The effect of
an external electric field on the lifetimes of 2s and 2p
states>® is shown in Fig. 25. Assuming that the substates
are fully mixed, the lifetimes are simply given by

(n,l)=2.0X7(n,1), (B2)

where 7(n,1) is the field-free lifetime of the /4 states. The
population of each state is modified for decays within the
magnet and the following field-free region using Eq. (B4).
At the end of each of the three regions, from the transi-
tion probability for each decayed atom, the populations
of the lower states are updated.

The next step is to model the laser excitation of the
surviving states P(n,/) to a Rydberg state. The effect of
the experimental resolution is to broaden the natural
spectral lines which are Lorentzian in shape. One impor-
tant observation is that areas under the spectral profiles
are conserved even as they are convoluted by a Gaussian
function representing the experimental resolution. The
total rate of photoabsorption (i.e., the area under the
spectral line) is given by
n—1
> P(n,l)o,AE ,

=0

-K 1+[3"cosa
Bsina

R

n

where K is an overall normalization factor, and AE is the
natural linewidth. The photoabsorption cross section o,



is calculated using the following equation:*’

Izg(wo)
gl

for electric dipole absorption far from saturation. In this
equation

o) =4ma wol (ulr|l) (B3)

1
%" 137.036 °

o= EWI=EW) ®5)
#
[{ulr|l)| is the dipole-moment matrix element evaluated

using the Gordon formula,*

(B4)
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g =2l+1 (B6)

is the degeneracy of the lower state, and

g(wo)=$ (B7)

is the value at the center of the spectral line profile, as-
sumed to be a Lorentzian with full width at half max-
imum of Aw.

A fitting program MINUIT is used to fit the theoretical
yields to the experimental ones.** This is done by chang-
ing the initial distribution of the excited states until the
x? of the fit is minimized.

*Currently at University of Illinois, Champaign, IL 61820.

TPermanent address: California State University, Long Beach,
CA 90840.
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