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A generalization of the standard effective Hamiltonian theory is presented, based on the breaking
of the one-to-one correspondence between the model and the target spaces. In this way the target
space can be smaller than the model space, and problems connected to the presence of intruder
states can be solved. An application to the dimer of lithium is given. Moreover, it is shown how the
formalism can be translated into an iterative approach, and test computations are presented.

I. INTRODUCTION

The theory of effective Hamiltonians (EH) has found
applications after a long time in the fields of quantum
physics and chemistry, and today it has applications in
nuclear physics,! 3 in the construction of Heisenberg
Hamiltonians,*> or, more generally, valence Hamiltoni-
ans, ®7 for the diabatization of energy surfaces,® 719 or the
relativistic treatment of atoms.!! Its objective is to
reduce the full Hamiltonian H associated with a system
to a smaller “effective” Hamiltonian that has eigenvalues
equal to a subset of the exact eigenvalues of H. In this
way the understanding of the physical content of the
Hamiltonian is easier and it is also possible to use the ma-
trix elements of the EH obtained for simple systems in or-
der to build effective operators that can be used to study
larger systems. However, we must observe that the mod-
el space (the space in which the EH is built) must not be
too different from the target space (the space of eigenvec-
tors of H whose eigenvalues are exactly reproduced by
the EH); otherwise the EH is meaningless. The practical
application of this formalism faces some very serious
drawbacks that severely limit the use of this technique in
real problems. The main inconvenience is represented by
the so-called intruder states problem.!? This problem is
usually associated with the lack of convergence of the EH
in particular situations, but it has been shown!3 that it is
a much more serious one, and the presence of intruder
states leads to strong difficulties in the construction of an
EH even when the exact states are known and no need of
an iterative process is concerned. Strictly connected with
this problem is the fact that in the presence of intruder
states the effective Hamiltonian can be strongly non-
Hermitian, and this may introduce further difficulties
concerning the interpretation of the obtained matrix ele-
ments and the possibility of their transferability from one
system to another.

In order to overcome these difficulties a modified for-
mulation has been recently proposed, the intermediate
effective Hamiltonian (IEH) formalism'* (see also Refs.
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13 and 15 for different formulations and extensions): for
a model space of dimension N, an intermediate effective
Hamiltonian provides only M (with M < N) roots which
are exact, the remaining N-M roots (called intermediate
roots) being only approximations of exact ones. In this
paper a different approach is considered, i.e., the break-
ing of the one-to-one correspondence between the model
space and the target space. We assume then that to the
EH H is associated a pseudometric K, and that instead of
the usual eigenvalue problem

det(H —A)=0 (1a)

of the standard EH theory, it is the solution of the gen-
eralized eigenvalue problem

det(H —AK)=0, (1b)

which gives a set of M exact eigenvalues of H, where M is
equal to or even less than N. To the best of our
knowledge, this possibility was considered for the first
time by Mercier, Chambaud, and Levy in their study of
the low-lying states of the (HeNe)?" system, ! but this
approach did not receive much attention in following pa-
per, and it has never been studied systematically as a gen-
eralization of the EH standard theory. In this paper we
want to explore the possibilities of this formalism and to
study its relationship with the usual one. It will be shown
that this formalism is a generalization of the usual EH
formalism, !’ !° to which it reduces when we put M =N.

To give an illustration of the reasons leading one to
forsake the one-to-one correspondence between model
space and target space we consider a simple ad hoc case:
let the Hamiltonian H be given by the matrix

a 8, 83
8, 1 8
813 8,3 2 ’

where a is a real parameter and the §;; are (small) cou-
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FIG. 1. Eigenvalues E; and diagonal elements H; of the 3X3
Hamiltonian with §;;=0.1 (see the text) as a function of the pa-
rameter a.

pling coefficients. (Its eigenvalues E; and its diagonal ele-
ments H; are shown in Fig. 1 for the case N =3,
8;;=0.1.) Despite its simplicity, such a Hamiltonian can
be used to visualize what happens, for instance, when an
ionic bond is stretched, and we have avoided crossings
between ionic and neutral configurations, as we will see in
the following. If we are interested only in the lowest ei-
genvalue E, of H, we face the problem that the corre-
sponding eigenvector |¥,) has a large overlap with the
configuration |®,) for ¢ <1, and with the configuration
|®,) for a> 1, and we have a continuous switch between
these two limit cases for intermediate values of a. If we
want to keep the constraint M =N of standard EH
theory, we are obliged to introduce the first excited state
|W,) (an intruder state) in the target space, but this fact
leads in turn to the necessity of adding |®;) in the model
space, in order to give a good description of the new state
for every value of a. We are now obliged to introduce a
new state in the target space, to keep M =N, and so on.
We can have a complete chain of intruder states, that can
arrive to involve, as in cases like this, the full space.

It is only by leaving the condition M =N that we can
keep such a problem inside the EH formalism: to de-
scribe the lowest state |W¥,) in the complete range of the
parameter we need both |®,) and |®,). No other state
can be described correctly with this model space, because
of the avoided crossings occurring at a=2. Thus we are

forced to have a model space of dimension 2 to describe a
target space of dimension 1.

II. GENERAL FORMALISM

We denote by H the projection of the Hamiltonian
operator of the system onto a finite-dimensional space,
spanned by orthonormalized basis vectors |®,) (they can
be, for instance, Slater determinants, or spin-adapted
configurations). The Schrodinger equation becomes an
eigenvalue equation:

HIV,)=E,|¥,) . @

Usually we are interested only on a small subset of M
eigenvectors, whose span L is called the target space. To
give an approximate description of the target space we
need a certain number N of vectors |®; ), whose span L,
is called the model space. Of course N cannot be less than
M. Let P, be the orthogonal projector onto Ly, and Q,
its orthogonal complement:

Py= 3 |®, ) {®,|, (3a)

neN
Q,=1—P, . (3b)

We indicate by |¥,) the projection of the target vector
|\I/”) into the model space L:

W,)=Py|¥,), neEM . @)

The M vectors |¥,) (we assume they are linearly in-
dependent) span an M-dimensional subspace of L, that
we denote by L,,, while L, is its orthogonal complement
in Ly,. We indicate also by P,, and P; the orthogonal
projectors onto L, and L, respectively. (In the follow-
ing we indicate by M and N both the dimension of the
subspaces and the set of indices of vectors generating the
subspaces.)

It is convenient to introduce now the concept of
biorthonormal  vectors of |¥,): the vectors
{I@tl%,uEM} are said to form the biorthonormal sys-
tem of {I\T#),‘ueM] if the following two conditions are
satisfied:

PM|W;1L1>:!@,1LL) ) (5a)

(TL|T,)=5,, . (5b)

(It will be shown that with these assumptions the biortho-
normal system exists and is unique. We notice also that
by applying twice the biorthonormality transformation
we obtain again the original vectors.) We define now the
generalized Bloch effective Hamiltonian H, with respect
to the metric K, in the following way:

H= 3 [V )E ¥}, (6a)
HEM

K= 3 [9)(¥.'. (6b)
uEM

(Strictly speaking K is only a pseudometric, since it is
defined only on L,,, while on L, it is zero.) It follows im-
mediately from these definitions that the |¥,) and the
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(W,!| are, respectively, the right and left eigenvectors of
H with respect to the metric K:

(H—E,K)¥,)=0, (7a)
(V,'|(H—E,K)=0. (7b)

We call H a generalized effective Hamiltonian (GEH) of
Bloch type since this generalized eigenvalue equation be-
comes, in the particular case M =N, the eigenvalue equa-
tion defining the usual Bloch Hamiltonian.! In Appendix
A we give a complete characterization of the class of
GEH in the sense of Eq. (1b) and in Appendix B we study
the relationships with the different possible choices of EH
that have been given in the literature.

In order to illustrate further the characteristics of the
biorthonormal system, let us introduce the two M by M
Hermitian matrices & and 7, whose matrix elements are
given by

Qsayv: < Wy|@v> (8a)
and
— (o1
Ty =(8 (8b)
We can immediately verify that
[th): > [@V)‘Tm. 9)
veM

The metric is then given by

K= 3 I¥,)T, (¥,

u,veEM

(10a)

from which we deduce that the metric is (as it might be)
an Hermitian operator. Since it projects onto L,,, it is
the orthogonal projector onto L,,. The effective Hamil-
tonian is given by

H= 3 |¥)E,T,

u oy
wveM

(w,|, (10b)

and it is in general not Hermitian. In order to under-
stand better this important point, we compute the quanti-
ty

HT—H= W, E,—E, )T, ¥,|, (11)
Iz u u

u,veEM

from which is clear that a sufficient condition to have
Hermiticity is one of the following: (a) the target space is
exactly degenerate; (b) the IT/H) form an orthogonal sys-
tem, hence & (and then 7) are diagonal matrices.

While, given H, we cannot act on (a), condition (b) can
be approximately satisfied if we choose a model space
that gives a good description of the target space (in the
sense that (W, |Q,|¥,) <<1 for every u€M). Thus a
“good” model space will always give a quasi-Hermitian
effective Hamiltonian, and this is why people dislike
strongly non-Hermitian EH. But we must notice that the
contrary is false, since we can have Hermitian EH associ-
ated with poor model spaces. In fact, we have that a
good model space implies a matrix & not only almost di-
agonal, but near to the identity: since

8= (W, [W,) = (W, [Po|W,) +(W,|Q0|W,) ,
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we have
|8,u,v_csblu,v|2: | < q’plQO'\IJV) |2 = ”QO\P;L” ||Q0\IIV|| .
(12)

A second way to obtain the biorthonormal vectors is
via the operators (defined in L,,) S and T, defined as

s=3 [§,)(T,
HEM

(13a)

and

T=S"1, (13b)

where the inverse is taken in L,, and not in L, since oth-
erwise it would not be defined. S and T are related to the
biorthonormal vectors by the equations

%, )=T11¥,), (14a)
|v,)=s¥), (14b)

as can be immediately verified. We notice also that § ~1/2
and & 12 (i.e.,, T'? and T'?) transform the projected
vectors |@#> into the symmetrically orthonormalized
vectors (according to Ldwdin) |¥,,):

w)y= 3 [ NT'),,, (15a)
vEM
w,)=T1"29,), (15b)
and also
)= 3 1S, , (15¢c)
veEM
W) =Ss'2[®.') . (15d)

In Fig. 2 an example of all these vectors is shown, togeth-
er with some of the relations occurring among them.

III. NUMERICAL APPLICATIONS

To illustrate the proposed formalism we considered the
low-lying states of the lithium dimer at different internu-
clear distances. We used a valence 2s2p basis set on each
Li atom, plus pseudopotentials®® to describe the inner ls
electrons, as fully specified in Ref. 13. We have then only
two electrons explicitly treated, and the self-consistent-
field (SCF) computation gives an occupied molecular or-
bital of o, symmetry, while the first excited orbital is a
o, one. (In the following when we refer to the o, or o,

w
orbitals we mean the lowest SCF orbitals of these sym-

FIG. 2. Projected eigenvectors IW‘), their biorthonormals
|W ') and corresponding symmetrically orthonormalized vec-
tors |¥ ,ﬁ) in a case with M =2. Some of the relations between
these vectors are shown in the figure.
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FIG. 3. Energy of the three lowest ‘Eg states and of the

lowest >3, state as a function of the internuclear distance R:
@ 2, (+) 22, (D) 12, (A) 2y,

metries.) Notice that, contrary to the previously quoted
paper, we did not localize the molecular orbitals, since we
wanted to use symmetry in order to simplify the effective
Hamiltonian structure. A second reason for avoiding lo-
calization is connected with the possibility of a perturba-
tive treatment, since the diagonal of H is usually greater
in the canonical SCF basis than in a localized basis. In
Fig. 3 we reported the energy curves of the three lowest
‘zg states and of the lowest 32u state, which is the first
excited one, regardless of symmetry.

Suppose we want to obtain an EH that describes the
ground molecular state, of 12g symmetry. This state is of
almost pure 0,7, character at short and intermediate in-
ternuclear distances, while it becomes a mixing of equal
parts of 0,5, and 0,7, at very long distances, where
both configurations are needed in order to give the
correct ground-state dissociation Li(2s)+Li(2s) (see Fig.
4). The model space L, must contain then these two
configurations. Within this 2, space we can construct
only IZg type states, so, if we want to keep the constraint
M =N, we must add to the target space a second state of
this symmetry. This is a problematic task, since the two
obvious candidates, the first and second excited IEg

1261
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FIG. 4. Weight W of the ground state 'S, in three different
model spaces as a function of the internuclear separation R: ()
('5,l0,5,0%  (+)  ('Zl0,5,0% ) ('30,5,)°
+(13,lo,7, )%

states, are poorly described by our model space (see Fig.
5). Moreover, while it is the first state which has a dom-
inant weight at short and long distances, it is the other
which is more important at intermediate distances. Thus,
if we decide to use at each distance the weight on the
model space as a criterion of choice, we have problems of
discontinuity of the effective Hamiltonian.

It could be countered that perhaps a rotation at short
distance within the set of the o, molecular orbitals could
lead to a better model space, but this solution (besides the
drawback that it should necessarily be a distance-
dependent rotation) would be by no means a general one:
If we would like to have also a =, effective Hamiltonian
to describe the first 33, state, we would be obliged to
keep the SCF orbitals, since this state has a large com-
ponent on the 0,0, and 0,7, configurations at any dis-
tance (see Fig. 5).

Thus the solution is to build a generalized effective
Hamiltonian that describes the lEg ground state, using
0,0, and 0,0, as model space. In Table I we reported,
for four different values of the internuclear distance R,
the Bloch GEH associated with this ‘Eg state, together

TABLE 1. Effective operator of 'Zg symmetry at different values of the internuclear distance R. The two basis configurations are
0,0, and 0,T,. (a) Generalized effective Hamiltonian for the ground state. (b) Pseudometric corresponding to case (a). (c) Bloch
effective Hamiltonian for the ground and first excited states. (d) Bloch effective Hamiltonian for the ground and second excited

states.
R (a) (b) (c) (d)
3.0 —0.33308 0.03329 0.99011 —0.098 95 —0.34038 —0.03976 —0.32283 0.13585
0.03329 —0.003 33 —0.098 95 0.009 89 0.01292 —0.207 17 0.01748 —0.16152
5.0 —0.41618 0.041 49 0.990 16 —0.098 72 —0.41972 0.006 06 —0.41908 0.01244
0.04149 —0.004 14 —0.098 72 0.009 84 0.01072 —0.31281 0.016 38 —0.25608
9.0 —0.32273 0.15675 0.809 11 —0.39300 —0.38362 0.031 38 —0.38158 0.03558
0.15675 —0.076 14 —0.39300 0.190 89 0.027 26 —0.342 74 0.05152 —0.292 80
15.0 —0.205 14 0.196 35 0.52187 —0.499 52 —0.35533 0.03943 —0.33130 0.064 54
0.196 35 —0.18794 —0.499 52 0.47813 0.03474 —0.35678 0.064 56 —0.325 64
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FIG. 5. Weight W of the two lowest excited states '=, and of
the lowest >3, on two different model spaces as a function of the
internuclear separation R: (+) ('Z;|0,5,)*+('Z;|0,T, )2,
@  ('Sogg, )+ (5o, 5,0, (O (3,]0,7,)?
+(2,l0,5,)%

with the corresponding metric. We reported also the
standard Bloch effective Hamiltonians including, besides
the ground state, the first or the second IEg excited
states, respectively. We notice that at short internuclear
distance both Bloch effective Hamiltonians are strongly
non-Hermitian, a phenomenon related, as we have seen,
to the nonorthogonality of the target vectors projected
onto the model space.

IV. PERTURBATIVE DEVELOPMENTS

The dimension of the Hamiltonian matrix H is often
extremely large, and it is useful therefore to have iterative
algorithms able to compute H without solving the com-
plete eigenvalue problem. For this purpose the wave
operator (1 is introduced, given by

a= 3 ¥ (¥, . (16)
HEM

Q is a nonorthogonal projector, since Q2=Q but Q+7#Q.
It verifies the relations

P,Q=P, Q=P ,
QP,=QP,,=Q .

(17a)
(17b)

The effective Hamiltonian can be easily computed once
is known:

H=P,HQ=P,HQ . (18)
Moreover, we have the relation
HQO=0H (19)

that is a multidimensional analog of an eigenvector equa-
tion, with Q corresponding to the eigenvector, and H to
the eigenvalue. From Egs. (18) and (19) we obtain the
fundamental relation

HQ=QHQ , (20)
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which can be used to compute ) by means of an iterative
expansion. However, it is not the purpose of this article
to present a systematic study of the various iterative and
perturbative procedures employed to solve Eq. (20) (see,
for instance, Ref. 21 for a discussion of the standard case
M =N); we have simply implemented a straightforward
iterative scheme and we want to show that the relaxation
of the usual constraint M =N leads to a substantial im-
provement of the convergence in critical cases.

For this purpose, let us split the total Hamiltonian H
into its diagonal and off-diagonal parts (in the basis of the
configurations |®, )):

H=H,+V, (21a)
where
H,=diag(H) , (21b)

i.e., its elements are given by the scalar products
(®,|H|®,). If we introduce Eq. (21a) into Eq. (20) we
obtain

QH,Q—H,Q=VQ—QVQ .
The term QH () can be transformed into
QH,Q=QP,H,Q=QH,P,Q=QHP,,=QH,—QH,P;,
so that we can write finally
[QH,=VQA—QVQ+QH,P; . (22)

By multiplication by Py and Q, on the left we obtain, re-
spectively,

P,HyPy+Po(VQ—QVQ)=0 (23a)

and

— Qo[ Hy 1 +0,(VA—QVQ+QH,P,)=0 . (23b)

If we introduce the Liouvillian superoperator [*,H ] (see,
for instance, Ref. 22) Eq. (23b) can be rewritten as

= Qo[ %, Hyl(Q)+Q0y(VQ—QVQ+QH,P;)=0. (23c)

(The Liouvillian is also indicated by Ly . However, we

prefer the notation [*,H,], which we think more trans-
parent. In Appendix C a brief account of the properties
of this superoperator is given and the problems connected
with the definition of its inverse are also discussed.)

Equation (23c) is suitable for an iterative solution, by
isolating the part containing H, and linear in the un-
known Q: if we denote by Q"] the approximant to Q at
the nth iteration, we obtain

Q.ln =0 [*,H,]  (valr—allyal

+ g, PlM) . (24a)
Equation (23a) is more difficult to solve, since the part
containing H is nonlinear in the unknown operator P,,.
We are able, however, to obtain an approximant of P, at
every iteration by diagonalizing the correspondent ap-
proximated GEH:
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PM:+1]: 2 |\7‘[‘n+1]><WLn+l]| ,
HEM

(24b)

where the vectors |\I/”+1> are the eigenvectors of
H ["*1 which is given by

Al tl=p HQM (25)

However, Eq. (18) is not the only possible definition of H
since we can add to it any operator defined on L; on the
right without affecting the eigenvectors |¥,). Therefore
we can also choose, for instance, the expression

H'=PyHP,+P,HQ,Q=H + P, HP, . (26)

While both Egs. (18) and (26) have the vectors |¥,) as
eigenvectors, they give different approximations of these
vectors during the iterative process, and the second one is
more convenient: it gives as approximate EH the expres-
sion

HU" 1 =p HP,+P,HQ,Q 27

instead of Eq. (25), and has the advantage of being in-
dependent of P,, at each iteration, and is therefore
preferable with respect to Eq. (25) since it is more stable
during the iterative process. In this case the whole algo-
rithm can be summarized as follows.

(1) Compute a guess |WLO]> by diagonalizing PoHP, (or
guess from input).
Q=S ey V) (W,

(3) H M= POHPO +POHQ0 -4, B
(4) Solve the velgenvalue problem H ["[W[))
=EM|W), nen.

(5 ) Select the M vectors \\I/ "1y which are more similar
to the guess {\I’

PJL, |\I]"]><\P ]ul
(7))([ J—Q X[
:QO[*:Ho]il(VQ["kl]kQ[”*I]VQ[nfl]
+al" g pp 1),

(8) QOQ[H]:QOX[WIP,[W]
(9) Go to (3).

Notice that step (8) has been introduced since we want ()
to remain a projector at each iteration.

A classical convergence test of the various perturbative
or iterative schemes is given by the solution of the
Mathieu equation.? This equation can be written as

2
d—2 +s cos?0
do

Y(O)=EY(0) (28)

and we seek the periodical solutions of period 27. If we
introduce the basis set

do =(27r)_1/2 , (29a)
¢, = cos(n@), n=1,2,... (29b)
¢;=7r*1/251n(n9), n=1,2,... (29¢)

Eq. (28) becomes an eigenvalue equation (with infinite

matrix). The  functions  é5,,05 4 15Pam +15P2n +25
n=0.1,2,..., form four uncoupled subspaces, and we
can then solve Eq. (28) separately in each subspace. Con-
sidering the kinetic part as the unperturbed Hamiltonian
and the potential as the perturbation, the matrix elements
of H, and V relative to the first subspace are (we make

the substitution ¢, —|n ), n =0,1,2,...)
(n|Hyln)=E{ =4n? (30)
and
(n|Vln)=s, (31a)
<0|V!1>=<1|V!o>:%§, (31b)
(alVin+1)=(n+1[VIn) == . (31c)

We have applied the proposed iterative scheme to this
Hamiltonian, for different values of the parameter s
(chosen equal to 2.0, 4.0, 8.0, and 16.0), and the results at
different orders of iteration are reported in Table II. We
report for comparison the results given by Bloch! and by
Gadea,”* when available, i.e., for s =2.0 and 4.0. In fact,
the two values s =8.0 and 16.0 are beyond the radius of
convergence of these expansions, as well as the method
here proposed if N =1. But enlarging the dimension of
L,, we see that convergence is achieved, and it becomes
much faster with the growth of N. We notice also that,
for s =2.0 and 4.0 the method proposed by Gadea is
better than ours with N =1, as is expected, since at the
nth iteration the former involves contribution up to
2n —1 V terms instead of n V terms. It should be possi-
ble to use this technique in connection with the GEH for-
malism, in order to join the advantages of the two
methods.

V. CONCLUSIONS

We have shown that in the presence of intruder states
it can be convenient to leave the constraint M =N in
effective Hamiltonian theory, and to introduce a general-
ized effective Hamiltonian together with the correspond-
ing pseudometric. This approach can be compared to the
recently proposed intermediate Hamiltonian formalism, 14
and its generalizations.!> In one case we have an EH
with a number of eigenvalues smaller than its dimension,
in the other case the EH has only a certain number of ex-
act eigenvalues, while the others are only approximated.
(In a certain sense, a GEH can be seen as a particular
case of IEH, where the N-M approximated eigenvalues
are all set equal to zero.)

The advantages of the formalism here proposed consist
essentially of two main facts.

(a) The IEH is defined starting from an ordinary EH
with a model space isomorphic with its main target space
(the space of states of H which are exactly reproduced by
the IEH), so we can have the same problems of choice of
the model space, as in the standard theory. (But it is pos-
sible to define an IEH starting from a GEH, and prelimi-
nary results show that this choice gives better results
than the usual one.)
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(b) The IEH can depend strongly on the partition of H
into H, and V (and this even at infinite order in the per-
turbative expansion) and this introduces a nonuniqueness
of the whole formalism that can be rather disturbing.

On the other side, in the GEH any information about

the so-called intermediate spectrum (the N-M approxi-
mated eigenvalues of H in the IEH theory) is lost, and
this fact can pose problems if we want to transfer the ma-
trix elements obtained in simple cases to larger systems,
since we do not use part of the information that could be

TABLE II. Approximated values of the ground-state eigenvalue of the Mathieu equation for
different values of the parameter s. We reported the results for different dimensions of the model space,
as specified at the top of each column. When available, we reported also the corresponding results ob-
tained with the methods of Bloch (Ref. 1), indicated by (B), and Gadea (Ref. 24), indicated by (G). We
indicate by the ellipses the iteration from which all the following ones are equal to the exact value (up
to the considered precision). (a) s =2.0, E=0.878234; (b) s=4.0, E=1.544861; (c) s=8.0,

E =2.486043; (d) s =16.0, E =3.719481.

(a) N=1 N=2 B) G)
1 1.000 000 0.878 680 1.000 000 1.000 000
2 0.875000 0.878229 0.875000 0.878788
3 0.878 906 0.878236 0.875000 0.878318
4 0.878 178 0.878234 0.878418 0.878235
5 0.878241 : 0.878418
6 0.878234 0.878221
7 0.878235 0.878221
8 0.878234 0.878235

(b N=1 N=2 B) (G)

1 2.000000 1550510 2.000 000 2.000 000
2 1.500 000 1.544 600 1500000 " 15555

3 1.562 500 1544953 1.500 000 15488

4 1540039 1544852 15547 15452

5 1546 269 1544 863 15547

6 1544458 1544861 1.5421

7 1544978 ; 15421

8 1544 827 15457

9 1544871 15457

10 1544859

(c) N=1 N=2 N=3 N=4
1 4.000 000 2.535898 2.486 354 2486044
2 2.000000 2.479 346 2.486023 2.486043
3 3.000000 2.488970 2.486 047 =
4 2.125000 2.485 261 2.486043
5 2.824219 2.486292 :

6 2.233969 2.485969
7 2.714 100 2.486066
8 2.309 484 2.486 036
9 2.642024 2.486 045

10 2.362313 2.486042

@ N=1 N=2 N=3 N=4
1 8.000 000 4.000 000 3725169 3.719515
2 0.000 000 3.629 630 3.718621 3.719478
3 16.000 000 3.780712 3.719.809 3.719482
4 14.000 000 3.684 128 3.719391 3.719481
5 10.000 000 3.740783 3.719.509 :

6 2.819 444 3.706 750 3.719473

7 7.455488 3727116 3.719484

8 —1.411359 3.714908 3.719480

9 22.071 319 3.722222 3.719481
10 47.148954 3.717839 =
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embedded in the EH. In any case the behavior with
respect to transferability of all these different possible ex-
tensions of EH is still to be investigated.

Also to be investigated is the behavior of a GEH with
respect to the problem of size consistency: while the
Bloch perturbative approach can be shown to be size con-
sistent (at least with a suitable choice of H, and by keep-
ing separate the different orders in the expansion of Q),
we can suspect that the diagonalization of the approxi-
mate generalized effective Hamiltonian during the itera-
tive process destroys this important property. At the mo-
ment it is not clear whether it is possible to implement an
efficient iterative process able to conserve size consistency
at any order.
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APPENDIX A

In this appendix we want to establish the most general
form that can be assumed by a generalized effective Ham-
iltonian, and to see how this is connected to the Bloch
particular formalism. Before starting, we need to estab-
lish some simple properties of the biorthonormal system
that follow directly from its definition, and that we give
without demonstration. Suppose |Y,) are any set of
linearly independent vectors in L,, spanning an M-
dimensional subspace L; we indicate by P the orthogonal
projector onto L. Let 4 be an operator defined in L and
invertible therein. [Since A is defined only on L, we indi-
cate by 4 ~! the generalized inverse of 4, i.e., the opera-
tor P(aP+PAP)” P, where P is the complement of P in
Ly: I3=P0-—P, and a is any nonzero real number. We
notice that with such a definition 4 ~! does not depend
on a.] Then the following relations hold:

P=3 Y, XY!, (Ala)
HEM
lay =471 Y1), (A1b)
— 11 — 11
Ay, )=a,lY,)=(Y,"14=(Y,"]a, . (Alc)

(We indicate by IAY# Y% the biorthogonal of A| Yu> in
the subspace L.)

We are able now to introduce the formalism of general-
ized effective Hamiltonians: we call a generalized
effective Hamiltonian any operator H defined on the
model space for which the generalized eigenvalue prob-
lem (with respect to a metric K) gives as generalized ei-
genvalues the eigenvalues of the target space. (We recall
that, in the general case M <N, strictly speaking K is
only a pseudometric, i.e., a non-negative Hermitian ma-
trix that has also N-M zero eigenvalues.) More precisely,
let H be an operator defined on the model space L, and
let {E,,u€M} be a set of eigenvalues of the full Hamil-
tonian H. We say H is a generalized effective Hamiltoni-

an with respect to the Hermitian pseudometric K if there
exist vectors |E#) that verify the generalized eigenvector
equation

(H—E,K)|E,)=0. (A2a)

This implies the existence of vectors l2#> such that

(z,'l(H—E,K)=0, (A2b)
where the relation between the vectors IE#) and |2,)
will be now elucidated. _

We indicate now by L the range of K, and by P the or-
thogonal projector onto L; L will be obviously of dimen-
sion M, if all the E 4, are nonzero. Since K is Hermitian, it
can be expressed as K =PKP. Moreover, K is invertible
on L. From Egs. (A2) we see that also H is restricted to
the subspace L: H =PHP, so it is not restrictive to work
in this subspace. Egs. (A2) imply

(K ~'?HK ~'?*—E, K '*|E,)=0, (A3a)
(2K ""“K ~'?HK ~'*—E,)=0. (A3b)

Thus, from Eq. (Alc), the vectors |K '/?Z,) are the

biorthonormals (in L) of the vectors |K 1/ 22#):
5120 \— P 1/25ll\ll_ 7 —1/2
IK'22,)=IK 7?5, ) =K "1?5,), (A4)

where we made use of Eq. (Alb) in order to obtain the
second equality. We come then to the conclusion that

3,)=KI5,) (A5)

which shows the relation between the right and left eigen-
vectors of H with metric K.
The projector P can be written as [see Eq. (Ala)]:

P= 2 |K *l/22y><zuf —1/2|1.L . (A6)
nEM
Using Eq. (A4) we obtain
P= 2 |I? “1/22u><5u1? 1/2|ll , (A7)
HEM
which in turn gives
K=[2 (! . (A)

We can express also H in a similar way: from Eq.
(A3a) we obtain

T 120 —1/2— 5 1/2m Z1/2= |11
RTVHR 7= 3 IRVIE)E(R 1R,
m

(A9)

from which

H= 3 [2)E (5! .
HEM

(A10)

But the converse is also true: given any operator U
that transforms the projected eigenvectors |¥,) into a
new set |\I/H) and any pseudometric K defined on L we

pose
= \—F —1/2|§
2,)=K ~'?¥,) (Alla)

and
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2,)=K'?¥,) . (A11b)
We define now the effective Hamiltonian as in Eq. (A10),
and it is easy to verify that it satisfies Eqs. (A2). (Strictly
speaking the operator U must be such that the |¥,) are
linearly independent.)

This gives a complete characterization of generalized
effective Hamiltonians as defined by Egs. (A2): given K
and U (only the PUP part of U need be considered) we
can express the GEH as

H=K '?UHy, U 'K '?, (A12a)
and the metric as
K=K '?UKg,,U 'K ?*. (A12b)

APPENDIX B

Most of the effected Hamiltonians presented in the
literature can be derived from the formalism presented in
Appendix A by putting M =N (hence P, =P) and

(Bla)
and

U=s8*, (B1b)

where k and u are real parameters. Let us examine some
values of these parameters that lead to important forms
of EH.

(@) k =0, u =0, Bloch.! We obtain

Hyon= 3 [P )E (¥, . (B2)
HEM
(b) k=0, u=—1, des Cloizeaux,? Van Vleck.?> We
obtain

ﬁdes Cloizeaux =S l/2‘[1Blochs 172
=3 [¥)E (T, . (B3)
LEM
(¢) k =0, u =1, Okubo.!! We obtain

i =S "HyonS= 3 W\Ttl)ElK@’J. (B4)

HEM

Okubo

(d) k=1, u =0, Kato.?® We obtain

Hyoo=SHpocn = 3, W )E (W,| . (BS)
neEM

In cases (a)—(c) we have K =Py, and this is the most com-
mon choice. This is not the case, however, for the EH
proposed by Kato, which has the particularity of being
Hermitian and that its eigenvectors are the projections
onto the model space of the exact eigenvalue of H (but we
need a metric different from the identity). This formal-
ism is also useful if we want to analyze the various Her-
mitian effective Hamiltonians different from the standard
des Cloizeaux form (see, for instance, Ref. 27): if U is the
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matrix of any transformation that orthogonalizes the
|W,?, then the EH which is generated is Hermitian, re-
gardless of the choice of K.

APPENDIX C

We recall here a few properties of the Liouvillian su-
peroperator and of its inverse. A more complete discus-
sion can be found in Ref. 22. A linear superoperator is a
linear operator function that acts on normal operators
(matrices) in the same way that a normal operator acts on
vectors. It can be defined in an abstract way, or by giving
its components on a basis of operators. For this we need
a scalar product in the linear space of operators, which is
given by

(A|BY)=Tr(A*B) . (C1

Usually as the operator basis we choose the elementary
operators

P=|®,){®,;|, (C2)

which are sometimes called shift operators since they
transform |®; ) into |®; ).

If A4 is any fixed linear operator defined on the linear
space L, we define the Liouvillian superoperator associat-
ed with A as the (linear) superoperator £ , which trans-
forms any operator X into its commutator with A4:

L (X)=[X, A] . (C3a)

With a less compact but more transparent notation, the
Liouvillian will be also indicated by the expression [ %, 4]
[and this is the notation employed in Egs. (23) and (24)]:

[%,4](X)=[X, 4] . (C3b)

Let us compute now the components of the Liouvillian
on the basis of elementary operators. It is convenient to
choose A to be diagonal (if it is not, we can always trans-
form the vector basis so that it is), since in this case the
Liouvillian is also diagonal in the operator basis P;;. Its
components are

(L )y = PylL 4|P;)=4;— 4,

"

(C4)

From this it appears evident that .L , is a singular opera-
tor, with a zero eigenvalue associated with every P,-j
which has A4, equal to 4;; (and hence at least £ , has a
zero eigenvalue associated with every P;). So strictly
speaking the Liouvillian is not invertible, but we can
compute a generalized inverse by restricting both B and X
to the orthogonal complement of the null space of .£L 4 (in
an analogous way to what has been done in Appendix A
for singular operators). In this case the equation

L (X)=B (C5)
admits a unique solution that will be indicated as
X=.L;B) . (C6)

In particular, if A4 is diagonal Eq. (C5) has components
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x,=— 20 __ (e7)

Y A i A4;;
As a final remark, we notice that neither .£ , nor £ !
are multiplicative superoperators, i.e., there does not ex-

ist in general a linear operator A4 such that

L (X)=AX (C8a)
or

LiAX)=4X . (C8b)
This implies that, in general,

L X)YF#L 4(XY) (C9a)
and

LX) YF#LUXY) (C9b)

and this is the reason why we must indicate explicitly
with brackets on which operator .L , acts.

Let us consider now, in particular, Eq. (24a): in this
case A =H, is diagonal and the equation has the form

.,LHO(QOQPO)=B , (C10a)
where B is given by
B=0,(VQ—QVQ+QH,P;) (C10b)

(so B =Q,BP, and, if the outer space is not degenerated
with the model space, B belongs to the orthogonal com-
plement to the null space of .£ ;). In this case the solu-
tion of Eq. (C10a) is given by

QoQP,=Q0 Ly !(B) (Clla)
or, in components,
B
(QoQ2Py);; = (C11b)

(HO)jj_(HO)ii

We notice that since the inverse of the Liouvillian is not a
multiplicative operator, by multiplying Eq. (Cl1a) on the
right by P, (this can always be done since
QPyPy, =QPy;=Q) we do not eliminate the term
QH,P;, contained in B.
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