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Canonical quantization of constrained systems
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The consideration of first-class constraints together with gauge conditions as a set of second-class
constraints in a given system is shown to be incorrect when carrying out its canonical quantization.

I. INTRODUCTION

The quantization of constrained systems, and in partic-
ular gauge-invariant systems, has been analyzed from
several points of view. In the canonical formalism
developed by Dirac,! the so-called first-class constraints
are imposed, upon quantizing, as restrictions on the state
space. On the contrary, in order to deal with second-
class constraints, canonical commutators are modified so
that the corresponding constraint equations may be con-
sidered as operator equations. Notice that no reference
to gauge conditions is made.

Systems with first-class constraints are gauge invari-
ant."? To quantize them, it is possible to eliminate the
unphysical variables, as is usually done, by fixing the
gauge through the implementation of subsidiary condi-
tions. In one of these gauges the operator ordering in the
Hamiltonian is Cartesian, thereby permitting one to ob-
tain the corresponding ordering in any other gauge by
means of a gauge transformation.

Alternatively, it has recently been proposed®> to con-
sider first-class constraints along with gauge conditions as
a set of second-class constraints. This is justified by the
fact that classically, this procedure leads to the correct
equations of motion. However, it does not appear to be
the appropriate way for canonical quantization, as is
shown in what follows. Even in the case of a simple
mechanical model the proposal presents ambiguities and
may yield incorrect results.

In Sec. II a simple model allowing detailed analysis is
presented and its quantization as a second-class system is
performed. In Sec. III it is explicitly shown that this
method of quantizing is not the correct one. In this sec-
tion we also present the way to recover the proper result.
In Sec. IV a different Lagrangian approach is analyzed in
which nonindependent coordinates appear. Here, opera-
tors satisfy gauge conditions as strong operator equations
but still gauge invariance is essential to determine the
correct Hamiltonian. The final results coincide with
those of Sec. III. Finally, Sec. V is devoted to a discus-
sion of the contents of previous sections.

II. ROTATIONAL GAUGE-INVARIANT MODEL

If in the Lagrangian of a particle moving in a plane
and acted upon by a central force

L =%x~x— V(lx|)

the time derivatives are replaced by ‘“‘covariant” deriva-
tives defined by

Dx=x—zTx ,
0 —1
=11 o |-

the resulting Lagrangian

L=1(x3+x3)—z(x %, —x,%,)+1z%x] +x3)—V(Ix])

(2.1)
is invariant under the gauge transformations
, cosf@ —sinf
X ‘R(O)x, R(B)—— Sin@ C089 )
(2.2)

z'=z+6 .

This simple model was introduced in Refs. 3 and 6 with
the purpose of exemplifying different methods of quanti-
zation. In Ref. 5, the treatment of this quantization with
Dirac brackets was carried out and will be briefly re-
viewed here.

The Lagrangian (2.1) is singular. As a consequence,
the associated Hamiltonian system is a constrained one

H=%(p%+p§)+z(x1p2—x2p1)+V(|xf) )

[e)

p,=U, (2.3)

x1py—x,p1 =0,
the two last equations being the constraints. It is im-
mediate to verify that the system is first class, because
[H,p,1=[H,x\p, —x,p,1=[p,,x\p,—%,p;]=0. (2.4

In Dirac’s formulation, the state space must be restricted
to the subspace defined by the constraints

p,1)=0,

: A A A A (2.5
(%19, —%,p,)1 =0, )

where the eigenvalue equation takes the form
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[L@34+p D+V(EI+2 D] )=E|),
. ] (2.6)
[%.,p;1=18;; .
Returning to the classical level, if the gauge conditions
z=0,
(2.7
x,—ex,;=0, e€R
are imposed and considered as additional constraints, a
second-class system is obtained. In this case, Dirac
brackets must be defined and the constraint equations be-
come “strong” equations.’
Taking into account this last property, the fundamen-
tal brackets are’

1 e

X1 = X1 =—>=1x 5

[x1,p11p 1+e? [x1,P11p 1+e? [x1,p21p
) (2.8)
e

Xy, =—7, [x,x,]p=0=[p,, )

[x2.P21p 1+e2 [x1,x2]1p [p1.p21p

and the classical Hamiltonian reduces to
+ 2
H=‘—1{——)p§+v<(1+e2)x%) . 2.9)

Notice that both z and p, have been eliminated from the
dynamics by virtue of conditions (2.3) and (2.7), and that
the matrix of Dirac brackets is singular.
To quantize, the commutators are taken as i times the

Dirac brackets

P |

[‘x 1°P1 ] 1+ ez ’
etc., and the constraint equations turned into operator
equations

(2.10)

ﬁz=0, 5c‘2=e5c\1 ’
(2.11)
2=0, %,p,=X.p, .
The equality %,p,—X,p, =0 is obtained by applying
Weyl ordering to the corresponding classical expression
with the modified commutators (2.8). Then

(1+e?)

H=——7—-ﬁ%+V((1+e2)$c%) . (2.12)
Introducing new variables
*=(1+e2)l/2p1 ,
(2.13)

x*=(1+e?)!"2x,
J

y*Eer*, v*=(x1,x3,2",p1,p3,p;) with p;=0, x\py—x5p1=0

one obtains
[x*,P*]=i,

5 (2.14)
A=1P*+yx*).

The definition of x* should be understood as a ‘“‘strong”
equation, therefore, this x * is a Cartesian coordinate.’
In the |x *) representation, the Hamiltonian reads

82

A 1
A=—=
2 ax¢2

+V(x*?). (2.15)

This expression has to be compared with (2.6), which,
written in the |x,,x, ) representation, results in

2 2
A--1[2,2

ax? T |[TVEITRY,
1 2

(2.6)

showing explicitly our claim in the Introduction about
the inadequacy of considering gauge conditions as
second-class constraints.

III. PASSING OVER TO CURVILINEAR
COORDINATES

The incorrect result obtained in Sec. II by consistently
using the Dirac bracket formalism is just a manifestation
of the fact that the gauge conditions (2.7) cannot be con-
sidered a constraint like that of Eq. (2.3) as far as canoni-
cal quantization is concerned.

Let us develop this argument: calling I’ the subspace
of phase space defined by (2.3) and I'* that one defined by
(2.3) and (2.7), it is clearly seen that (x*,P*) are local
coordinates for I'*. If the dynamics of the system is to be
expressed in terms of them, they should first be extended
to I by means of a gauge transformation.

Let there be given two points of phase space

YEF’ 7=(xl’x2’z’pl’p2’p2) Withpz=0’
x1py %01 =0,

and

with z'=0, x;—ex|=0

connected by a gauge transformation with parameter
6€10,27). For any ¥ in a neighborhood of I'* there ex-
ists such a y* and it is unique. If the coordinates

x*=(1+e)"2x} ,
Pt=(1+e2)l/2pll ,

are assigned to y*, then the coordinates x*,6,P*,p, are
assigned to y. It is easy to verify that in this way canoni-
cal coordinates for I are constructed, related with the
original Cartesian coordinates by

[
1/2

[STN]

1+

e

X1,

X2
@=arctan— —arctane ,
X
-12
* —1 x%
P _xl 1+ x2 (xlp,+x2p2) )
1

Po=X Py X3Py -
This should be complemented, on account of the trans-
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formation (2.2), by
z=—6.
From these definitions, several conclusions are drawn.

(1) The transformation to curvilinear coordinates is
singular at the origin independently of the value of e.

(2) The gauge condition has two branches,® x* >0 and
x* <0, i.e., there is a Gribov ambiguity’ whatever the
value of e is.

(3) In these coordinates, the constraint x;p, —x,p; =0
reduces simply to py=0. Therefore the correct Hamil-
tonian in the coordinate representation is

1 3 1 3
2% * Ax*

+V(z*Y.

Clearly, the transformation to curvilinear coordinates
(3.1) is nothing but a reformulation of the method ex-
posed in Ref. 3.

IV. QUANTIZATION IN DEPENDENT COORDINATES

In this section we shall analyze the quantization of the
Christ-Lee model in the gauge introduced in Eq. (2.7) by
means of a realization of the commutator algebra (2.10)
in the coordinate representation. As we shall see, it is
possible to represent dynamical variables by operators
which satisfy gauge conditions as strong operator equa-
tions.! However, to construct the desired quantum Ham-
iltonian, it is necessary to obtain first the metric tensor.
This is achieved by resorting to another gauge, the Carte-
sian gauge, which amounts to violating the gauge condi-
tion as happened in Sec. III. Were the system a true
second-class one, it would not be possible to ascertain the
metric properties of restricted configuration space this
way, since there is no gauge invariance in this case, and
the answer would be different, as we discuss below.

Unlike the discussion in previous sections, the treat-
ment here will be essentially Lagrangian in the sense that
gauge invariance will not be taken over to the Hamiltoni-
an formulation.

Although this problem has been developed in Ref. 3,
we think it is worth stressing some aspects of the method
in the present context. Our starting point will be to show
that there exists a gauge condition, namely, z =0, such
that the metric is Euclidean and the coordinates x|, x, in
the Lagrangian (2.1) are Cartesian. Moreover, the
phase-space variables have canonical Poisson brackets.
By gauge transforming dynamical functions from this
gauge, we can find their expression in any other gauge.
For example, x, —ex;=0. The bracket structure is de-
rived in this manner as Poisson brackets, but it can also
be given an intrinsic expression as Dirac’s brackets (see
Sec. II). Such an intrinsic expression has not been given
for the metric tensor yet, but in any case it cannot be the
same tensor for first- or second-class systems.

Within the gauge condition

z=0 4.1)

the Lagrangian recovers its original form

=1x3+1x3-v(r) 4.2)

with the additional condition

xlxz_xel=0 . (4.3)
The Hamiltonian is then

H=1pl+1p3+V(r) (4.4)
with the constraint

X1py—Xx2p, =0 (4.5)
and the canonical brackets

[x,,p1]=[x2,p2]=1 (4.6)

(the rest are zero).

The quantization is carried out from here in the usual
fashion, with the state space restricted by the constraint
equation (4.5). We see that in this gauge the quantization
is formally identical to the procedure followed in Sec. II,
Egs. (2.3)-(2.6), according to Dirac’s prescription for
first-class systems. This justifies considering coordinates
in this gauge as Cartesian. We consider now the gauge
condition

S(x{,x3)=x5—ex;=0. 4.7)

Configuration-space trajectories x5(t),x5(),£'(t) are re-
lated to trajectories in the former gauge x,(t),x,(¢)
through the transformation (2.2) with parameter

x

2
f=arctane —arctan— .
X

(4.8)

Since (4.7) is also satisfied for 6+ 7, we have to fix an ad-
ditional condition

x}>0 4.9)

for the gauge to be uniquely determined and in order to
eliminate the Gribov ambiguity already found in Sec. III.

Condition (4.7) restricts configuration space to a
straight line. Velocities and momenta which are coordi-
nates in the tangent and cotangent space, respectively, to
the restricted configuration space, will then be related by
the equations

%5—ex {=0, (4.10a)

p;—epi=0. (4.10b)

The Lagrangian expression for momenta under the condi-
tion (4.10a) results in

pi=xi i=12
, 4.11)
p:=0,
which satisfy Eq. (4.10b) provided (4.7) holds. From

(4.13), (4.8), and (2.2) we obtain
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, 1 1
Pi= qety2 y X1P1TX2P2),
1 4.12)
, e
P —(xpy+x,p,),

= (l+e2)1/2 r

and with (2.2), (4.8), and (4.12) we can find the fundamen-
tal brackets [x/,p;] starting from the former gauge brack-
ets (4.6). The result is (2.8), as it should be.

It is convenient to express the Lagrangian in this gauge
in coordinates x,x5,0 instead of x},x3,£’, before pass-
ing to the Hamiltonian formulation. This can be
achieved by transforming Lagrangian (4.2) through the
inverse of transformation (2.2)

L=1x ?+1ix 2+ 1r202—V(r'), (4.13)

where r'’=x2+x7 and use of (4.7) has been made.

From Eq. (4.3) there results an additional equation
pe=r16=0. (4.14)

We see that in this gauge Lagrangian (2.1) is equivalent to
(4.13) with the restriction (4.14).
Proceeding as before, we find

Po=X 1Py X3P »
(4.15)
[671’9]:1 ’

which together with (2.8) are the only nonzero fundamen-
tal brackets. The metric tensor is obtained in Appendix
A. However, in this very simple case, it can be read off
directly from the Lagrangian (4.13):

100
g;=101 0 (4.16)
00 r?
Finally, the Hamiltonian is found to be
’ ’ 1 ’
H=%p12+%p22+;2—p§+V(r ) (4.17)

and we are now ready to carry out quantization. In the
coordinate representation the state of the system [¢) is
represented by a wave function

(x},x5,01¢)=9(x],x3,6) (4.18)

defined on the surface 3 of configuration space deter-
mined by (4.7).

In this representation the position operators are diago-
nal

XIx),x5,0)=x;1x],x5,0), k=1,2 (4.19)

and satisfy (4.7) as a strong operator equation.
Momenta operator are defined as (see Appendix B)

sl 1 3,8
Vi (e [ax) oxy |
ﬁ'zzi, 12 9 +e? a, , (4.20)
I (1+e®) | ox ox %
S_1d
Po= 730

which verify the commutator algebra (2.10) and the
operator equation (4.10b). The Hamiltonian operator is
now constructed in the usual way

1 aArta S — ~t ' s s
ﬁ=7/?pi\/g (g Nypi+V@), i,j=12,0 4.21)
where g;, is given by (4.16) and
g=detg;=r"?. (4.22)

Therefore it explicitly reads, taking into account (4.14),

B="p#Di+ 9D s+ V(). (4.23)

Or, using (4.10b) and (4.7),
2
A=UE 55 v +eix)) (4.24)
X1

which, upon making the transformation

Rr=(1+eH)'"R 1,

(4.25)

pr=0+e)"p ],

coincides with the Hamiltonian given in the preceding
section.

It is apparent in Eqgs. (4.23) and (4.24) that the kinetic
energy term has the characteristic features of a two-
dimensional problem. At this point we should be con-
vinced that this is due to the constraints being first class
or equivalently, to the systems being gauge invariant. In
the next section, a different case that leads to a one-
dimensional structure for the kinetic energy is briefly ex-
amined.

V. DISCUSSION

The model discussed so far has the property that one of
the constraints, the gauge condition, is arbitrary to a
large extent. It is not dynamically related to the true
constraint (4.5), except for the integrability condition for
their Poisson bracket to be nonzero. In particular, the
parameter e in (2.7) and (4.7) can take any real value.

In order to clarify the differences with a true second-
class system, let us consider an analogous two-
dimensional system defined by

H=3pi+pi+ixi+xi), (5.1)
where x;,x, are Cartesian coordinates in the plane and
for the sake of argument we have chosen the potential to
be harmonic. We impose now on the system the con-
straint
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x,—ex; =0, (5.2)

which immediately leads to the secondary constraint

py—ep;=0. (5.3)
It can also be written
X py—x,p,=0. (5.4)

This is a true second-class system. In this case, none of
the arguments discussed in the previous sections applies
due to the absence of gauge invariance, despite the formal
analogy among classical Hamiltonian and constraints in
both cases [see Egs. (2.11) and (2.12) and Sec. IV].

Here, once constraint equations are solved and re-
placed in the Hamiltonian (5.1) according to Dirac’s
method for second-class systems, we are left with a one-
dimensional oscillator. Furthermore, coordinates in this
case are Cartesian in every step of the process.

If the potential in Secs. III and IV were harmonic, we
would obtain a two-dimensional harmonic oscillator re-
stricted to s states, whose spectrum differs from that of a
one-dimensional oscillator.

We see, then, the central role played by gauge invari-
ance in the problem. The fact that the chosen gauge has
to be abandoned by performing a gauge transformation in
order to construct Hamilton’s operator shows that it is
wrong to consider the model (2.1) as a second-class con-
strained one.

In Sec. III the difference between constraints due to
gauge invariance and gauge conditions is apparent. The
extension of the coordinates of I'* is explained in the
geometrical interpretation of first-class systems dynam-
ics® as the transport of the value of x *,P* from I'* to the
rest of ' by the Hamiltonian flow generated by the true
constraints of this theory. This flow is tangent to I"' and
transverse to I'*.

In Sec. IV gauge invariance is exploited at the
configuration-space level to introduce nonindependent
coordinates appropriate to the quantization in the gauge
chosen. It is the metric tensor in restricted configuration
space which displays here the first-class (gauge-invariant)
character of the system. The example at the beginning of
this section illustrates this fact.

One may wonder why these problems do not show in,
for example, the case of the electromagnetic field. Loose-
ly speaking, the action of the gauge group is there merely
additive, which makes the Jacobian of the transformation
trivial. The appearance of additional, potential-like
terms in the Hamiltonian in the non-Abelian case** has
its origin in similar reasons as those discussed here. One
might conclude that the method of Dirac’s brackets ap-
plied to that case should meet severe difficulties. The
analysis of the field-theoretic case is, however, a more
delicate matter far beyond the scope of this paper.
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APPENDIX A

To obtain the metric tensor in the gauge (4.7) we start
from the transformation (2.2) which together with Eq.
(4.8) relates the coordinates x},x5,0 with the coordinates
Xx,X, in the z =0 gauge

x| =cosfx —sinbx, ,

x5 =sinfx, +cosbx, , (A1)
)
f=arctane —arctan o
1

Since in the coordinates (x;,x,), g;; is Euclidean, we have
for the inverse matrix

_ 9q; 9q;
1 1 PR
» _112’6 A
)ij 2 B, oxg i,j (A2)
where g/ =x/ (i =1,2) and g3 =60. Then
1 e
1+e? 1+e?
2
(g~ h,=|—% £ , (A3)
8 T ITHe Tre?
0 0 1/r?

which is singular as a matrix on the whole space but not
on the restricted space. Its kernel is the space of multi-
ples of the vector

—e
(A4)

The restricted space is the space of column vectors v such
that

vi-VS=0.

Thus, within gauge conditions, (A3) is equivalent to the
matrix

(g* Ny= (g y+—LE5v.sv,s (AS)
(1+e?)
and
det(g ™), ] ——det(g*—‘),,, (A6)

with u50 a constant at our disposal. Choosing u=1 we
find the result given in Sec. IV.

Analogously, we can define
2 axk axk

K=1 9q; 9g;

8ij =

b

where the derivatives are derivatives under the constraint
(4.7), obtained by means of a Lagrange multiplier. g;; is
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1 e
1+e? 1+e?
2
e e
8i™ | T4e? 1+e?
0 0o

As before, we define g;; and the following relations hold:

g5@* =8,
detg} det(g* ™), =1.

Foru=1

o o

S = O
~

1
g;=10
0

APPENDIX B

Let us call £ the subspace of configuration space
defined by (4.7). A function f defined on = can be ex-
pressed as function of the coordinates x,x3,0 restricted
to 2

f=f(x1,x3,0) . (B1)

We define the derivatives of f as

3 f= 3 f i=1,2

ox; ox;

(B2)
9 ,_0
a6 0"’

where f is a differentiable function on the whole space
such that

fls=r.

Of course, f is not unique and derivatives (B2) depend on
the choice of f. We then define the derivatives of f under
the constraints (4.7) as

1 d e d
f=——s—r -7,
Ve ax”  1+e? ax;f

d e? e)
3 f=—=% + , (B3)
f 1+e? ax;f 1+e? ax'zf
-9

dof =25/ -

It is easily seen that this definition is independent of the
extension f used to computate the derivatives. Indeed, if
g is a function such that

gls=0 (B4)
then on  we have

Vg=AVS=A(—¢,1,0) (BS)
Therefore, on X

018=09%=0, (B6)

so that functions constant on = have null derivatives.
Furthermore, the combination

3 —ed| =0 (B7)

vanishes identically.

The vector (3)f,05f,(1/r')3sf) on X is the projection
of V£ on the space tangent to =.

In Sec. IV we have defined the operators

~t’ — 1 ’ L

which satisfy (B7) and give the correct commutators with
coordinate operators.
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