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Intensity correlation functions for the colored gain-noise model of dye lasers
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Predictions for dye-laser intensity correlation functions of a stochastic model incorporating
colored gain-noise fluctuations are discussed and compared with the predictions of the model incor-

porating loss-noise fluctuations. It is shown that differences between the two models are generally

masked by the finite correlation time of the noise. Important differences are shown to exist well

above threshold when the correlation time of the colored noise is of the same order or smaller than

the cavity decay time. A new algorithm for the simulation of stochastic equations with colored

noise is used and discussed.

I. INTRODUCTION

The anomalous statistical properties of dye lasers are
well known. ' They have been used as a testing bench of
various theories devised to deal with stochastic dynami-
cal systems. In particular, theories and approximations
to study external colored noise have been tested in this
physical system. It is by now well established' that
pump fluctuations with a finite correlation time (external
colored noise) are responsible for the observed statistical
properties which include the intensity stationary distri-
bution and associated intensity fluctuations, transient
phenomena during laser switch-on, and intensity correla-
tion functions. Besides direct experimental evidence of
colored pump noise, there are two important effects that
have been proposed as a clear signature of the presence of
colored noise. One is the existence of a first-order-like
transition in the most probable intensity value. ' This
effect has been shown to be also possible within a white-
noise model for pump fluctuations. Second is the predic-
tion, and experimental corroboration, of a
rounding-off of the intensity correlation function in its in-
itial decay. We are hence concerned with the theoretical
description of such intensity correlation functions.

The standard theoretical model used in the study of the
intensity correlation function is one that can be formally
obtained replacing the loss parameter (cavity decay rate)
by a fluctuating quantity in the equation for the electric
field. We will refer to it as loss-noise model. A variety of
calculations and simulations exist for this model in the
literature. These include the limit in which spontaneous
emission noise is neglected, either in the white-noise lim-
it' for the fluctuating loss parameter or considering a
finite correlation time. '" Several analyses incorporating
spontaneous emission noise, again in the white-noise lim-
it' or for colored noise ' ' ' have also been reported.
However, there is clear experimental evidence that dye-
laser fluctuations originate in noise associated with the
gain parameter. A more sensible physical model is one
incorporating fluctuations of the gain parameter. ' ' A
detailed study of this alternative model in the white-noise
limit indicates that there are important differences be-
tween the statistical properties predicted by a 1oss- and a

gain-noise model. Most of the qualitative predictions as-
sociated with colored noise in the loss-noise model can be
also recovered within a white gain-noise model, except
the initial rounding-off of the intensity correlation func-
tion. This remains as a clear signature of colored noise.
Nevertheless, no analysis of the predictions of a nonwhite
gain-noise model for the intensity correlation function
has yet been reported. The need of a detailed study of
this sort becomes more urgent given the intriguing fact
that experimental results for such intensity correlation
functions seem to be well described by the colored loss-
noise model. Our purpose in this paper is to present
such study and to elucidate when and why the colored
gain-noise and colored loss-noise models are expected to
give the same or different results for the intensity correla-
tion function.

Our analysis in this paper is mostly based (in addition
to a linear analysis used as a first guide to the problem)
on numerical simulations of stochastic equations with
colored noise. Numerical simulations' have a long tradi-
tion in this problem. A number of papers have recently
discussed the algorithms involved in these simula-
tions. ' ' We have profited this opportunity to revisit
the algorithm in Ref. 16 in the light of new contributions.
Our conclusions on this point and the new algorithm pro-
posed are discussed in an appendix.

Our findings can be summarized by saying that the
presence of a correlation time of the noise which is large
compared with the cavity decay time ' hides the
differences that appear between the gain- and loss-noise
models in the white-noise limit. Differences in the power
spectrum of the intensity fluctuations at large frequencies
are cut off by the correlation time of the noise. Envisag-
ing situations with other values of the noise parameters,
the differences between the two models become explicit.
Specifically, for situations well above threshold and with
typical values of the gain and loss parameters of the same
order of magnitude, large differences between the correla-
tion functions predicted for the gain- and 1oss-noise mod-
els occur when the correlation time of the noise becomes
of the same order or smaller than the cavity decay time.
This situation can happen, depending on parameter
values, in cases in which a linear theory is reliable and in
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cases in which a nonlinear description is needed.
We discuss in Sec. II the definition of the two models

considered and the derivation of closed equations for the
laser intensity. Section III studies the consequences of a
linearized analysis. Section IV is devoted to situations in
which a nonlinear description is needed. Technical as-
pects of numerical simulations are discussed in the Ap-
pendix.

pansion of the saturation nonlinear term.
Equations (4) and (5) are for the complex electric field.

We are here interested in intensity correlation functions.
It is then useful to have a closed equation for the intensi-
ty I = lEl . To obtain it, the change of variables to inten-
sity I and phase y has to be introduced in (4), leading to
coupled equations for I and y:

II. GAIN-NOISE MODEL

2&I—+ + (Q/2)' gR(t)
dt 1+PI 1+PI

+(2DI}' cosy& qR (t)+ (2DI)' sining qt(t), (6a)
Starting from the semiclassical Maxwell-Bloch equa-

tions for on-resonance single-mode operation and after
adiabatic elimination, in the good cavity limit, of polar-
ization and population inversion, the laser equation for
the slowly varying amplitude of the complex electric field
E =E, +iE2 is'

Gain noise is introduced in this model by replacing the
parameter I by I +(Q/2)'~ g(t) where g(t) models gain
fiuctuations of intensity Q. It is taken as a complex
Gaussian noise ((t)=(R(t)+inst(t} statistically indepen-
dent of q (t) and with zero mean and a correlation time r:

(g(tg'(t') ) = (gR(t)gR(t') ) + (gt(t)gt(t') )

~e
—

I f —f'I /'&

The imaginary part of g(t) models fiuctuations due to de-
tuning effects. The gain-noise model for the complex
electric field is then

dE = —~E + I
dt

~+( /2)' ' (t)
1+plEI' 1+pl El'

+(D/2)'"q(t) . (4)

This model incorporates colored (i.e., rAO) fiuctuations
of the gain parameter as required by experimental evi-
dence. A more standard model used in the literature'
to describe dye-laser Auctuations is written as

dt
=(r K)E I plEl E+E—(Q/2—)' g(t)

+(D/2)'~ q(t) .

aE+I— +(D/2)' (t)
1+plEI'

where v is the loss parameter, I the gain parameter, and

p a positive parameter involving the matter-radiation
coupling constant and the polarization and population in-
version decay rates. We have added a complex noise
source term q(t)=qR(t)+iqt(t) which models spontane-
ous emission fluctuations of intensity D. It is taken as
Gaussian white noise of zero mean and correlation

(q(t)q'(t')) =(qR(t)qR(t'))+(q, (t)q, (t')) =45(t t') .—

(2)

=(1+pI) '(Q/2)'~ gt(t) —(D/2I)' sing qR(t)

+(D/2I)' cospqt(t) . (6b)

= ——g;+ —7};, i =R,I
di

(rt, (t)ri, (t') ) =25,,5(t t') . — (8)

The exact Fokker-Planck equation for the joint density
P (I,y, (R,gt, t) of this four-dimensional Markovian pro-
cess can then be written out explicitly:

aP a (D;P)+ g (D;JP),
E,J

where the vector D and the matrix D are given by

2irI+ + — (Q/2)'~ (R(t}+2D1+PI 1+PI

,(Q/2)'"g,

1——4

In the Markovian case (white-noise limit), it is well
known ' ' that a statistically equivalent set of equations
in which I is decoupled from y exists. The statistical
equivalence between both sets of equations is demonstrat-
ed in the case of white noise by showing that they lead to
the same Fokker-Planck equation for the joint probability
P(I,&p;t). In the presence of colored noise, no exact
Fokker-Planck equation exists for P(I,y;t), so that the
question of statistical equivalence is not so obvious. The
approach of Ref. 15 considers an approximate effective
Fokker-Planck equation, and uses it to demonstrate the
validity of the closed equation for I even in the case ~0
up to this level of approximation. We now demonstrate
that the proposed closed equation for I is in fact exact.
This can be seen by introducing the four-dimensional
Markovian process x=(I,p, gR, gt) by completing the
coupled equations for I and q with the equations for the
Ornstein-Uhlenbeck noise:

We will refer to (5) as the loss-noise model since it can be
naturally interpreted as obtained from (1) by replacing ~
by ir+(Q/2)' g(t) and also performing a third-order ex- and

(10a)
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and, if y=v.

(15)

From this Fokker-Planck equation it can be shown that a
set of stochastic equations statistically equivalent to the
pair of Eqs. (6) exist and in which the intensity I is decou-
pled from the other variables. The equations for the in-
tensity I and the phase q are

dt

+(2DI)' qa(t),
' 1/2

dy 1 {7
dt 1+PI 2

(1 lb)

' 1/2
D
2I

Likewise, for the loss-noise model we obtain a closed
equation for the intensity

I
dt

=2(I"—«)I 2I PI +—D+(2Q)' Ig (t)R

+(2DI)' qtt (t) . (12)

III. LINEAR ANALYSIS

A first study of (lla) can be done by linearizing the
equation around the deterministic steady-state intensity
Io=(I —«)/p«. We consider here an additive lineariza-
tion in which the multiplicative noise terms take values at
I =Io. Writing I =ID+5 we have

d5 «= —2—(I —«)5+D + (2Q) 1/2 g„(t)dt I 1+pIO

+(2DI0)'i q„(t) .

The normalized correlation function defined '
by

(I(t + t')I(t') ) —(I(t') )'
(I(t'))'

(13)

(14)

is obtained by straightforward integration of (13) and
making use of (2) and (3). Introducing y=2(I —«}«/I

We will here analyze the gain-noise model (1 la) and com-
pare it with the results of the loss-noise model (12}. In
our analysis we will use values of the physical parameters
in the range experimentally determined for their ring dye
laser by Roy and co-workers. ~'3 5 We fix the parameters
«=10 sec ' and P=5X10 and vary I to study
different operating points of the laser. The value of p is
consistent with the parameters used in Ref. 3. The noise
parameters are also fixed: D =4X10 3 sec ', Q =10
sec ', and r=2X 10 sec. The values of Q and r will be
eventually changed to evidentiate differences between the
two models which critically depend on the parameters of
the external noise.

e
—rlfl 2IoD(t)= + (1+yeti)

y 4'«2 (16)

Here only the lowest order in D has been retained.
Higher-order corrections in D do appear due to the fact
that the linearization has been performed at the determis-
tic value Io, which differs from the mean (I ) in terms
which are of order D.

Of particular interest is the result for the normalized
intensity fluctuations,

S(a))=

—1

X(0)= + (17)
Ioy 2(I —«) (y+r ')

The power spectrum S(to) of the intensity fiuctuations
defined as the Fourier transform of A,(t) becomes in this
approximation

4IO D Q year, + . . . , , . (18)
to +y (I —«) (co +r )(co +y )

The same analysis can be done for the loss-noise model
(12} linearizing around its deterministic steady-state in-
tensity Io=(1 —«)/pl. It reproduces the same results
(15)-(18), but with y replaced by y'=yI'/«. For the
typical values of Q and D considered, the contributions
from spontaneous emission noise in (15)-(18)are negligi-
ble except in situations extremely close to threshold
(I =«).

The above results give a useful guide on the validity of
the linear approximation itself and also to know when the
differences between the two models will be apparent.
Generally speaking the linearization is valid when fluc-
tuations are small, that is A,(0) «1. According to (17)
the linear approximation will be safe for I —«»Q. It is
important to note that it also follows from (17) that fiuc-
tuations become smaller with increasing ~, so that the
presence of nonwhite noise gives a wider range of validity
to the linear approximation. It is also clear from (17) and
(18) that the difFerences between the gain- and loss-noise
model will be important for y &&~ '. In this case, the ra-
tio of the gain- to the loss-noise model values of A,(0) is
y/y'=«/I, which gives a measure of the expected
differences between the two models. The inequality
y &&~ ' will occur, for typical values in which I and ~
are of the same order of magnitude, when ~ is of the same
order or smaller than sc '. In the opposite limit y &&v
A,(0}becomes independent of y and the spectrum is essen-
tially coincident with the noise spectrum. This implies
that differences will be observed when the dye laser acts
as a low-pass filter for the fluctuations of the pump laser.
We will see that situations in which this happens can be
envisaged well above threshold (I »«}. The result for
the linearized spectrum also indicates that differences be-
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tween the two models will occur, independently of the
value of r, when y' and y' are grossly different, that is for
I &)a.. These differences would be refiected in A, (0) if y
is not much larger than ~ '. However, depending on the
value of ~, such differences in the spectrum might occur
only for too large frequencies with no practical
significance.

The above discussion has been corroborated and made
explicit by direct numerical simulations of (1 la) and (12)
for a variety of parameter values. We have integrated nu-
merically Eqs. (1 la) and (12) using the method described
in the Appendix. Numerical results have focused mainly
on the calculation of the stationary normalized correla-
tion function A,(t) defined in Eq. (14). In order to ensure
that we are computing stationary values we need to run
the stochastic equations up to a transient time to to w.as
chosen to be 10 times the characteristic decay time of the
initial intensity correlation functions. I(0) was always
given the deterministic stationary value (which depends
on the model). Results for A,(t) were averaged over a
large number of realizations (typically of the order of
10000). The time step h necessary for convergence was
h =10 or h =10 depending on the particular values
of the parameters and the model.

As a reference case we consider a situation we11 above
threshold (I'=2 X 10 sec ') with values for the other pa-
rameters consistent with those in Refs. 2 and 3 given at
the end of Sec. II [they correspond to rj=(I'/a) —1=1,
that is, operation 100% above threshold]. In this refer-
ence situation, y =10 sec ' and ye=200. For this case,
and in agreement with our discussion, the linear theory
reproduces within a 0.5%%uo the exact simulation result for
A,(0) and both the gain- and the loss-noise models give the
same normalized correlation function. It is however in-
teresting to notice that even in this case very important
differences occur for the unnormalized correlation func-
tions (I(t +t')l(t') ) of both models because of the very
different value for (I ) in each case. Still in the domain
of validity of the linear approximation and for the same
operating point of the laser, differences between the two
models become explicit when considering the possibility
of a smaller correlation time of the noise (Fig. 1): Going
in the direction of the white noise we evidentiate the
differences that are expected between the two models well
above threshold. These differences still exist closer to
threshold but become less pronounced as seen in Fig. 2
when changing the operating point to I =1.01X10
sec (that is l%%uo above threshold and still in the linear

regime). For this operating point, even if y r ((1,
differences are small because sc/I' is close to one. The
possibility of differences between the two models arising
just from different values of y and y' can be discussed im-
agining a situation still further above threshold than our
reference case, taking for example I =10m=10 sec
For the reference value of r=2X 10 sec the normalized
correlation functions are coincident for both models.
Differences do appear in the noise spectrum S(co) but for
frequencies for which S(co) is zero for all practical pur-
poses. However, if the correlation time is arbitrarily
changed to smaller values (i.e., x=10 sec) to meet the
requirement of not large values of y~, differences in the
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0 4 e 8 10

FIG. 1. Results for the normalized intensity-intensity corre-
lation function A,(t) from the linearized theory for the gain-noise
model, Eq. (15), for ~=10 ' (dash-dotted line) and v=10 '
(solid line), and from the corresponding linearized theory for
the loss-noise model, Eq. (15) with y substituted for y'=yI /~,
for ~=10 ' (dotted line), and ~=10 '(dashed line). The rest of
the parameters used in the equations are as follows: I =2 X 10',
v=10', Q =104; D=SX10 ', P=5X10 '. Notice that going
in the direction of white noise, differences between the two
models become more apparent, as explained in the text.

normalized correlation functions become apparent again.
The conclusion is that a large correlation time, as the one
in our reference case, cuts off the differences in the spec-
trum that appear at large co. By changing ~ in the direc-
tion of white noise such differences are evidentiated.

The above linear analysis teaches us that having a rath-
er large correlation time of the noise, compared with the
inverse of the cavity decay rate, is a rather lucky situa-
tion in the sense that the validity of a linear analysis is
larger than in situations with smaller ~ and that
differences between the loss- and gain-noise models that
would appear for white noise at the same operating point
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0.00 , , I. . . , I, . . . I. . . , I. . . , I

0 20 40 BO BO 100

FIG. 2. As Fig. 1 but the value of I has been changed to
1.01X10, that is to a point where the laser operates 1% above
threshold.
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of the laser are hidden by the effect of ~. Envisaging pos-
sible experimental situations in which y~ becomes of the
order 1, practically ~ ' of the order of ~, differences be-
tween the gain- and loss-noise models are apparent in sit-
uations well above threshold and well described in a
linear theory.

10.0

7.5

5.0

IV. CORRELATION FUNCTIONS
IN THE NONLINEAR DOMAIN

The linear results are expected to be unreliable, at least
quantitatively, when I —~ is no longer much larger than
Q. This can occur by simply changing the operating
point of the laser and going closer to threshold or by en-
visaging a situation with a larger noise intensity and arbi-
trarily changing the value of Q. We have examined these
possible situations by numerical simulations of (1 la) and
(12).

Starting from our reference case we move close to
threshold setting I =1.0001X10 sec ', that is 0.01%
above threshold. Results are shown in Fig. 3. For the
reference value of ~=2X10 sec the intensity correlaaa

tion functions of the two models coincide and are grossly
different from the one obtained in the linear approxima-
tion. Arbitrarily decreasing z in the white-noise direction
we find that for v.=10 sec the difference between the
two models is still less than 0.1%. As shown in this
figure, even for the smallest values of ~ no significant
differences are found. These findings are in agreement

10.0
'aa

~a

7.5 ~a

~a
'aa

~a

5.0

2.5

p p i i t i I s i i t I s t t i I t t i i I i i s

0 2 4 e 8 10

FIG. 3. Results for the normalized intensity-intensity corre-
lation function A,(t) from the results of the linearized theory for
the gain-noise model, Eq. (15), for ~=2X10 (dash-dotted
line), compared with numerical simulations of the gain-noise
model (solid line for ~=2X10 ' and dotted line for ~=10 )

and the loss-noise models (short-dashed line for ~=2 X 10 and
long-dashed line for ~= 10 '). Due to the fact that
y'=@I /~=y, the linearized theory for the loss-noise model
agrees almost exactly with the results of the linearized theory
for the gain-noise model. The rest of the parameters are as in

Fig. 1, except I =1.0001 X 10 . Note that the results for the nu-

merical simulations for both models coincide for the same value
of w within the width of the lines drawn.

2.5

0.0
0

I I I I I I I I I I I I I I I I

4 B 8 10

FIG. 4. Comparison of linearized theories and simulation re-
sults for the case x=10 ', I =2X10; «=10', Q =10;
D =5X10 '; P=5X10 '; as follows: linearized loss-noise
model (dash-dotted line), linearized gain-noise model (dotted
line), simulation of loss-noise model (short-dashed line), and
simulation of gain-noise model (solid line).
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tion: For the reference value of the noise parameters and
for this operating point yv is already very small and it be-
comes smaller diminishing ~. However differences are
not observed because I /~ is very close to one. In such
operating point no significant differences occur even for
white noise.

Next we consider a possible situation of very strong
external noise in which the linear theory is not reliable
even well above threshold. Starting from our reference
case we change arbitrarily the parameter Q to Q = 10
sec . This value implies that I —x. «Q, but A,(0) is still
small due to the effect of setting v=2X10 sec, so that
linear theory remains still valid. For these parameter
values no differences exist between the two models.
Linear theory breaks down if, in addition to taking
Q = 10 sec ', we diminish r in the direction of white
noise. Significant differences between the two models
occur for r of the order of 10 sec and smaller (Fig. 4).
These findings are again in agreement with the qualitative
criteria discussed within the linear theory. Namely,
when y~ is of order 1 or smaller we observe differences
between the two models because I /lr is not close to l.
These differences become more apparent moving to the
white-noise limit and they are masked when ~ becomes
large. When I and ~ are of the same order of magnitude,
as they are here, differences between the two models
occur for ~ of the same order or smaller than the cavity
decay time ~ '. We remark that the situations con-
sidered in Fig. 4 show the possibility of differences be-
tween the two models at operating points well above
threshold that, in addition, cannot be described quantita-
tively by a linearized theory.
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APPENDIX: NUMERICAL ALGORITHM

(A4)

x(t+h)=x(t)+ f f(x(s))ds+ f o(x(s))g(s)ds
f

+f g(x(s))q(s)ds .
1

We now expand the functions f (x),cr(x), g (x) in a Tay-
lor series around x =x (t):

In this appendix, we develop a numerical scheme to
solve a general stochastic differential equation of the form

dx (t) =f (x)+o(x)g(t)+g (x)q(t),
dt

f(x (s) }=f(x (t) }+0(x(s) —x (t)},
o(x (s))=o (x (t))+O(x (s)—x (t)),

(A5)

(A6)

x (0}=xo,
(Al) g(x (s))=g(x (t))+ [x (s) —x (t)]

dx(g)
which is understood in the Stratonovich sense. The
random force g(t) is a Gaussian-distributed Ornstein-
Uhlenbeck process of zero mean and correlations given
by

(A2)

and q(t) is a Gaussian-distributed white process of mean
0 and correlations

(A3}

The formal integration of Eq. (Al) between t and t+&
yields

+O([x(s)—x(t)) ) . (A7)

x(s) —x(t)=g(x(t)) f q(u)du+0(h) .

Substituting the expansions (A5), (A6), and (A7), into Eq.
(A4) and making use of Eq. (A8} we obtain

(A8)

The orders of these expansions are enough to ensure that
the error (taken in the square-mean quadratic sense) of
the final formulas will be of the order h ~ . Indeed, the
three integrals appearing on the right-hand side of Eq.
(A4} are, respectively, of orders h, h, and h'~2. Using
Eqs. (A4) and (A7) we have to the lowest order (h '~

) the
relation

x(t +h)=x(t)+ f(x(t))h +tr(x(t)) f g(s)ds+g(x(t)) f q(s)ds

+g(x(t)) f ds f 'du q(u)q(s)+O(h ) .
dx () t

Since we have that

(A9)

f ds f 'du q(u)q(s)= —,
' f ds q(s) (A 10)

we get the recurrence relation

x(t +h ) =x(t)+f(x (t))h +o(x (t))tvq(t)+g(x (t))vt (t)+ —,'g(x (t)) v„(t) +O(h ) .dg

X(f j

(A 1 1)

(A12)

and

Here we have introduced two stochastic processes co(, (t)
and u), (t) defined, respectively, by

i+h
tvq(t}= f g(s}ds

uh(t) =&Qh V(t), (A15)

so that V(t) for different t represent independent Gauss-
ian random variables of mean 0 and variance 1. On the
other hand, cut, (t) are correlated random variables for
different times. More explicitly, we have

f+h
u& (t)=f q (s)ds . (A13) (tv„(t} }=2D [h +r(p —1)] (A16)

Both to&(t) and uz(t) are Gaussian distributed processes
of mean zero. The correlations of vt, (t) are readily com-
puted as

and for iWj
1 —Ir —t, I/7.

(tv(, (t, )to(, (t ) }= rD 2 —p ——e—(A17)
(vh(t; )uz(t, ) }=Qhfii, (A14)

where t; =ih, t =jh are the times that enter in the re-
currence relation (A11). It is useful to redefine

where we have introduced p =e " '. It is interesting to
point out that to order h we have
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Dh —
I&

—f I/
(cot (t;)cot (tj ))= e ' ' +O(h )

so that we can write

co„(t)=hgoU(t)+O(h i
)

(A18)

(A19)

W(t) =rgb, (0)(1—e ' ')+r f ~en, (s)ds

' s/~—re ' ' e'~'g
tt, (s)ds;

here gtt (0) is a Gaussian random variable of mean 0 and
variance

goU(0}= D U(0), (A20)

with goU(t) a Ornstein-Uhlenbeck process characterized
by (A2). This goU(t) could then be generated by the algo-
rithm in Ref. 17, i.e., by the exact recursion relation

1/2

&g (o)')=— (A27)

By straightforward algebra, using (A23) and (A26) it is
possible to get the following recurrence relation for coh(t):

koU(t+h)=koU(t)p+ (1 p }
D

1/2
coh(0) =r(1—p)gtt, (0)+fi(0)+f2(0),

U(t) (A21) cot, (t +h) =peat, (t) pf, (—t)+f, (t+h) —f2(t)+ f2(t +h),

(A28)
where U(t) are independent Gaussian random variables
of mean 0 and variance 1. The method of Ref. 16 con-
sists, essentially, in using (A19) above combined with an
algorithm to generate AU(t +h) from goU(t) using the
numerical solution of the differential equation satisfied by
AU(t) As alr. eady pointed out in Ref. 16, this algorithm
gives accurate results if a sufficiently small time step h is
used. ' We also note that on some occasions, such as the
calculation of first-passage times, a small time step is
naturally demanded by the problem, and this algorithm is
fully satisfactory. On the other hand, it seems that the
possibility of exactly generating the process cot, (t) would
increase both the accuracy and the stability of the numer-
ical solution by allowing the use of larger time steps when
possible. Reference 18 has proposed a method to gen-
erate the process coh(t). Here, an alternative method will
be derived. Let us introduce

where

f, (t)=rf gtt, (s)ds

and

f2(t)= rpe —'~'f e' 'gn, (s)ds

(A29)

(A30)

are two correlated Gaussian variables of zero mean and
correlations (as before t; =ih, t =jh):

(f, (t, )f, (t )) =2Dh5;

&f, (t, }f,(t, ) ) =D.(l-p')5„,
(f ) (t, )f2(t, ) ) = —2Dr(1 —

p)5~J .

(A31)

(A32)

(A33)

The important point is that they are uncorrelated at
different times t, Wt . f, (t),fz(t) can now be easily gen-
erated by writing

W(t}=f g(s)ds .
0

In terms of W(t), coh(t) is given by

(A22) f)(t}= )aU (ti},

f2(t) =p, U, (t)+pqU2(t),

(A34)

(A35)

coh(t) = W(t +h) —W(t) . (A23)

Given that the Ornstein-Unlenbeck process g(t) satisfies a
differential equation, namely,

where U, (t), U2(t) are independent Gaussian variables of
mean zero and variance unity. a&, P&, and P2 are con-
stants determined by the relations (A31), (A32), and
(A33) as

d g(t) 1

dt
= ——g(t)+g (t), (A24) a, =v'2Dh

' 1/2

(A36)

where gu (t) is a Gaussian white process of mean 0 and
correlations

2D
h

r(1 —p),
1/2

(A37)

(gtt, (t)g~(t'}) = 5(t t') . —2D
(A25)

2v 2v
P = Dr(1 —p) 1 — + 1+ p2 h h

(A38)

W(t) satisfies a second-order differential equation whose
solution is

In summary, the numerical solution proceeds then using
the recurrence relation given by (Al 1) with Uh(t) given by
Eq. (A15) and cot, (t) by Eqs. (A28) and (A34) —(A38).
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