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A method whereby electron-electron collisions can be included in Monte Carlo simulations of
electron swarms in low-temperature partially ionized plasmas is presented. In this method,
electron-electron (e-e} collisions are treated as being functionally equivalent to electron —neutral-

species collisions. In doing so, individual pseudoelectron particles in the simulation collide with an

energy-resolved electron fluid. Energy is exchanged with this fluid using the Coulomb cross section.
When e-e collisions dominate, the electron-energy distribution evolves to being Maxwellian. The
method is made computationally tractable by using a modified null-cross-section technique that
eliminates the need for recalculating collision probabilities as the electron-energy distribution
evolves.

I. INTRODUCTION

The use of particle simulations to calculate electron-
transport coefficients and electron-energy distributions
(EED's) in fully and partially ionized plasmas is a well-
established technique. ' Particle simulations are partic-
ularly useful for modeling electron transport when the
EED is not in equilibrium with the local electric field (ei-
ther temporally or spatially), or when complex
geometries are considered. In this respect, particle simu-
lations of low-temperature partially ionized plasmas
(10 (n, /N(10 ', 0.1(T, (10 eV) have been used to
model electron transport in the cathode falls of glow
discharges, radio-frequency (rf) plasmas, and pulse power
switches.

Low-temperature partially ionized plasmas (LTPIP's),
as used for plasma-assisted material processing, lasers,
and plasma switches, differ from fully ionized plasmas in
that electron transport is usually dominated by collisions
with neutral atoms and molecules. As the fractional ion-
ization significantly exceeds 10, though, electron-
electron (e-e) collisions begin to have an important im-
pact on the EED. In the limit that e-e collisions dom-
inate, the EED evolves towards being Maxwellian. Par-
tially ionized plasmas having these characteristics include
electron cyclotron resonance (ECR) excited
discharges' ' and magnetron devices, ' ' both of
which are currently being developed for use in plasma
etching and deposition of semiconductor materials. The
fractional ionization of ECR plasmas as used for remote
plasma-activated chemical-vapor deposition (RPACVD)
are in the range of 5 X 10 —2 X 10 with total gas pres-
sures of 10 —10 Torr. Cylindrical rf magnetron
discharges used for etching of semiconductors also have
fractional ionizations as high as 2X10 and total gas
pressures of 5 X 10 —5 X 10 Torr. Particle simula-
tions of LTPIP's using Monte Carlo methods, though, do

not typically include e-e collisions. This exclusion limits
the class of plasmas for which these particle simulations
may be used, particularly those devices described above.
Particle-in-cell simulations (PICS) are now being used to
model LTPIP's, ' ' and these simulations do, to some de-

gree, include e-e collisions. For the reasons discussed
below, however, traditional PICS are computationally in-
tensive. One is therefore motivated to develop other par-
ticle techniques to model the plasmas of interest.

In this paper, we present a method whereby e-e col-
lisions may be included in a Monte Carlo simulation of
electron swarms in LTPIP's where inelastic collisions
with neutral species dominate the loss of energy by elec-
trons. In this method, collisions of electrons with elec-
trons are conceptually treated the same way as collisions
of electrons with heavy particles (atoms and molecules).
This is accomplished by having the electron particles in
the simulation collide with an energy-resolved electron
fluid in the same manner that electrons collide with the
neutral heavy-particle fiuid. In doing so, the impact-
Lorentz approximation may be used for the collisions of
electron particles with the electron fluid. The advantages
of this method are that the same algorithms are used for
all collisions, and the integrating time step may be as
large as the time between collisions. To make this tech-
nique computationally tractable, a modified null-cross-
section algorithm is employed which eliminates the need
for recomputing the probability integrals for electron col-
lisions as the EED evolves. The method can have a
response time of + tens of nanoseconds, thereby enabling
one to simulate transient phenomena having tens of
megahertz frequency. In Sec. II, we discuss the motiva-
tion for developing this new method and in Sec. III, our
method is described in detail. The technique is demon-
strated in Sec. IV, where electron-energy distributions are
presented for swarms in Nz and Ar, and plasma-
processing reactors.
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II. THK APPLICATION OF PARTICLE
SIMULATIONS TO MODELING PARTIALLY

IONIZED PLASMAS

Particle simulations of plasmas may be divided into
two generic categories: particle in cell simulations (PICS)
and Monte Carlo simulations (MCS). The two methods
employ many of the same techniques to advance particle
trajectories and to solve Poisson's equation foe changes in
the electric field. In this paper, we differentiate between
PICS and MCS by the manner in which collisions are
modeled. In this respect, PICS are most commonly ap-
plied to the simulation of fully ionized plasmas. In a
PICS, the equations of motion of electrons and ions are
integrated while including both external and interparticle
forces. Perturbations to the trajectories of particles re-
sulting from interparticle forces constitute collisions.
These interparticle forces often determine the size of the
time and spatial steps which may be used to advance the
particles. Since in a fully ionized plasma the interparticle
forces are Coulombic, collisions are long range (hundreds
of angstroms). Typically, there are no short-range (a few
angstroms) forces which result in inelastic energy losses,
as there are during electron —neutral-species (e-N) col-
lisions in LTPIP's. The Coulomb forces between charged
particles may be included in the simulation in one of two
ways. The first is by explicitly summing the interparticle
forces and adding the net force to that given by the ap-
plied electric or magnetic field,

(+e 2

F;= —e E+vXB+ g (r —r, )

/r,
—r, '

where the sum is over electrons and ions in the plasma,
and E and B are the applied vacuum fields. This method
is called a particle-particle (PP) technique, ' and is func-
tionally equivalent to solving the Fokker-Planck equa-
tion.

In the second method, Coulomb forces on electrons are
obtained by explicitly including the electron and ion
charges in solution of Poisson s equation. This is accom-
plished by summing the electron and ion densities on a
computational mesh to obtain the charge density, which
is then used in solving Poisson's equation. The resulting
electric field has the spatial resolution of the mesh. This
method is known as a particle-mesh (PM) technique, ' and
is functionally equivalent to solving Vlasov's equation.

To resolve the interparticle forces using either PP or
PM techniques, the spatial resolution should be on the
order of the Debye length and there must be many elec-
trons in a Debye sphere. In typical high-temperature
fully ionized plasmas, the electron temperature and densi-
ty are approximately T, =20 keV and n, = 10' cm
The resulting Debye length and number of electrons in a
Debye sphere are Az, =0.035 cm and nz =2X 10 . [Each
pseudoparticle in the simulation may, of course,
represent many actual electrons (e.g. , 10 —10 ).] In a
LTPIP, as used for plasma etching, T, =2 eV and

n, = 10 cm . This results in a similar value for A.~
(=0.03 cm) and a smaller value of no (=2X10 ). The
computational spatial mesh in each case must therefore

be very fine (« millimeters), the integration step quite
small ( « picoseconds), and the number of computation-
al particles large. These requirements may be somewhat
relaxed by using numerical averaging techniques. One
such method is to use finite-sized particles (FSP) where
the charge density of individual computational particles
is averaged over adjacent mesh points. This technique,
however, also smoothes the small changes in charge den-

sity, and hence interparticle forces, which constitute an
e-e collision. Therefore when e-e collisions compete with
inelastic electron —neutral-species collisions, as in a par-
tially ionized plasma, there may be a systematic biasing
of the relative amount of energy which is exchanged in e-
e collision as compared to that exchanged in e-N col-
lisions.

In a LTPIP, momentum-transfer collisions and inelas-
tic collisions with heavy neutral particles (atoms and mol-
ecules) are usually most important in determining the
EED, and hence in determining electron-transport
coefficients. These collisions result from short-range
forces having spatial extents of angstroms. Since the
electron thermal velocity is typically &10 cms ', the
durations of e-N collisions are & 10 ' s. In addition, the
temperature of the neutral heavy particles is 10 ' —10
that of the electrons, resulting in heavy-particle thermal
velocities which are 10 —10 that of the electrons. Be-
cause of these conditions, e-N collisions are most often
simulated using the impact-Lorentz approximation. This
approximation states that collisions between electrons
and heavy neutral particles occur over a time period
(10 ' s) and distance (10 cm) which are insignificantly
small compared to other time and spatial scales, such as
the Debye length (less than tens of micrometers) and the
time between collisions. (The time between collisions
scales as 1 ns/p, where p is the gas pressure in Torr. )

Therefore, one approximates that e-N collisions occur in-
stantaneously, without change in the spatial location of
the electron, and that the relative motion of the heavy
particle is not important in computing the collision in-
tegral. The use of these approximations, and the method
of determining when a collision takes place, differentiate
a MCS from a PICS. Therefore, a MCS is the more ap-
propriate vehicle for calculating the EED of a LTPIP.

The dynamics during a collision are not resolved in a
MCS. The important collision parameters are the time
between collisions, and which particular collision (e.g.,
elastic, vibrational excitation, ionization) occurs in each
instance. These decisions are made by choosing a se-
quence of random numbers, as described in Sec. III.
When a particular collision has been selected, the energy
and trajectory of the electron having had the collision are
instantaneously changed in accordance with the energy
loss and differential scattering cross section. Therefore
the trajectory of the particle may, in principle, be ad-
vanced using time increments as large as the time be-
tween collisions, unless constrained by other processes
such as local variations in the electric field.

There are number of computational difficulties encoun-
tered in attempting to include e-e collisions in a MCS of a
LTPIP. The first difficulty is that even though the fre-
quency of e-e collisions may be small compared to e-N
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collisions, the rate of energy exchange may be high com-
pared to e-N collisions. This condition results from the
fact that in an e-e collision, the collision partners may
completely exchange their energy. In e-N "elastic" col-
lisions, the fractional energy exchange is limited to
2m, /M. Therefore, energy exchange may be significantly
altered by relatively infrequent e-e collisions. This condi-
tion requires a large number of particles to statistically
resolve the interaction. A second problem, described
above, is that the spatial scales of e-e and e-N collisions
are dramatically different. Using either PP or PM
methods to include e-e collisions in a MCS requires a
resolution much less than A,D, which is typically much
smaller than the distance between collisions (0.3/p cm).
Time steps much smaller than the time between collisions
must also be used. If a PM method is used, smoothing al-
gorithms may be applied, such as the FSP, to lessen this
requirement. It is well known, though, that LTPIP's are
quasineutral (e.g., V E=O) over macroscopic distances
(millimeters to centimeters) outside of sheaths. Therefore
numerical techniques which require one to resolve spatial
scales at all times which are significantly less than that
dictated by quasineutrality are inefBcient. Also, methods
which require one to use different algorithms for e-e and
e-N collisions due to their different spatial scales will also
be ine5cient. We are, then, motivated to treat e-e col-
lisions in a similar fashion to e-N co11isions to avert these
problems.

III. DESCRIPTION OF THE MODEL

The goal of our method for modeling e-e collisions in
MCS of LTPIP's is to include those collisions in a
manner which is functionally the same as e-N collisions.
By meeting this goal, the impact approximation may be
used, the spatial resolution of the calculation is not limit-
ed to A,D, and quasineutrality may be invoked. Before
describing our model, we will briefly review our im-

plementation of the Monte Carlo method and the use of
the null cross section.

A. The Monte Carlo method using null collisions

Prior to beginning the MCS, a gas mixture is selected
and the energy range of interest is divided into bins cen-
tered at e.;. The total electron collision frequency in each
energy interval v,. is determined and probability arrays
are initialized for each energy interval. The probability
arrays are denoted P, for energy i and collision process j.
They have the properties that

p ~J
g J )

where v, is the collision frequency for energy interval i
and process j, v,'- is the cumulative collision frequency
for processes I ~ j, and P,. - is normalized so that for m

processes, P; =1. The difference between elements of
P, J represent the relative probability of an electron un-

dergoing a particular collision at a specific energy.
The trajectory of an electron having energy c, moving

in a uniform electric field may be updated using average
time steps of 1/v, if the impact approximation is used,
since during this time the electron is accelerated by only
the electric field. Using the Monte Carlo method, the ac-
tual time step for advancing a particular particle is ob-
tained from b, t = —ln(r, ) Iv, , where r, is the first in a se-

quence of random numbers which are uniformly distri-
buted on (0,1). Given this time step, the position and ve-
locity of the electron are updated by integrating the equa-
tions of motion for ht. At the end of this update, a col-
lision occurs. The type of collision that occurs is ob-
tained by choosing a second random number r2. The col-
lision, denoted j, is that process which satisfies

(3)

The energy of the electron is revised to c~c—hc.;,
where b,e; is the change in energy (loss for inelastic, gain
for superelastic) associated with process j at energy i
The velocity of the electron is updated based on the
change in energy and the scattering angle given by the
differential cross section.

If the acceleration of the electron during its flight be-
tween collisions significantly changes its energy, its total
collision frequency may also change. In this case, the
choice of ht is ambiguous because v, at the beginning of
the flight differs from that at the end of the flight. This
complication may be avoided by using a null cross sec-
tion or "self-scattering" event. In this method, the
maximum electron collision frequency, v, over the ener-

gy interval of interest is determined. An additional ficti-
tious or "null" collision process is added to the real pro-
cesses at each energy. The null collision process at ener-

gy c, has collision frequency v;„=v —v;. In doing so,
the time between collisions for electrons at all energies
can unambiguously be given by ht = —1n(r;)/v . After
updating the velocity and location of the particle using
this time step, another random number is chosen. If
r2 )v;„/v, where the energy bin i is based on the instan-
taneous energy of the electron, then a real collision has
occurred, and the particle s velocity is revised according-
ly. The specific collision which occurs is obtained by us-
ing r2 to search the probability arrays as shown in Eq.
(3). If, however, r2 ~ v;„Iv, then a "null" collision
occurs and the particle proceeds to its next "collision"
unhindered.

B. The equivalence method for including
electron-electron collisions

The basis of our method to include e-e collisions in
MCS is to treat e-e collisions functionally the same as e-N
collisions. That is, instead of having electrons collide
with individual electrons, as in a PP technique, the elec-
trons collide with an energy-resolved electron fluid in the
same manner as electrons collide with the neutral fluid.
The implementation then resembles a PM technique. In
doing so, we must implicitly assume that changes in
charge densities which may occur on spatial scales of

are not a result of, or do not contribute to,
Coulomb collisions between electrons. In the bulk plas-
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ma, where quasineutrality holds over dimensions much
greater than XD, this is a good approximation for the
plasmas of interest. The change in electric field which re-
sults from there being a finite charge density in, for exam-
ple, the sheath regions may be included in this method
with no change in the algorithm. The charge density
used in Poisson's equation under these conditions must be
calculated using a coarse spatial filter (e.g. , FSP smooth-
ing}. This filtering is required so that small fluctuations
in the charge density which generate the electric field
constituting the e-e collision do not feed back to the
simulation, thereby double counting the effects of the col-
lisions.

In e-S collisions the distribution of heavy-particle ve-
locities is usually unimportant in calculating the collision
frequency or energy loss. In e-e collisions, both the col-
lision frequency and energy loss are quite sensitive to the
relative velocities of the incident and target electrons,
which in this case are the relative velocities of the elec-
tron particle and the velocity distribution of the electron
fluid. To accommodate these dependencies, the electron
fluid is divided into velocity classes, or "bins. " Each ve-
locity class of the electron fluid is functionally treated as
a separate species in the model. Therefore, e-e collisions
are included by having the incident electron particles col-
lide with an ensemble of electron fluids, each having a
fixed velocity, and each being treated equivalently to the
background neutral fluid.

For example, let the collision cross section for process j
between an electron having velocity v and collision
partner having velocity u be cr (v, u). If the velocity dis-
tribution of the collision partner is f (u}, then the
electron-collision frequency for the process v is

v, (v) =N I ~v
—u'~cr (v, u')f(u')d u', (4)

where N is the number density of the collision partner. If
the collision is with a heavy particle and the impact-
Lorentz approximation is valid, then we can approximate
that v, (v)=¹(v), where o (v)= Jo (v, u')f(u')d u is

the electron impact cross section averaged over the veloc-
ity distribution of the heavy particles. In doing so, we as-
sume that f(u) for the heavy particles is known, as in the
Lorentz approximation, or is implicitly included in the
measurement of o (v). This approximation cannot be
made in the case of e-e collisions because the integral in
Eq. (4) acutely depends on the velocity distribution of the
target electrons, which in this case is the velocity distri-
bution of the electron fluid.

In order to treat e-e collisions the same as e-X col-
lisions by specifying a collision frequency for the process,
one must be able to calculate the frequency of e-e col-
lisions as a function of the relative velocity between the
incident electrons and the electron fluid. This frequency
may be obtained from Eq. (4) by using the velocity distri-
bution of the electron fluid f, (u), the Coulomb cross sec-
tion o, , (v, u}, and the electron density n, The frequen. -

cy is

v, ,(v) =n, I ~v
—u'~o, ,(v, u')f, (u')d u .

Using discrete electron bins, Eq. (5) is rewritten as

J J

(6)

C. Modi6ed null-cross-section technique

The simulation begins by calculating the probability ar-
rays [Eq. (2)] using collision frequencies v,, When model-

ing e-e collisions, the collision frequencies v, , are included
in this calculation. The electron fluid elements are then
represented in the array as a separate species having densi-
ties n, f~ b s&. The values of v, , are initially obtained using
a trial electron-energy-distribution function for the f and

applying Eq. (6). In the usual method the probability of
having null collisions is included in the arrays by searching
for the maximum collision frequency v, and adding
v;„=v —v; to the real collision frequencies. The
modified null-cross-section technique involves using an ad-
ditional null-collision frequency, v',-„', when calculating the
probability arrays. The additional null-collision probabili-
ty is conceptually allocated to the space for e-e collisions,
as shown in Fig. 1. The probability allocated to e-e col-
lisions therefore contains space temporarily allocated to
real collisions and to null collisions. The precise values of
the v';„' are not critical. They only need to be larger than
the maximum value of v', , which one might encounter
during the simulation as the EED evolves.

In Eq. (6), v', , is the e-e collision frequency for particle
electrons having energies in the interval (e, , c,;+he; ), v',~,
is the e-e collision frequency between incident electrons in
energy interval i and the electron fluid in energy interval
j, U, - is the interaction speed between incident electrons
and fluid electrons in energy intervals i and j, and o, , is
the interaction cross section. The fraction of fluid elec-
trons per unit energy in interval j is f havi.ng normaliza-
tion g f bs, = l. In writing Eq. (6), we are expressing
the rate of e-e collisions for an electron in energy interval
i as the sum of collision frequencies with discrete portions
of the electron fluid distribution. In doing so, each ener-

gy interval of the electron fluid is treated exactly os we
would an atomic species having density n, f~bcj. That is,
in calculating v, , we add the contributions of the v',J, to
the frequencies for the e-N collisions just as though they
were heavy-particle collisions. By choosing random
numbers as described above, we obtain a distribution of
e-e collisions weighted in correct proportion to those for
e-X collisions. By characterizing the electron fluid in
terms of energy, though, the vector information required
to solve the collision integral in Eq. (5) is lost.

The formulation presented above appears ill posed
since we require prior knowledge of f, (u) in the form of
f to obtain the EED, which for a self-consistent solution
should be mirrored by f, (u). In our model the values of
f, are obtained during the simulation by sampling the
EED of the particles and updating f, as the EED
evolves. This process is performed by using a modified
null-cross-section technique. The method eliminates the
need to recompute the probability array as the EED
evolves, and therefore is computationally efficient. This
implementation is described below.
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FIG. 1. Schematic of the hierarchy of collision probabilities and the division between real and null collision frequencies used in the
model. The column at left represents the relative probability of electron collisions at a specific energy. The probability may include a
portion which is permanently allocated to null collisions. The portion allocated to e-e collisions is divided into real collisions and a
working null area. As the electron-energy distribution evolves, either spatially or temporally, the space allocated to real e-e collisions
expands or contracts at the expense of the working null space.

The calculation then proceeds as follows. A sequence of
random numbers is chosen as described above. The ran-
dom numbers are used to advance the electron particles, to
determine if the collision is real or null, and to choose the
type of collision which occurs (see Fig. I). If the sequence
results in choosing an e-e collision, an additional random
number is chosen to determine if the e-e collision is itself
real or null. As the simulation proceeds and the EED
evolves, the values of v,", are periodically updated based
on a sampling of the instantaneous distribution function.
In this manner, self-consistency is obtained. By having
previously allocated "working" null space in the original
probability arrays, the values of v,'~, do not need to be ac-
tually recalculated. The update only requires one to take a
ratio between the current value of f, and that value which
was used to construct the original probability array. The
real e-e collision probability then expands and contracts, at
the expense of space allocated for null collisions, as the
simulation progresses. Using this method, the probabili-
ties for e-X collisions do not have to be recalculated either.
In practice, we have found that the EED equilibrates with
only a few updates of the probability arrays. For example,
in simulating an electron swarm in N2 with
E/X=20X10 ' Vcm and with n, /N=5X10, the
distribution function equilibrates in only a few tens of ns
when using a few hundred particles. We therefore may
perform time-dependent calculations with frequencies
exceeding a few tens of megahertz using this technique.

By using the modified null-cross-section technique, the
extension of our method to multiple spatial dimensions is
straightforward. This is accomplished by collecting

The Coulomb cross section and energy exchange dur-
ing an e-e collision depend on the vector velocities of the
projectile and target electrons. Since the method de-
scribed here is effectively a PM technique, we have lost
the vector information of the target electron. We ap-
proximated the interaction speed of the collisions as be-
ing the maximum of the speed of target and projectile.
With this approximation for the interaction speed, we
used the classical Coulomb cross section

cr(v)=4vrbo I+ln
bo

' 2 1/2 e'/4m. c.oho=
pv

statistics as a function of position during the simulation
to obtain intermediate values of f (x). Those values are
then used to scale the probability for e-e collisions be-
tween real and null processes as a function of position.
This treatment effectively treats the electron Quid veloci-
ty elements at different spatial points as separate species
with which the incident electrons can collide. Again,
only a single probability array is required which has ade-
quate working null space to accomodate differences in the
rate of e-e collision as a function of position. A changing
electron density can also be accounted for in this manner
by including enough working null space to cover any in-
crease in the rate of e-e collisions resulting from the in-
crease in electron density. One pays the penalty, though,
that the number of null collisions will increase when the
electron density is small, thereby increasing the total
computer time.

D. Coulomb cross section and energy exchange
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where p is the reduced mass. Assuming isotropic scatter-
ing with angle 8=2 cos '(r), the energy loss (positive) or
energy gain (negative) for the projectile electron i scatter-
ing from the electron Quid element having energy E. - was
approximated as

e, [1+cos(8)]/2, c,; ) e,
—E [1+cos(0)]/2, e, (c. (8)

IU. RESULTS FOR MONTE CARLO
SIMULATIONS %'ITH ELECTRON-ELECTRON

COLLISIONS

The change in energy is imparted to the projectile elec-
tron. The energy imparted to the target electron is impli-
citly accounted for when the EED is sampled during the
next update of the probability arrays.
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In this section, we present results for the electron-
energy distribution for swarms in N2 and Ar under condi-
tions where e-e collisions are important. In the first part
of this section we have used a spatial1y uniform, time-
invariant electric field. This allows us to make compar-
isons with the EED obtained by solving Boltzmann's
equation using conventional continuum techniques. The
method of solving Boltzmann's equation for this compar-
ison is functionally equivalent to that used by Rock-
wood. %'e then show EED's for spatia1ly dependent
and time-varying fields as a demonstration of the method.

The electron-energy distribution obtained with our
MCS for electron swarms in Ar and N2 are shown in Fig.
2. The applied field is E/N =20 Td (1 Td=10
V cm ). The electron-impact cross sections were ob-

tained from Refs. 27 and 28 for Ar, and Refs. 28 and 29
for N2. Elastic collisions with Ar+ and N2+ and dissoci-
ative recombination collisions of electrons with N2+ were
also included, although no collisions with excited states
of Ar or N2 were accounted for. Two cases are shown:
excluding e-e collisions and including e-e collisions with a
fractional ionization of 5= n/X=5X10 . The EED's
for the same conditions obtained from the continuum
solution of Boltzmann's equation are also shown. Look-
ing first at the results for Ar, the EED for 5=0 shows the
typical cutoff at v=11 eV resulting from the energy loss
from electronic excitation of Ar. The EED with
5=5 X 10 appears more Maxwellian (which would be a
straight line in the figure) due to the dominance of the en-

ergy exchange collisions between electrons. The EED is
depressed at intermediate energies and enhanced at low
and high energies compared to the case without e-e col-
lisions. The EED's calculated using the MC method
agree well with the continuum solutions. The EED's in

N2 show the cutoff at v=2 eV resulting from vibrational
excitation.

Electron-impact-rate coefficients for processes which
have high-energy thresholds are quite sensitive to the
fractional ionization. This results from the energy ex-
change during e-e collisions which repopulate the "tail '

of the distribution which is depleted by inelastic col-
lisions. For example, rate coefficients for electron-impact
excitation and ionization, as computed with the MCS as a
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FIG. 2. Electron-energy distributions (EED's) for (a) Ar and
(b) N2 computed with Monte Carlo simulations (MCS) with and
without e-e collisions. The fractional ionizations are [e]/N=0
and 5 X 10 ", respectively. The distributions are for E/N =20
Td. The field is spatially and temporally uniform to enable
comparison to EED's obtained by solving the continuum
Boltzmann equation.

function of fractional ionization, are shown in Fig. 3,
where they are also compared to rate coefficients ob-
tained from the direct solution of Boltzmann's equa-
tion. Processes having intermediate threshold energies
such as excitation are not significantly effected by the
raising of the tail of the EED, though the MCS show a
somewhat stronger effect. Higher-threshold processes,
such as ionization, are more acutely affected, with their
rate coefficients increasing with increasing 5. The depen-
dence of the rate coefficients on 6 depend, of course, on
the details of their cross sections. This dependence is
shown in Fig. 4, where cross sections and rate coefficients
for electron collisions with %2 are shown as a function of
5. Rate coefficients for excitation of N2( u = 1 ) and
N2(u =8) decrease and increase, respectively, with in-

creasing 6. The rate coefficient for electron-impact exci-
tation of N2(A X) may, in fact, have a maximum as a
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FIG. 3. Electron-impact-rate coefficients for Ar as a function
of fractional ionization computed with the Monte Carlo simula-
tion for E/N=20 Td. The electric field is spatially and tem-

porally uniform to enable comparison to rate coefficients ob-
tained by solving the continuum Boltzmann equation.

maximum. The coefficient therefore first experiences a
shallow maximum as the tai1 of the distribution is lifted,
and then decreases as more electrons appear at low ener-

gy when the EED thermalizes.
In low-pressure electric discharges where losses are

dominated by diffusion, the electron density is usually
maximum on the axis and lowest near the walls.
Electron-impact-rate coefficients for high-threshold pro-
cesses should then be higher on the axis of the discharge,
where 5 is the highest, than near the walls. To demon-
strate this effect we simulated an electric discharge in Ar
sustained between two Aat plates. The EED as a function
of position for a discharge in Ar is shown in Fig. 5(a).
The gas pressure is 3.1 Torr (X = 10' cm ) and
E /X =20 Td. The electron density and electron-
impact-rate coefficients for these conditions as a function
of position are shown in Fig. 5(b). The larger electron
density on the axis is sufficient to thermalize the EED by

function of 5 due to the resonance nature of its cross sec-
tion which is maximum at c.=11 eV. As the frequency of
electron-energy-exchange collisions increases, the density
of low- and high-energy electrons increases at the expense
of intermediate energies at which the cross section is
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changes in electric field is faster when including e-e collisions
due to the rapid rate of energy exchange they afford.

e-e collisions. The result is a significant increase in the
electron-impact-rate coefficient for ionization near the
axis compared to the wall. Lower-threshold processes
(i.e., electronic excitation) and elastic collisions have rate
coefficients which are more uniform as a function of posi-
tion.

The temporal response of the EED to changes in the
electric field is faster with e-e collisions than without
those collisions. This effect is shown in Fig. 6, where the
EED is plotted for an argon plasma. The applied electric
field was decreased from 50 to 10 Td in 1 ps. The
response of the EED to changes in E/X is faster with e-e
collisions due to the higher rate of energy exchange be-
tween electrons which rapidly "communicates" the loss
of energy due to inelastic collisions from one portion of
the EED to another. The fractional rate of energy ex-
change for electrons below the inelastic threshold is limit-
ed to 2m, /M per collision in the absence of e-e collisions.
This rate is 2m, /(M5) or 0.03 the rate in the presence of
e-e collisions.

In magnetically assisted plasma processing reactors,
such as ECR devices, ' ' the fractional electron density
can be ~ 10, which is clearly in the regime where e-e
collisions are important. Particle simulations of such de-

vices must therefore include e-e collisions for an accurate
representation. This is particularly true of ECR devices
where high values of 5 not only change the value of rate
coefficients in the manner discussed above, but may also
affect the resonance condition. In ECR devices, a mi-
crowave electric field, at or near the electron cyclotron
frequency, is applied to a magnetized plasma. Conven-
tional ECR theory states that power deposition, and
hence electron temperature, should scale as

n, e Ep~
2t1le Vm

2
CO CO

(9)

In Eq. (9), v is the energy dissipation collision frequen-

cy, co is the frequency of the applied electric field having
amplitude E, and co, =eB/m, is the electron cyclotron
frequency for magnetic field B. As v increases, the
width of the resonance increases, while the peak value de-
creases. This formulation is predicated on v being the
frequency at which power is dissipated. In e-e collisions
though, the net change in momentum and energy is zero,
since the exchange is with another electron. One might
expect then, that when 5 is increased, the width of the
resonance would increase by virtue of increasing the total
collision frequency. The electron temperature, however,
should not decrease proportionally, since the collision is
not truly dissipative. To investigate this possibility, we
simulated an ECR excited plasma with and without e-e
collisions. The gas pressure was 50 mTorr of Ar and the
microwave frequency at resonance was 1 GHz. The elec-
tron temperature ((E)=—,'kT, ) is plotted as a function of
detuning of the magnetic field from resonance in Fig. 7.
The electron temperature is slightly lower for hB =0
when including e-e collisions. The resonance, however,
clearly has a greater width and sustains a higher tempera-
ture to large detuning.
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FIG. 7. Electron temperature ((e)=
, kr, ) as a function of-

detuning of the magnetic field in an electron cyclotron reso-
nance (ECR) plasma. The case including e-e collisions (fraction-
al ionization [e]/Ar =5 X 10 ) has a wider resonance.
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V. CONCLUDING REMARKS

We have developed a method whereby electron-
electron collisions may be included in a Monte Carlo
simulation of the electron-energy distribution in partially
ionized plasmas. This method is particularly appropriate
when energy loss is dominated by inelastic collisions of
electrons with neutral species and energy exchange is
dominated by e-e collisions. The basis of the method is
that e-e collisions are treated equivalently to
electron-neutral-species collisions. The method is made
tractable by using a modified null-cross-section tech-
nique. EED's calculated by the method compare well
with the distribution function calculated using conven-
tional solutions of Boltzmann's equation in a parameter
space in which both are valid. The Monte Carlo tech-
nique described here has been shown to be applicable to
multiple dimensions and to transients. The assumption
of isotropic scattering during e-e collisions limits the ap-
plication of this method as presented to plasmas having
low average energies (a few to tens of electron volts)
where only a minority of the collisions are forward scat-
tered. The algorithm for the choice of scattering angle,
though, can be easily replaced with one using an energy-
resolved differential cross section with no other

modifications to the model, but one must pay a minor
penalty in an increase in computer time.

The utility of this method is in large part determined
by practical considerations such as the amount of com-
puter time required to implement it. We have experi-
enced increases in computer time of a factor of 3—6 when
including e-e algorithms compared to the same case
without e-e collisions. This increase in computer time de-
pends largely on the estimate of the amount of working
null space that is required. Having excess null space in-
creases the number of null collisions, and hence increases
the computer time. A judicious choice in the amount of
working null space required would result in the computer
time being 2 —3 times longer when using these algorithms
compared to the conventional MCS without e-e col-
lisions.
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