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Energy analysis of time-dependent wave functions: Application to above-threshold ionization
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We present a method for calculating energy-resolved properties from time-dependent wave

functions. As a first application of the method we calculate above-threshold ionization (ATI)
spectra and energy-resolved angular distributions from hydrogen ionized by an intense, short-pulse
laser at 532 nm. Below saturation the ATI peaks decrease according to an (intensity-dependent)

power law. At the onset of saturation a plateau forms in the spectrum, reminiscent of plateaus
seen experimentally in harmonic spectra observed during multiphoton ionization.

I. INTRODUCTION II. METHOD

We present a method for extracting energy-resolved in-
formation from a time-dependent (TD) wave function
that has been calculated on a grid. TD studies of dynami-
cal phenomena in quantum mechanics have become ubi-
quitous in physics and chemistry. Typical applications,
which include atomic collisions, scattering from surfaces,
reactive scattering, and multiphoton ionization, require
the solution of either the time-dependent Schrodinger
equation (TDSE) or a set of TD self-consistent-field equa-
tions by evolving an initial state forward in time under the
action of a TD Hamiltonian. Experimentally measurable
quantities are then calculated from the wave function in

the asymptotic region.
The motivation for solving these equations on a numeri-

cal grid derives in the main from two sources: (i) A grid
allows great flexibility in describing systems that undergo
rearrangement and/or bound-to-continuum transitions
and (ii) there exist a number of very fast time-evolution
schemes based on discretized Hamiltonians, the choice of
discretization being based upon the physics of the particu-
lar problem under consideration.

The efficient extraction of energy-resolved information
is not, however, straightforward given a grid-calculated
wave function. Projection of the TD wave function onto
states of definite energy requires either the calculation of
these states (as eigenstates of the asymptotic Hamiltoni-
an) or their approximation by an analytic form. In the
general case neither of these alternatives is attractive since
the computation and storage of eigenstates is prohibitive
in multiple dimensions and analytic approximations fail if
the energy region of interest is close to a threshold, or if
the wave function has not yet reached a region where

asymptotic states can be used. In the next section we

present a method for extracting energy-resolved quantities
via a window operator that circumvents these difficulties.
The method is powerful and very Aexible, its resolution
and accuracy being separately specifiable. Following that,
we present results from our first use of the method: an ex-
act calculation of the above-threshold (ATI) spectrum of
hydrogen at 532 nm. These results are quite striking in

their owri right and could not have been easily obtained
without the energy analysis that we outline below.

We assume the general case in which a TD calculation
has resulted in a final-state wave function yf. Labeling
the discretized asymptotic Hamiltonian as Ho, we concen-
trate for the moment on calculating P„(Ek) the total
probability of finding a particle in a final-state "energy
bin" of width 2y (where y is not infinitesimal) centered
about Ek. We do this by defining a window operator,

~'(Ek, n, y) = y'"/l(HO —Ek ) '"+ y—'"1,

which projects onto all eigenstates Im), bound and con-
tinuum, of Ho in the range Ek+ y. The matrix elements
of Wyield an approximation for P„(Ek):

Pt(Ek) = &yfI WI l/rf)

2n

l&yflm)I2
m) (E Ek )2"+ y2"

(2)

As n is increased the shape of the window function in the
large parentheses in Eq. (2) rapidly becomes rectangular
with very little overlap between adjacent energy bins.
Note also that as n is increased the bin width remains con-
stant at 2y. A complete spectrum with a resolution of
=2y is built up by calculating P,(Ek) for a set of Ek
where Ek+ ~ Ek+2y.

The integrated probability over an energy range
E+ hE, hE » y, can be accurately approximated by sum-
ming the calculated values of P„(Et,) that fall within the
energy range. This is useful for determining, for example,
the total probability contained in a particular continuum
resonance. As the bins become more rectangular, the sum
becomes independent of y, meaning that integrated quan-
tities can be calculated with relatively large energy bins.
We find that this property holds quite well already at
P1 =2.

The shape and location of a particular resonance struc-
ture in the spectrum can be found by choosing y to be
smaller than the width of the resonance. Although it
might seem from Eq. (2) that the resolution of our win-
dow function is limited by the (energy-dependent) spacing
between the eigenstates of Ho, which is dictated by the
overall size of the computational grid used in calculating
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yf, arbitrarily fine resolution can be achieved by perform-
ing the analysis on an expanded grid using yf from the
smaller grid. When dealing with bound states, W plays
the role of a line-broadening function, familiar from spec-
tral methods using time-dependent correlation functions.
When y is chosen to be smaller than the separation be-
tween bound states, the location and population of a par-
ticular bound state can be found by fitting to the right-
hand side of Eq. (2) those values of P„(Ek) that fall close
to the bound-state energy.

As important as its fiexibility is the ease with which we
can evaluate the matrix elements of W. We first note that
solving the system

((Ho Ek) +&&' ~ Igk& I Wf& (3)

yields P„(Ek) as y &gklgk&. In this form iterative solu-
tion methods such as conjugate gradient can be efficiently
applied. The vector Igk& provides an excellent initial guess
for finding Igk+ ~&. It is also always possible to factor Eq.
(3) into terms involving only single powers of Ho. For
n 2, for example, we can write

(Ho Ek+&&'y)(Ho Ek —&~'y)leak&-lyf&. (4)
A

This form is particularly suitable when Ho is either exact-
ly or approximately separable. With any of these methods
the work to calculate P„(Ek) for a fixed energy range
scales as 2 "/y.

To calculate energy-resolved features of yf we can ap-
ply the window operator to the wave function itself as

Wyf. Forming the product pk pk, integrating over ir-
relevant coordinates and summing over several adjacent
energy bins, we obtain, for example, angular distributions
for photoelectrons in a narrow energy range.

III. APPLICATION

Recent experimental interest in the photoelectron spec-
trum from atoms in very intense, pulsed laser fields' has
encouraged the use of TD simulations for their study.
This is a regime where the laser-atom interaction is no
longer a perturbation of the field-free atomic states. 23

We have integrated the TDSE for a hydrogen atom in-
teracting with linearly polarized 532-nm photons (2.33
eV). We studied a range of intensities I from 10"to 10'
W/cm using a fourteen optical cycle trapezoidal pulse
with two cycle linear ramps (ten constant cycles). This
gives a bandwidth that is small compared to the laser fre-
quency and has low sideband noise.

The time integration was carried out using a spherical
coordinate finite difference code that employs an angular
momentum decomposition of the wave function. Each an-
gular momentum channel is expanded on a radial grid and
the resulting coupled equations are solved using a
Peaceman-Rachford propagator. In order to contain the
ionized wave function, the grid included radial points up
to 2000 a.u. and partial waves up to I 150 for the highest
intensities. Our results have been checked for conver-
gence with respect to the integration parameters.

Figure 1 is a logarithmic plot of P„(Ek) generated using
n -2, 2y 0.025 eV for I 2X10' W/cm . The analysis
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FIG. 1. Photoelectron spectra P„(Ek& for 532 nm, I 2&10"
%/cm', n 2, 2y 0.025 eV.

was performed after the complete fourteen cycle pulse.
This spectrum is typical of our results. The population
remaining in Rydberg levels, which we observed to vary-
ing degrees at every intensity, is evident below the ioniza-
tion threshold. The isolated bound eigenstates have a
width which is proportional to y. In the continuum there
are a series of ATI peaks up to order S 8 (where S 0
denotes absorption of six photons, the minimum number
necessary to exceed the field-free ionization threshold).
S 0 is closed for intensities above 1.4&10'3 W/cm2 due
to the ponderomotive shift of the ionization limit but the
S 0 peak is still visible in Fig. I as a population in the
upper Rydberg levels. In contrast to the bound states, the
continuum peaks have a width (i.e., the full width at half
maximum) which is equal to the bandwidth of the laser
pulse ( =0.23 eV). The sideband structure on each peak
closely mimics the sideband structure of the trapezoidal
laser pulse. The Rydberg-like substructure seen in short-
pulse experiments' is not found because the linear ramps
of our pulse are too rapid to produce significant excitation
of these transient resonances. In an actual experiment the
atoms in the focal volume of the laser experience a range
of ponderomotive shifts. To make a direct connection to
our single atom calculation it is necessary to average over
calculations at different intensities.

All of the peaks in Fig. 1 are 2 or more orders of magni-
tude above the background. This is remarkable in light of
the fact that the S 8 peak corresponds to the ionization
of less than one part in 10 of the total wave function dur-
ing the pulse. This sensitivity is far beyond that of current
experimental technique. Information about higher-order
ATI peaks may be contained in experimental data on
high-order harmonic generation, if a strong connection
between ATI and harmonic generation can be estab-
lished. s6 The computer time necessary to analyze the
wave function is a few minutes, in contrast to several
hours to obtain yf. At the end of the pulse the I channels
decouple and can be separately analyzed, with a conse-
quent gain in speed. This approach can also be used for
nonhydrogenic (even /-dependent) potentials with no ad-
ditional complications. Previous calculations have shown
that the use of such potentials can provide a good descrip-
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tion of sequential ionization of rare-gas atoms, for which
the most experimental data are available.

Figure 2 is our main result. The partial ionization rate
of all open ATI channels up to a maximum of S =9 are
shown for I=(1, 2, 4, 6, and 10) X 10' W/cm . These
rates were calculated by summing P„(Ek) over the energy
bins under each peak and dividing by the length of the
constant part of the pulse. The partial rates we quote are
insensitive to the pulse length (i.e., adding more constant
cycles to our pulse yields the same partial rates). Thus
our rates correspond closely to what one would calculate
in a standard time-independent approach. To our
knowledge this is the first exact, complete ATI calculation
to span such a wide range of nonperturbative intensities.
At the lowest intensity, 1 X10' W/cm2, we can compare
our calculated rates with modified (to account for the shift
of the ionization limit) perturbation theory (PT) calcula-
tionss as well as to Floquet calculations (for the low-order
rates) and find agreement to about 10%. Above 1 X 10's
W/cm the number of 1's needed to accurately integrate
the TDSE rises very steeply, characteristic of the regime
where PT breaks down. At higher intensities our rates fall
progressively below the perturbative rates. '

The most striking feature of Fig. 2 is that, despite the
fact that the laser-atom interaction is very strong, the
higher-order rates display a near power-law dependence.
This behavior holds well even at 6X10' W/cm but
breaks down by 1 X10' W/cm . The four lowest data
sets may be fit approximately with a simple PT-like form
Rjv =A(oI), where R~ is the partial ionization rate for
the channel corresponding to the absorption of N photons.
In PT, A is a prefactor and o is proportional to a dipole
transition strength, both being a constant independent of
intensity. Our data would indicate a weak intensity
dependence in A and a slow decrease in cr with increasing
intensity. The simple power-law dependence is, however,
broken for the lowest open channel in each case. The de-
gree to which this lowest-order rate deviates from the be-
havior of the higher-order rates is directly proportional to
the distance of the ATI peak from the ionization thresh-
old. Thus the S 0 rate for 1 X10' W/cm falls below
the trend set by S=1-5 and its location is only 0.1 eV

above the ionization threshold. At 2&10' W/cm the
S= 1 rate is in good agreement with the trend of the
higher-order rates and the ATI peak is located 2.2 eV
above threshold. The same pattern is repeated as the
S 1 channel closing is approached in the (4 and 6) x 10'
W/cm runs.

At the highest intensity, 1 && 10' W/cm, over 1% of the
electron probability is reaching the continuum during
each optical cycle, signaling the onset of saturation and
the breakdown of any time-independent treatment. The
first three or four ATI peaks at I X10'" W/cm form a
plateau that is quite distinct from the behavior at lower
intensities. This plateau is reminiscent of plateaus seen in

harmonic spectra from atoms undergoing multiphoton
ionization. s Recently it has been proposed that the pla-
teaus seen in harmonic spectra should have an analog in
ATI spectra. 9

We also calculated angular distributions for each of the
ATI peaks using the prescription outlined at the end of
the previous section. In Fig. 3 the distributions for the
S I, 2, and 3 peaks from Fig. 1 are plotted. These agree
well with experimental results' that used an intensity of
about 1.6X10' W/cm . The S I curve is also in excel-
lent agreement with Floquet calculations for this intensi-
ty. We find the angular distributions of the low-order
ATI peaks narrow with increasing order or intensity but
that this behavior breaks down for higher-order peaks and
higher intensities. The distributions decrease in width ini-

tially as the order is increased, pass through a minimum,
and then broaden at successively higher orders. This be-
havior has been observed in hydrogen. '

We note three features of our results which provide in-

sight into the atom-laser interaction at high-field intensi-
ty. First, all ATI peaks were found to be at their pondero-
motively shifted values until I X10' W/cm . At this in-

tensity the S=1 peak was overshifted by about 0.06 eV
which placed the peak maximum below the ionization
threshold. Second, although the low-order peak widths
were always the same as the pulse bandwidth, at intensi-
ties higher than 2X10' W/cm the higher-order peaks
were significantly broadened. We checked that this was
not an artifact of any of the integration parameters.
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FIG. 2. Partial ionization rates in atomic units. The intensi-
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FIG. 3. Angular distributions for the S=1, 2, and 3 ATI
peaks in Fig. l.
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Perhaps most interestingly, we found that at all intensi-
ties, regardless of the degree of dressing that the electron
underwent during the laser pulse, during the turn-off
phase of the pulse the I distribution "collapsed" back
down into the low partial waves. Thus, although we need-
ed to use 150 I channels to converge the calculation for
I x 10' W/cm, yf contained no meaningful contribution
from I ~ 16.

We have presented an alternative, powerful, and
efficient method for extracting final-state distributions
from TD wave functions which can be very useful in many
areas of physics and chemistry. We applied this method
to the very timely problem of the ATI of hydrogen and ob-
tained the most detailed photoelectron spectra for a real
atomic system ever calculated. The remarkable sensitivity

of our analysis has revealed several novel features of the
ATI spectra which were only briefly mentioned here. A
more complete description which will include additional
calculations at near-resonant intensities is planned to be
the subject of a future publication.
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