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We develop a quantization procedure for treating the propagation of light. This formalism is par-
ticularly effective in a dispersive nonlinear medium characterized by its macroscopic linear and non-
linear polarizability. We demonstrate it by analyzing the propagation of light in a multimode de-

generate parametric amplifier.

I. INTRODUCTION

The recent experiments on nonclassical states of light
have called for a full quantum analysis of the electromag-
netic field.! Surprisingly, whereas this analysis has been
fully carried out for fields inside cavities, there are still
difficulties related to propagating fields, especially inside
a dispersive medium. To our knowledge, this problem
has not yet been solved in a fully consistent quantum
manner for a nonlinear dispersive medium, when many
modes are excited.

The standard method? consists of writing the Hamil-
tonian in a given volume V, and demanding periodicity in
space. For propagating fields, the space evolution is then
replaced by a time evolution, by identifying the time and
space variable by the equation z=ct. The length of the
nonlinear medium is then replaced by an effective interac-
tion time.? ~® This method has two main limitations. The
first one is that, by identifying the space evolution with
time evolution, we lose one variable. As mentioned by
Shen,’ this formalism can therefore describe only steady-
state propagation. The second problem is that this pro-
cedure cannot be applied rigorously to a dispersive medi-
um, where each frequency propagates at a different veloc-
ity.

Another widely successful approach consists of using
an operator form of the classical Maxwell equations for
the fields, and imposing at some stage commutation rela-
tions (CR) for a set of creation-annihilation operators.”°
However, the imposed CR for this set of operators have
not been fully justified with respect to the canonical
quantization procedure, and the physical interpretation
of these operators has not been emphasized.

Our approach aims at presenting a somewhat more
rigorous (even though still phenomenological) basis for
these equations, and at giving a physical interpretation of
these operators. In Sec. II, we present the main ideas of
our approach. We develop the mathematical formalism
in Sec. III for the case of a free field in the vacuum, and
analyze the case of a linear dielectric medium in Sec. IV.
We then turn to the nonlinear case, and treat the com-
bined creation and propagation of light in a degenerate
parametric amplifier in Sec. V. We conclude in Sec. VI.

II. MAIN IDEAS

Let us first identify the tools we have at our disposal.
We work in the Heisenberg picture, and consider, e.g.,
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the electric field £ (z,t) (all our operators shall be denot-
ed by a caret). In all this work we consider only the one-
dimensional case, with fields propagating in the +z direc-
tion only, and with an electric and magnetic fields or-
thogonal to each other and to the direction of propaga-
tion. For notational simplicity, we take the cross section
of the beam to be equal to unity, and drop it in the calcu-
lations. All our operators are therefore defined relative
to a unit cross section.

In quantum field theory, we know that the generator
for time evolution is the Hamiltonian A so that, e.g.,
E (z,t) satisfies the equation of motion

3E(z,t) _

it £y

[E(z,0),H], (1

and the generator for space propagation is the momen-
tum operator, 310

—m%ﬂz[ﬁu,z),@] . @)
These equations are of course correct for any operator,
and therefore give a complete description of the time and
space evolution of the field.

In the usual field theory, we define [in the one-
dimensional (1D) case]

= foLf{(z Yz 3)

where #(z) is the Hamiltonian (or energy) density, and L
is the quantization length. By doing so, we immediately
run into a problem. On the one hand we know that the
time dependence of the field E(z,t) is the same inside and
outside a dielectric medium (the frequency remains con-
stant), and on the other hand we also know that the ener-
gy density of the field changes, so that A should depend
on the medium. To solve this problem, Abram"'® sug-
gested changing the quantization volume accordingly, so
that A would remain constant. This approach runs into
trouble when the refraction index depends on the fre-
quency, so that each mode should be quantized in a
different volume.

Our approach is based on the fact that, whereas the en-
ergy density depends on the medium, the energy flux, i.e.,
the flux of the Poynting vector, does not. This leads us to
the realization that the important quantity seems to be
the flux, and not, as is usually assumed, the density. This
point has been already emphasized by Abram!® and by
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Caves and Crouch.” Surprisingly enough, the classical
theory is in agreement with this point. Indeed, the classi-
cal analysis of nonlinear effects like second harmonic gen-
eration or parametric down conversion'! shows that, in
order to obtain simple equations of propagation, it is use-
ful to introduce a quantity proportional to the photon-
flux amplitude (its square is proportional to the photon
flux). Remembering that the phenomenological approach
that consists of taking the classical equations and quan-
tizing them’~° is indeed very successful in analyzing the
experiments, we shall take this fact as a starting point,
and define, e.g., our Hamiltonian in terms of the flux of
energy.

Since we still need a Hamiltonian that describes an en-
ergy, we have to define it by the integration of the energy
flux at a given point z, over a given time 7. Therefore
the second main point of our approach is to replace the
space integration of a density over a given quantization
length L by a time integration of a flux over a given time
T. This means that, instead of demanding space periodi-
city of the fields, we shall demand time periodicity.

The third point of our approach is based on the fact
that, as mentioned above, whereas the wave vector of a
monochromatic field does depend on the medium, the fre-
quency does not. Therefore, instead of writing the field in
terms of spatial modes and time-dependent mode opera-
tors, we shall write it in terms of temporal modes and
space-dependent mode operators. The advantage is that
the temporal modes remain the same inside or outside a
dielectric medium, and that the space evolution of the
mode operators can now be obtained by means of the
momentum operator. Indeed, this seems to be more suit-
able to the propagation problem: we define all the quan-
tities at a given plane z =z, for all times, and try to ob-
tain the propagation towards z =2 z,. Let us now formal-
ize these principles, and show that they indeed enable us
to give a quantum-mechanical description of the propa-
gation.

III. QUANTIZATION IN THE VACUUM

As a first step, let us quantize the field in the vacuum,
to show that our method is consistent and that we recov-
er all the known results. We shall then use it in a linear
dielectric medium, and later in a nonlinear one.

Instead of quantizing the field in a large volume V (or
in the 1D case in a large length L), and demanding spatial
periodicity, we assume a time periodicity T of the field (T
should be much larger than any relevant time, and will be
taken to infinity at the end of the calculations). Then, in-
stead of writing the field in terms of spatial modes (thus
performing a Fourier analysis of the space variable z into
wave vectors k,,), we write it in terms of temporal modes
(perform a Fourier analysis of the time variable ¢ into
discrete frequencies o,,, where w,, =2mx/T). We spe-
cialize to the case of plane waves propagating in direction
+z only, with an electric and a magnetic field orthogonal
to each other and to the direction of propagation, and for
simplicity treat them as scalars. The electric field can be
written as

Ez,)=Ez,0)+E' " z,1),

where
#Q 1/2
E<+)(Z,I)=E > CmT [a(z,wm Je zwmt]
m 0
and
ETNz,0)=E z,0)", @)

where @(z,w0,,) and their conjugates form a set of local-
ized creation and annihilation operators [instead of the
usual @(k,,,t)]. In this equation, the cross section of the
beam should be introduced in the denominator to obtain
to usual units for the electric field. For notational simpli-
city, and since we have chosen the cross section to be uni-
ty, we discard it in this and all other equations. By using
these operators, we go from the usual initial-condition
approach to the quantization to a new boundary-
condition approach, which is the analog of the classical
theory.!?
We also write the magnetic field

h(l)m 172 1
c

2epcT
Following the classical theory, we now write the normal
ordered Poynting vector

Biz,n)=3 [a(z,0,)e “"'+H.c.].

m

(5)

S(z,t)=ui[1?")(z,z)§‘+’(z,t)+H.c.]z, (©6)
0

where z is a unit vector in the z direction. Since we took
the cross section of the beam to be unity, the intensity of
the Poynting vector gives the energy flux

S(z,t)= S %(wmwmr)’/z

m,m’

(o

mem LY e, 1,
v

X[a T(z,a)m Ja(z,w,, e

and after integration over the period 7, we obtain the
Hamiltonian

ﬁ(z)zft

= (#,,)2 (z,0,,)2(z,0,) . (8)

to+T
S(z,t)dt

0

Let us emphasize that, since all the frequencies are multi-
ples of 277 /T, we do not need to take the limit T— o at
this stage. Indeed, as in the usual case with the space in-
tegration, the period T has to be kept when working with
the operators, and the limit can be taken for physical
quantities (quantum averages).

The interpretation of Eq. (8) is now straightforward.
The operator

N(zp,0,,)=8 (29,0, )8(z0,,,) 9

is the number operator of the photons of frequency w,,
going through the plane z =z, during a period 7. Multi-
plying each operator N (z9,w,,) by the corresponding en-
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ergy of each photon, and summing over the frequencies
gives the total energy going through the z, plane during
the period T. The @ T(z,wm) and @(z,w,, ) are therefore
the creation and annihilation operators creating or an-
nihilating one phonon of frequency w,, at point z during
the period 7. We now state the equal-space commutation
relations (ESCR):

[a(z,0,),8 (z,0;,)]=8,; (10)

(these ESCR have already been used by Caves and
Crouch®). In order to relate our approach to the canoni-
cal quantization procedure, we have to check that these
ESCR are consistent with the usual equal-time commuta-
tion relations (ETCR). We shall do this in Sec. IV for the
more general case of a field in a dielectric medium. The
operator @ T(z,a),-) can now be applied to the vacuum in
order to create various states. For example, the state
6T(zo,w,»)|0) is the plane wave in which one photon of
frequency w; goes through the plane z=z; during the
period T. It is therefore an eigenstate of N(z,,w;) with
eigenvalue 1. In this respect, even though the operator is
taken at z=z,, this photon is not localized at z,, which
would be in contradiction with the fact that it also have a
well-defined frequency, but is delocalized over the length
L =T, exactly as in the usual approach. In a fashion
completely similar to the usual case, we can also create
multimode states, coherent states, etc. The difference is
that the |n ) state, for example, is not interpreted as n
photons in a given volume V, or rather in our case in a
given length L, but as n photons going through a given
plane during time 7. Of course, in the vacuum, the two
interpretations are equivalent once we write L=cT.
However, we shall see that the new interpretation is
much more useful in a dispersive medium. It is now
straightforward to check that the CR [Eq. (10)] lead to
the correct Heisenberg equations of motion, for example,
indED) g0 A
ot

For future use, we can also define a photon flux ampli-

tude,

e(z,1)=73 7/17[6(2,% e “m'+H.c.], (11)

and a photon flux operator,
T(z,t)=e'z,t)e T Az,1) . (12)

We shall use these operators in the analysis of the detec-
tion process. Of course, we immediately find the relation-
ship with the number operator:

Ne)=["Tdi=3 Niz0,), (13)

where N(z,®,,) is defined in Eq. (9).

To find the spatial equations of motion, we now have to
define the momentum operator. Following the same ap-
proach for the Hamiltonian, we shall define it as the
momentum flux, integrated over the period 7. The
definition that is relevant for quantum optics is the Min-
kovski one:'” classically the momentum density is
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p(z,t)=Dl(z,t)XB(z,t), where D(z,t) is the electric dis-
placement field and is given by D(z,¢)
=¢yE(z,t)+P(z,t), P(z,t) being the polarization of the
medium. In the vacuum, of course, the polarization be-
ing zero, D is just proportional to the electric field, but
we shall write the momentum in terms of D in order to
facilitate the transition to a dielectric medium. Quantum
mechanically, we write the normal ordered momentum
density operator

g(z,1)=[D z,t)B ' *(z,t)+H.c.]z (14)

(z is again a unit vector in the z direction), and the
momentum flux is therefore

§(z,t)=[D " Az,1)B‘*Az,t)+H.c.]c . (15)

We can also write it in a more general form, which will
remain correct in a dielectric medium:

g(z,0)=[D""z,0)E " z,t)+H.c.]. (16)

Similar to the Hamiltonian, its integration over T gives
the momentum operator G(z):
to+T

0 A
G)= [~ glzndr . (17
In the vacuum, ﬁ=eoﬁ, and using Egs. (4) and (5), we
can easily perform the integration and obtain

G(z2)= 3 (#k,a (z,0,)8(z,0,) , (18)
where k,, =w,, /c is the wave vector. As with the Hamil-
tonian [Eq. (8)] the interpretation of G(z)is straightfor-
ward: the number of photons times their momentum,
which gives the full momentum of the field.

For our formalism to be consistent, the ESCR [Eq.
(10)] need to be conserved. This can be easily checked,
but we shall postpone it till the next section, where we
shall treat the case of a linear dielectric medium, the vac-
uum being just a particular case thereof.

IV. QUANTIZATION IN A LINEAR
DIELECTRIC MEDIUM

We now turn to the case of a linear dielectric medium.
In this medium, the operators @(z,w,,) and 6*(2,(0,,, ),
which are related to the flux, do not change (if there is no
reflection at the boundary, the photon flux is the same in-
side and outside a dielectric medium). However, the field
operators do change according to the refraction index
n(w,) of the mediumi0 (classically, we have
E,,=E,,/V'n, b,,=B,,V'n, n being the refraction in-
dex) and we obtain

172
fiw

PN m >ia)mt
E(z,t)—% m [a(z,w,,)e +H.c.],
ﬁwmn(wm) 12 —iumt
E(Z,I)zz —’*2:‘;?]:—‘ [a(z,0,,)e +H.c.],
m 0
(19)
) o, g |V
t = —_—
“ g’ 2cTn(w,,)

Xn(w,)a(z,o, )e_iw'"'-i-H.c.] .
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Since the Poynting vector in the dielectric is the same as
in the vacuum, the Hamiltonian H(z) [Eq. (8)] remains
the same. This is in full agreement with the known fact
that the frequency of the light in a dielectric medium is
the same as in the vacuum. We now turn to the momen-
tum operator @,(z) (the index / meaning a linear medi-
um) [Egs. (16) and (17)], and after straightforward calcu-
lation obtain

G/(z)="3 (#ik, )2 '(z,0,)a(z,0,,) , (20)

m

where now k,, =n(w,, Jw,, /c is the wave vector in the
medium. The expression for G,(z) in the dielectric medi-
um is exactly the same as in the vacuum, with only a new
definition of the wave vector.

It is now easy to check that the ESCR are conserved.
We use the equation for space propagation [Eq. (2)], and
get

a ﬁ[ Z,(Ui Uz I K;a\z,w;), ( )
SO that

9 t _
E[a(z,w,. ),a8 (z,0;)]=0 . (22)
Integrating Eq. (21), we obtain the z dependence of the
operator @(z,w; ):

2(z,0,)=8(0,0,)e" " , (23)

and use it to calculate commutation relations at different
points:

ik, (z—2")

[8(z,0,),8 '(z',0;)]=8, ;e (24)

Another important test for our approach is to check
the consistency with the canonical quantization pro-
cedure. In a dielectric medium, the two canonical conju-
gate fields are the vector potential A(z,z) and
—l'j(z,t).13 Therefore, we now write the vector potential
operator (classically E=—0A /dt)

S B
2epcTo, n(w,,)

172
Az,0)=(—-)3

m

X[a(z,0,)e “"'—H.c.], (25)

and use it to calculate the ETCR of the two conjugates
fields. Using Egs. (19) and (25), and the CR for the
creation and annihilation operators at different points
[Eq. (24)], we easily obtain

[ﬁ(z,t), —ﬁ(z’,t)]=[;1\ (“Nz,t),—D iz, 0)]
+[A4 Az, ), —D Tz, 1))

ik, (z—2")

) n(w,,)
=lﬁ2 —;T—e (26)

By taking now the limit 7 — oo

1 1
T%-—»}ﬁfdw, 27)

we obtain
[A(z,1),—D(z",1)]=i#d(z—2") , (28)

which is the canonical ETCR for the one-dimensional
case. This approach, consisting of assuming a set of CR
for the creation and annihilation operators, and deriving
from it the canonical ETCR is widely used in quantum
field theory. The difference is that, since we use localized
creation and annihilation operators, we assumed a set of
ESCR for these operators, and derived the canonical
ETCR. This shows that our quantization procedure is
consistent with the canonical procedure, at least in the
linear case. It can be used to calculate propagation prop-
erties of nonclassical light in a linear medium. One has
to specify the state at an initial point (e.g., z=0), and it is
then possible to calculate any quantum average at any
other point. This is in agreement with Maxwell’s equa-
tions: knowing both the electric and magnetic fields at
the boundary is enough to determine the evolution of the
electromagnetic field. Let us emphasize here that, since
we are working in a Heisenberg-like picture, all the space
and time dependence is in the operators. Another impor-
tant point is that this formalism can accommodate explic-
itly time-dependent problems (pulses), but combining, at
the initial point, states with different frequencies.

To demonstrate the use of this approach for nonlinear
interactions, we now analyze the generation and propaga-
tion of light in a degenerate parametric amplifier.

V. QUANTIZATION IN A
NONLINEAR MEDIUM

To treat the nonlinear case, we have to rely on further
approximations. By developing the field into temporal
modes, we assume a priori that the time dependence of
each mode is known, and is not changed by the interac-
tion. Moreover, we still describe our various fields by
Egs. (19) and (25), which means that the relationship be-
tween the fields at a given point is still given by the linear
polarization only. The nonlinearity therefore only cou-
ples various temporal modes, and influences their propa-
gation properties. This corresponds to the slowly varying
approximation that is used in the classical treatment of
wave propagation, and is therefore correct only for small
nonlinearities.

To treat the parametric amplifier, we first separate the
field into two parts: the pump field &(z,¢)
=%(|é’|e Hept k"Z)+c.c.) is taken as a monochromatic
nondepleted classical field, of frequency ®,, and the
down-converted field E (z,t), which is nonmonochromat-
ic but centered about the frequency wy=w), /2. This im-
plies that the nonlinear crystal satisfies the phase match-
ing condition at wg: n(w,)=n(w,) (as shown later, the
bandwidth will be fixed by phase mismatch at frequencies
away from ;). The Hamiltonian operator is still given
by Eq. (8), so that the time evolution of the fields at a
fixed point remains the same. The momentum operator,
however, changes, due to the nonlinear polarization add-
ed to the displacement field ﬁ(z,t ). In our case, we con-
sider only the second-order polarization (classically
P?=y2EE, where x¥'¥ is the second-order nonlinear
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polarizability). Therefore, the positive-frequency part of
the polarization that will contribute to the displacement
field of the down-converted light is

Bz, ) =26 z,0)E Tz,1) .

From Eq. (16), we now obtain the nonlinear part of the
momentum flux operator:

8.z, =xP[6 M z,0)E " Nz,0)E T )z,t)+H.c.],
(29)

and integration over ¢ gives the momentum operator
[Egs. (17) and (19)]:

e,
én[(Z)z 2 4

m

(a'(z,w,+e€,,)

ik
xa (z,w0y—€,)e " +H.c.],

1/2
wytE,, W= €,

_ X(2)|G|
Mem)= €C n(wg+e,) n(wy—e,,)

(30)

is the coupling constant between the different modes (all
the frequencies are, of course, integer multiples of 27 /7).
We can now add the linear and nonlinear parts, obtain
the full G(z)=G,(z)+G,,(z), and use Egs. (2), (10), (20),
and (30) to calculate the space dependence of, e.g., opera-
tor @(z,wyte€,,):

3a(z,0q+€,,)

32 =ik(e,,)a(z,wytE€,)

l}\.(é‘ ) i
e a tz,w—e,,) (31)

where k(¢,,) is the wave vector at frequency w,+€,,, and
we used the fact that A(e, )=A(—¢,,). This equation is
similar to the one obtained by Caves and Crouch,’ and
used by Crouch! in his analysis of a parametric
amplifier. Our derivation of this equation is based on the
use of the momentum operator, and can be better justified
in terms of standard quantum theory. Equation (31) is
also analogous to the classical equation of propagation in
a parametric amplifier obtained by Yariv for two
modes.!! Here we have an infinity of modes, but they are
only coupled two by two (wy—e€,, with wy+e€,,). An in-
teresting point is that, even in the classical treatment of
Yariv,!! it was found more convenient to work with pho-
ton flux amplitudes. The main reason is that, with this
choice, he obtained A(€,, )=A(—¢,, ), which made the in-
tegration of the coupled differential equations easier. In
the quantum case, this equality has much more meaning,
since it is the condition for the conservation of CR [Eq.
(10)] along the z axis, which is necessary for the con-
sistency of the quantum model, and which is very
easily obtained from Eq. (31). To solve Eq. (31), we
need to introduce the phase mismatch

Ak(e, )=k, —k(e,, ) —k(—¢,,) at frequencies away from
the central one w,. We find

2
+COOM

on
==
@ awz

Ak(Gm)z'— %0

c

€m
l —_—, (32)
Do

and, after straightforward integration,!! obtain
a(z,0qte€,,)=[ulz,€,)a3(0,0,+€,,)
+iviz,€,,)a 1(0,0,—¢,, )]

i[Ak(e, )z/2+k(€, )z]
e

X , (33)

where u(z,e€, ) and v(z,€,,) are defined differently ac-

cording to the value of ¢,. For ¢, satisfying
AMe,, )= |AK (€,,)|, we have
(2,6 )=coshs (e 12— i sinhis e,
u(z,€,, )=coshs(€,, )z —i 25(e,) sinhs(e,, )z ,
Ale,,) .
vz,€,)= sinhs(e,, )z , (34)
2s(€,,)

and
s(€,)=1[|A(€,, *—Ak(e, |12 .

The definitions are completely similar in the case
Me,, ) <|Ak(e,,)|, with only the replacement of
coshs(e€,, )z and sinhs(e€,, )z by coss(€,, )z and sins(€,, )z.
It is easy to check that |u|>—|v|*=1, so that these equa-
tions describe the well-known Bogoliubov transformation
for squeezing. The down-converted field is therefore in a
multimode squeezed state. We immediately see from
Egs. (33) and (34) that when |Ak (€, )| >>A(€,, ), the cou-
pling between the frequencies wy+¢€,, and wy—e€,, is
negligible, so that the corresponding modes evolve as in a
linear medium, with no amplification. This justifies our
assumption that the phase mismatch at frequencies away
from o, fixes the bandwidth of the down-converted field.

To check the consistency of our approach in this case,
we can again calculate the ETCR for the two conjugates
fields, ﬁ(z,t) and —ﬁ(z,t ). The calculations in this case
are somewhat cumbersome, and we outline them in the
Appendix. The result is that, in the slowly varying ap-
proximation, the ETCR are still verified, so that our ap-
proach is still consistent with the canonical quantization
procedure.

To obtain experimental results, we now have to link
the fields inside the crystal to the fields at the detector.
Following the usual approach in quantum optics,>%!* we
assume that our detectors respond to photon flux, and
not to energy flux, and therefore use the photon-flux am-
plitude operator @(z,t) defined in Eq. (11) and the
photon-flux operator I(z,t) defined in Eq. (12), whose
average at the detector gives the intensity. Since these
operators are written only in terms of the creation and
annihilation operators, their expression is the same inside
and outside the medium (conservation of the flux), and
therefore all the averages at the detector can be also tak-
en at the end of the crystal. We now specialize to a non-
linear crystal of length /, with only the strong pump input
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(the down-converted light is therefore in the vacuum
state). We neglect reflections at the end of the crystal,
and also any losses during the propagation to the detec-
tor. Using Egs. (12) and (33), we obtain the intensity at
the detector:

2 -1 2
(0lf,0l0) == [dentl,e)?, (35)

where we now have taken the limit
(1/T)3,, —(1/27) [de.

The quantum properties of this light are best analyzed
by means of a standard two-port homodyne detection
scheme,!” where the light is mixed at a beam splitter with
a strong coherent local oscillator (LO) &(z,t) of frequency
@, the photocurrents obtained in the two branches are
subtracted, and a frequency analysis of the resulting
current is performed. A slight difficulty here is that the

phase of each frequency of the squeezed light is different,
J

(¢ e e +m)) (e e +me )

so that we cannot assume that the usual homodyne detec-
tion scheme measures a given quadrature of the field (the
relative phase of the local oscillator depends on the fre-
quency). We can, however, use our approach,'” linking
the noise in the detectors to various averages of the field.
We assume a strong local oscillator with infinite coher-
ence time, detectors with unity efficiency, and discard the
propagation from the parametric amplifier to the detec-
tors by taking equal optical lengths for both paths. In
this case, the noise in the photocurrent is given by Eq.
(13) of Ref. 15:

NXn)=N3[1+y(n], (36)

where N(7) is the noise at frequency 7, N, is the stan-
dard quantum limit (SQL), and y(7)= [gs(1)e ~"d T is
the Fourier transform of the correlation function gg(7)
given by

e e +7m)) (e e+ )

(2)(

gs (1)=

ETAET 1))

In this equation, the squeezed field is taken at the end of
the crystal, and we did not write explicitly the space pa-
rameter. The correlation function gg(7) is normalized
with respect to the LO strength, so that the LO enters
only via the phase @y :

(e ()t +7)) _iegtapr+2e)
(e ,
(i (t)e' (1)) 38)
(e AP +7)) _ —2ieyr

A1)

We now have to calculate the two two-time averages of

o

I
w

1
(=]

NOISE POWER (dB)

1
(o]

FREQUENCY (n/6)

FIG. 1. Noise power as a function of the frequency 1. The
dotted curve is obtained by fixing the phase of the LO so as to
get a minimum at 7=0. The solid curve is the absolute
minimum, obtained by varying the phase of the LO according to
the frequency of analysis. The parameters are the following:
Al=1, where A is the coupling constant, taken as independent of
the frequency [Eq. (30)], and [ is the length of the crystal; 8 is
the frequency scale of the spectrum, and is defined by
Ak(€)=—A(€/5)* and Eq. (32).

+c.c. (37
TN Ue)) e )

I

the squeezed light. Using Egs. (11), (33), and (34), and re-
placing the sum by an integral as in Eq. (35), we obtain

<é‘“’(r+T)@‘“m>=zifv(z,eﬁe"“%*""de ,
mw

(39)
<@(+)(I+T)@(+](t)>

—i[2w01+(wo+e)rvkpl]

-
iy fy(l,e)v(l,e)e de

It is now easy to calculate g¢(7) and its Fourier transform
y(n):

=2l —2l,mivil,n)
Xsin[ 20 +6(1,m)+k,I1, (40)

where @| g is the phase of the LO and 6(/,7) is the phase
of u(l,m). We recover the well-known result that the
noise can be reduced under the SQL by an adequate
choice of the LO phase. We analyze this more precisely
in Fig. 1, where we draw the noise power as a function of
the frequency of analysis 7. If we fix the phase of the LO
so as to get a noise minimum at 77=0 (dotted line), the
phase differences between the different frequencies of the
squeezed light reduce the noise-reduction bandwidth. It
is, however, possible to obtain a noise reduction over a
broader bandwidth (solid line) by changing the phase of
the LO according to the frequency of analysis, so as to
remain at the minimum. The same type of curve (solid
line) has been obtained by Crouch,'* by using the usual
interpretation of homodyne detection in terms of the field
quadratures.

VI. CONCLUSION

In this work we have presented a new formalism that
describes in a full quantum-mechanical way the propaga-
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tion of light in a linear and nonlinear dispersive medium.
In the slowly varying approximation, this formalism is
consistent with the canonical quantization procedure.
We have demonstrated its efficiency by analyzing the de-
generate parametric amplifier, and finding the noise-
reduction properties of the emitted light. The main
drawback of this formalism is that it is for the moment
restricted to one-dimensional problems. Work is current-
ly under way to try to extend it to the three-dimensional
case. We hope that this approach can be used in many
other cases dealing with propagation in quantum optics.

APPENDIX

Here we outline the calculations of the canonical
ETCR in the parametric amplifier. We assume that at
each pomt the two conjugate fields 4(z,¢) and —D(z,t)
are still given by Egs. (19) and (25), and use the expres-
sion for @(z,w,te€,) given in Eq. (33) in order to
calculate the CR. We need to calculate two
kinds of terms: [A4 ~)z,t),—D *)z’,t)], and also
[4FXz,t),—D *)z',t)]. This second term is identi-
cally zero in the linear case, but here it is not necessarily
so, since durmg the propagation the @ operators get
mixed with a ' operators. However, since both operators
are positive-frequency ones, this term has a very rapid
time dependence (at 2w,), and therefore does not contrib-
ute to the commutator. After straightforward calcula-
tions using Egs. (19), (25), and (33), we obtain for the first
term

[4'7z,0),—D ' Pz',0)]

n(a) :k(s Nz—2z")

A fe (z=z0e " ,

2T <

(A1)

where f e, (2 z') is again deﬁned according to the value
of €,, [as in Eq (34)]. For A(€,,) > |Ak(€,, )|, we have
fe (z—2')= |coshs(e,, )(z—2")
Ak(e,) . hs(e X N
zzs(em)sm s(e, Nz—z
e —i[Ak(e,, )/2)(z—2") : (A2)
where Ak(e€,,) and s(€,, ) are defined in Egs. (32) and (34),

respectively. For A(€,,) <|Ak(e,, )|, the expression is ex-
actly similar, with only the replacement of cosh and sinh
by cos and sin, respectively. We now take the usual limit
T — » [Eq. (27)], and obtain

[4 7 Az,t),—D iz, 0)]

i
2

ffe(z_z,)eik(e)(z~z’)dk , (A3)

2

where k(e)=n(€)w/c. It can easily be shown that
felz—2z') is a very slowly varying function of €, so that it
can be approximated by its value at e=0 and taken out of
the integral. The final result is therefore

—ﬁﬁ(z -z'), (A4)

—D Pz n]= >

[4 7 z,0),
so that the overall ETCR is still given by Eq. (28). The
fact that the ETCR can be recovered only approximately
is a bit unsettling, and is probably due to the various ap-
proximations we had to use.
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