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Measurements of the differential and total cross sections for production of free electrons are re-
ported for collisions of 66.7-350-keV/u C* ions with He. The experimental data are compared
with theoretical calculations that include electron emission from both target and projectile using the
classical-trajectory Monte Carlo method and the independent-electron approximation. Good agree-
ment is observed between theory and experiment, and structures appearing in the electron spectra
can be explained in terms of either, or both, target and projectile ionization.

I. INTRODUCTION

Ionization of atoms and molecules produced by col-
lisions with fast charged particles plays an important role
in such diverse fields as fusion energy, atmospheric and
astrophysical sciences, and radiation biology. Study of
the energy and angular distributions of electrons ejected
in these ionizing collisions provides detailed information
on the interaction mechanisms. An extensive literature
has been established regarding the cross sections for elec-
tron emission by light ion impact; see, for example, re-
views by Toburen,! Berényi,” Stolterfoht,* and Rudd.*

Although the first measurements of the -ejected-
electron spectra resulting from bare-ion impact were con-
ducted more than 25 years ago, the theoretical under-
standing of these collisions is still progressing. For high
impact velocities (v) and small projectile charges (Z,) the
electron spectra are found to be well described, except for
very small ejection angles, by the first Born approxima-
tion for direct ionization.>® More specifically, the first
Born approximation provides reasonably good results
when (v/vg)/Z,>>1 a.u., v, being the initial orbital ve-
locity of the target electron. When this condition is not
satisfied, the first Born approximation fails in accurately
predicting the angular distributions of the ionized elec-
trons. Under such conditions, it is necessary to resort to
more elaborated theoretical models which go beyond
first-order approximations and describe ionized electrons
as electrons in the continuum of the combined target-
nucleus—projectile Coulomb field (i.e., so-called two-
center treatments).” !> So far, theoretical models such as
distorted-wave approximations’® or classical-trajectory
Monte Carlo (CTMC) methods'"!? have successfully
been utilized for bare ions with impact velocities as low
as (v/vg)/Z,=1a.u.

Our theoretical understanding of collisional ionization
involving ions that carry bound electrons (clothed ions),
or neutral projectiles, is at a much more primitive stage
of development, even though the first measurements of
doubly differential cross sections for electron emission for
clothed-ion impact were conducted more than 20 years
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ago.'>!* The basic features of the electron spectra result-
ing from interactions of high-energy clothed ions with
atomic and molecular targets were first identified in work
by Wilson and Toburen,'® Burch, Wieman, and Ingalls, '®
and Stolterfoht et al.'’

In general, there has been a lack of theoretical studies
that consider electron emission from both target and pro-
jectile at intermediate impact energies [i.e., (v/vy)/Z,
~1 a.u.]. At high impact energies and for collision sys-
tems involving He™ projectiles and noble gas targets, cal-
culations using the first Born approximation have been
reasonably successful.'® 2% Similar calculations, howev-
er, have not been conducted for more complex ions. At
low impact energies [i.e., (v/vy)/Z, <1 a.u.], experimen-
tal data have been interpreted in terms of molecular pro-
motion models.?! "3 These models provide qualitative
information about the shape of the spectra of ejected elec-
trons, but little information regarding the absolute mag-
nitudes of the cross sections.

In this work, we extend the two-center CTMC tech-
nique to include both target and projectile electron emis-
sion within the independent-electron approximation.**
The results obtained with this model are compared to
present experimental measurements of the electron-
emission cross sections arising from collisions of
66.7-350-keV/u C* ions with helium atoms (i.e., 0.97
<v/vy<2.21).

II. EXPERIMENTAL TECHNIQUE

A. Apparatus

The energy and angular distributions of electrons eject-
ed in C* +He collisions were measured for ions in the en-
ergy range 66.7-350 keV/u. The electron energy spectra
were obtained using an electrostatic energy analyzer that
could be positioned at electron-emission angles from 15°
to 130°. The experimental technique used in this work
was described previously for studies of electrons emitted
in low-energy proton collisions?® and will be only briefly
discussed here. For the present studies carbon ions were
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obtained using a 2-MV tandem electrostatic accelerator
injected with negative ions from a sputter source. Gas
stripping was employed in the accelerator high-voltage
terminal to convert the negative ions to positive ions for
the second acceleration stage. After acceleration, ions
were magnetically analyzed for charge and energy before
entering the collision chamber through a series of colli-
mators. The entrance collimation system included a
biased collimator for suppression of electrons formed in
ion-beam slit-edge scattering. The beam transport system
was pumped to approximately 1077 torr to reduce the
probability of charge transfer from interactions of the ion
beam with residual gas atoms. This, plus the relatively
short path length through the target gas, served to mini-
mize charge-state contamination in the transmitted beam.
That no corrections for charge-state contamination were
required was confirmed by yield measurements in which
the path length for ion transport was reduced by approxi-
mately a factor of 2 with no change in the derived cross
sections.

A schematic drawing of the apparatus used in the mea-
surements is reproduced in Fig. 1. The collimated, ener-
gy and charge selected, ion beam was passed through a
diffuse atomic helium beam and collected in a shielded,
biased Faraday cup. The atomic beam target was pro-
duced by diffusion of helium gas through a microchannel
plate. The microchannel plate was approximately 1 cm
in diameter, 1 mm in thickness, and contained channels
with a length-to-diameter ratio of 100. Helium gas was
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introduced above the microchannel plate at a pressure of
1 torr maintained by monitoring with a capacitance
manometer that provided feedback control to a motor
driven gas inlet valve.

Electrons ejected in ion-atom collisions were energy
analyzed by a cylindrical mirror electrostatic energy
analyzer and detected by a continuous channel electron
multiplier. The detection efficiency of the electron multi-
plier for electrons with energies from 15 to 600 eV was
taken as 99% followed by a linear decrease to 75% at
2200 eV.?® The solid angle subtended by the analyzer col-
limation was approximately 10~ * sr. The voltage on the
electrostatic analyzer was controlled by an on-line com-
puter which also recorded the electron yield for a preset
number of collected ions.

Magnetic fields in the vicinity of the interaction region
were reduced by housing the entire collision chamber in a
double-walled magnetic shield. This shield and a set of
Helmholtz coils reduced the magnetic fields to less than a
few mG in the collision region. Stray electric fields from
static charge buildup and/or variations in surface poten-
tials were reduced by coating exposed surfaces with col-
loidal graphite.

An example of the raw data obtained for electron
yields as a function of ejected-electron energy is shown in
Fig. 2. This display of the number of electrons detected
at a given energy per 6.2X 10!! transmitted carbon ions
shows the rapid decrease in electron yield with increasing
emission angles. Plotted in this manner the electron yield
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FIG. 1. Schematic drawing of the experimental system.
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FIG. 2. Yield of electrons for 6.2X 10'" ions per energy point
as a function of electron energy. The vertical axis is proportion-
al to the product of electron energy and emission cross section.
The largest yield is for electron emission into 15°. Decreasing
yields represent electrons emitted at angles of 20°, 30°, . . ., 130°.

is proportional to the emission cross section multiplied by
the transmitted electron energy (the transmission of an
electrostatic analyzer is proportional to the electron ener-
gy), which clearly illustrates three of the basic features of
the emission spectra. The peak at approximately 180 eV
(the energy scale is nonlinear at the lowest, E <20 eV,
and highest, E > 900 eV, energies) results from ionization
of the incident carbon ion. Owing to the kinematics of
the ionization process in the projectile frame of reference
and the transformation to the laboratory reference frame
these electrons are observed at approximately the same
energy for all emission angles and form the “‘electron loss
to the continuum” (ELC) ridge.

The second peak, occurring at about 600 eV in the 15°
spectrum and at smaller energies for larger angles, is the
“binary encounter” peak associated with electrons eject-
ed by direct collisions between the carbon ion and elec-
trons of the helium atom. This peak is observed at small-
er electron energies as the emission angle is increased,
obeying the classical kinematic scattering relationships,
i.e., Rutherford scattering of the carbon ion from a
“free”” electron. The peaks at the upper end of the spec-
tra result from Auger electron emission following col-
lisionally induced K-shell vacancy production in the car-
bon projectile. The energy of the Auger transitions is
Doppler shifted to higher energies when observed in the
laboratory owing to the projectile velocity. The data
shown in Fig. 2 were all normalized to 6.2X 10! C* jons
per channel for comparison of relative yields. In prac-
tice, data for the larger angles, where yields are small,
were accumulated for greater numbers of transmitted
ions in order to obtain adequate statistics for reliable
cross-section analysis.

B. Data analysis

The use of an atomic beam target in this work makes
direct conversion of the yield measurements to absolute
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cross sections based on experimental parameters imprac-
tical because the target density profiles are unknown.
Therefore, to place the relative yields on an absolute
basis, separate measurements were made using the
present directed gas target for 1.5-MeV protons where
previously published absolute cross sections were avail-
able.’’” These data were used to obtain a calibration fac-
tor relating the relative electron yield to the absolute
cross sections under experimental conditions identical to
the carbon-ion measurements. In principle, it is neces-
sary to obtain calibration factors for each angle investi-
gated because the path length of the ion beam and the gas
density viewed by the collimated electrostatic analyzer
vary with electron-emission angle. In the present work
the angular response of the system was determined from
measurements of the intensity of the K Auger electrons
emitted in proton excitation of the K shell of molecular
nitrogen; these Auger electrons were assumed to be emit-
ted isotropically. Calibration spectra for H" +He col-
lisions taken at several angles were in excellent agreement
with the angular distributions derived from the Auger
measurements.

To provide confidence that the calibration constants
chosen to place the relative electron yields on an absolute
scale were appropriate, the derived cross sections were
compared to independent measurements of both total
electron-emission cross sections and carbon K-shell ion-
ization cross sections. Total electron-emission cross sec-
tions were obtained from coincidence measurements
made in our laboratory for the yield of target ions pro-
duced by direct and charge-transfer ionization involving
charged particles in the energy range from a few hundred
keV to 2 MeV; the experimental technique has been de-
scribed by DuBois.?®?’ Such data provide a measure of
the total yield of electrons emitted in ionizing collisions
by summing the number of electrons released in each col-
lision channel. Data have been obtained for 0.36-, 0.7-,
and 1.4-MeV N7 ions in which total cross sections for
single and double ionization of helium were measured for
direct ionization, electron capture plus target ionization,
and single and double electron loss from the projectile
simultaneous with target ionization. Similar data are
available for direct ionization and capture plus ionization
by C* ions with energies of 0.4, 0.9, and 1.8 MeV. Using
the N results as a guide, we have estimated the projec-
tile electron-loss contribution to the total electron pro-
duction cross sections for C* ions. Total electron pro-
duction cross sections derived from these measurements
are compared to total electron production cross sections
obtained by integration of the doubly differential data in
Fig. 3 and in Table I. Excellent agreement is observed
between the different methods of obtaining the total
yields. Error bars reflect the estimated uncertainties as-
sociated with the various assumptions made in the
analysis. In the analysis of electron yields based on coin-
cidence measurements the contributions from ionization
of the projectile leaving the target in the ground or excit-
ed, but not ionized, state were not included; this experi-
mental technique that extracts target ions is not amen-
able to the study of that interaction channel. If one as-
sumes that the electron contribution from this channel is
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FIG. 3. Total cross sections for the production of electrons
in collisions of C* and N ions with helium. Cross sections ob-
tained by integration of measured doubly differential cross sec-
tions are compared with those obtained from coincidence mea-
surements of total ion yields.

as large as that due to projectile electron loss plus target
ionization, which was measured, the total electron yield
would be increased by approximately 10%; we feel this
assumption is, however, an overestimation for that elec-
tron production channel.

The emission of K Auger electrons from the projectile,
illustrated by the peaks superimposed on the high-energy
end of the continuum spectra in Fig. 2, provides another
meas to assess the reliability of the absolute values of the
doubly differential cross sections. The absolute cross sec-
tions for Auger emission were obtained from the doubly
differential cross sections by first fitting a third-order
polynomial to the continuum spectra above and below
the energy of the Auger transitions to estimate the con-
tinuum ‘“‘background” on which the Auger spectra are
superimposed. This background was then subtracted and
the resulting Auger spectrum integrated to obtain the

TABLE I. Total cross sections for production of free electrons in units of 10 '® cm?.
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FIG. 4. Carbon K-shell ionization cross sections for C* +He
collisions compared with previous measurements for He* and
He’" collisions with carbon targets. The previously published
data are from (W¥) Watson and Toburen (Ref. 30), (O) Stolter-
foht et al. (Ref. 31), (O) Stolterfoht and Schneider (Ref. 32), (A)
Kobayashi et al. (Ref. 33), (l) Langenberg and van Eck (Ref.
34), and (A) Harrison et al. (Ref. 35).

singly differential, angular-dependent, Auger emission
cross section. Conversion of the energy and intensity of
the Auger cross sections from the laboratory rest frame
to the projectile frame was performed as described by
Stolterfoht® and the total cross section for Auger emis-
sion was obtained assuming emission to be isotropic in
the emitter rest frame. The total cross section obtained
from these data is compared with previously published
data for inner-shell ionization of carbon by helium ions
based on Auger electron’®* " and x-ray**?*® yield mea-
surements in Fig. 4. For comparison, the x-ray measure-

2

Theory Theory Expt.* Theory Expt. Expt.
E (kev/u) C*(2s%,2p) He(1s?) He(1s?) total total® total®
33.33 2.14 2.89
66.66 1.35 1.96 3.31 4.7
75 2.96 4.16
100 1.19 2.36 3.55 4.8
150 2.77 4.46
200 0.87 2.59 3.46 4.7
300 0.73 2.35 3.08 42
350 0.68 2.25 2.92 3.8

*From DuBois and Toburen (Ref. 52).

®From coincidence measurements of total ion yields.

‘From integrated doubly differential electron-emission cross sections.
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ments were converted to ionization cross sections using
the fluorescence yield of 2.4X20* given by Langenberg
and van Eck;** this fluorescence yield is also in close
agreement with recent calculations of Hartmann.*® The
excellent agreement of the present measurements with
previously published results lends confidence to our abso-
lute calibration.

III. THEORETICAL TECHNIQUE

The classical-trajectory Monte Carlo treatment of ion-
atom collisions involving one active electron has been de-
scribed fully by Abrines and Percival,’” Olson and
Salop,*® and others. Given an initial approximated
phase-space state for the target and the projectile, the
major assumption that is made in this method is that the
evolution of this state can be calculated by means of clas-
sical mechanics. The initial state for the projectile is
chosen so as to represent a uniform flux of impinging par-
ticles with well-defined momentum. In addition, the ini-
tial state for the target is chosen so as to approximate the
quantum-mechanical momentum and position probability
densities of the bound electron. Usually, this is accom-
plished by means of the microcanonical ensemble intro-
duced by Abrines and Percival’’” which reproduces exact-
ly the quantum-mechanical momentum distribution of a
hydrogenic target.

For bare-ion impact of hydrogenic targets no other as-
sumptions are made since the electron-target-nucleus
and electron-projectile interactions are exactly taken into
account. However, additional approximations must be
made to study collisions involving many active electrons.
These approximations typically consist of using the
independent-electron approximation24 and, therefore,
representing the electron-electron interactions by means
of static central potentials. The earliest type of potential
that has been considered is the screened Coulomb interac-
tion.*®~#! Extension of the CTMC formalism to consider
structured projectiles by means of more general interac-
tions which have the correct behavior at small and large
distances presents no difficulty and has recently been ac-
complished by McDowell and Janev*? and Reinhold and
Schultz.** However, to treat many-electron targets sub-
ject to non-Coulomb interactions, an alternate method to
the one proposed by Abrines and Percival®’ for Coulomb
potentials had to be developed to sample initial electronic
conditions. Recently, an approximation method has been
developed by Peach er al.** and different, simpler
methods have been proposed by Reinhold and Falcon®
and Cohen and Fiorentini.*®

In order to obtain doubly differential cross sections
with reasonably small statistical uncertainties by means
of the CTMC technique, a very large computational
effort is required. Nevertheless, the first calculations
were performed in 1971 by Bonsen and Banks* for col-
lisions of protons with helium, but no other comparable
study of doubly differential cross sections using this tech-
nique followed for more than ten years. With the recent
widespread availability of supercomputers, several other
studies have been performed (see Refs. 11, 12, 43, 47, 48,
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and references therein), and works such as the present
one have become feasible.

Previous CTMC calculations of the ejected-electron
spectra arising from clothed-ion—atom collisions have
only considered the possibility of target electron emis-
sion. In this work, we extend these studies to consider
electron emission from both target and projectile. To this
end, electron-electron interactions are approximated by
using the model potentials derived by Garvey et al.*’ by
a variational procedure in a modified Thomas-Fermi
model. This kind of interaction has previously and suc-
cessfully been used for bare-ion—atom collisions using the
CTMC method.™

Thus it is assumed that each electron interacts simul-
taneously with a target (¢) core and a projectile (p) core
through the two-center potential

V(N=V,r)+V,r,) (1)
with

Vopr1= [N, S, (=2, ] 2
and

Sip(N=1—1(n,, /& e —1)+1]7" 3)

where Z, , and N, , denote the nuclear charge and num-
ber of nonactive electrons in the target core and the pro-
Jectile core, respectively, and 7, , and &, , are the screen-
ing parameters derived by Garvey et al.,*’ depending on
N,, and Z, ,. A brief comment about this model with
special attention to forward electron emission has already
been made in a previous article.”!

As a first test for the model, we have studied the
C™" +He collision system assuming that the electrons in
the K shell of C* do not play a significant role; i.e., only
the 1s? electrons of helium and the 2s2,2p electrons of
C™ have been taken into account in the calculations. The
initial He(1s%) and C*(2s%2p) electronic configurations
have been represented by microcanonical ensembles with
binding energies of —0.904 a.u. (experimental ionization
potential of He) and —1.07 a.u. (weighted average of the
Hartree-Fock orbital energies of the 2s and 2p sublevels
of C*).

The resulting model accounts for electron removal
from both projectile and target and includes simultane-
ously electron capture, ionization, and excitation for each
center. In principle, the Hamiltonian equations for all
the electrons can be solved simultaneously. In practice,
an equivalent result is obtained from the combination of
two three-body calculations. In the first calculation the
three bodies are the projectile (C1), target core (He'),
and target electron (e) with the appropriate model poten-
tials (C*-e, He"-e, C*-He™). In the second, they are the
projectile core (C*"), projectile electron (e), and target
(He® with the corresponding interactions (C>*-e, He%-e,
C?"-He). The results of the two calculations are then
summed to obtain the gross electron-emission cross sec-
tions, or may be combined using the independent-
electron model to yield cross sections dependent on the
coincident charge states of the target and projectile.
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As with any theoretical approximation, it is difficult to
assess precisely the valid range of the model. According
to our experience, we expect this model to give reason-
ably good results for the CT +He collision system in the
impact energy range 70 <E <1200 keV/u. However, as
the present CTMC model contains additional approxima-
tions, the major new approximation being the representa-
tion of the target-electron-projectile-electron interac-
tions by central mode! potentials, the strict limits of va-
lidity must be determined by comparison with experi-
ment.

IV. RESULTS AND DISCUSSION

To illustrate the general features of the electronic spec-
tra, we display in Fig. 5 the theoretical and experimental
doubly differential cross section for electron emission in
collisions of 350-keV/u C* ions with helium at selected
ejection angles from 1° to 140°. The basic structures of
the experimental ejected-electron spectra are well repro-
duced by the present CTMC calculations. The most ob-
vious difference between the calculated and measured
spectra appears to be the enhancement in the experimen-
tal cross sections at low electron energies and large emis-
sion angles. Auger structures observed on the experimen-
tal spectra are not seen in the calculated spectra as K-
shell ionization of carbon is not presently included in the
calculation.
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In order to identify the origin of the structures appear-
ing in the electron spectra, it is very useful to separate the
total yield of electrons into its different components.
Within the present independent-electron model, it would
be possible to separate the spectra into the yield of elec-
trons associated with each different final partition, in-
cluding simultaneous single and multiple ionization, exci-
tation, and electron capture for each center. However, a
more illustrative separation of the spectra for our pur-
poses here is to divide it into target electron emission and
projectile electron emission. Because of the indistingui-
shability of the electrons, this kind of separation is not
feasible experimentally.

In Fig. 6 we display the separation of the electron spec-
tra of Fig. 5 into target electron emission and projectile
electron emission. We first note that the basic structures
appearing in the total yield of electrons clearly arise from
either, or both, target and projectile ionization. For ex-
ample, at large ejection angles both theory and experi-
ment display a shoulder in the total yield at an electron
energy of approximately 190 eV, corresponding to elec-
trons ejected with velocities close to the projectile veloci-
ty v (this electron energy will be denoted by E, and is
given by E, =0.50% a.u.). Separation of the spectra into
target (He) and projectile (C™) electron emission indicates
that the shoulder is due to the yield of electrons arising
from the ionization of C*.

Furthermore, as can be seen in Fig. 6, the electron
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FIG. 5. Doubly differential cross sections for electron emission in 350-keV/u C*-He collisions calculated with the CTMC method
(left panel) and measured (right panel).
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FIG. 6. The theoretical doubly differential cross section of Fig. 5 is separated into cross sections for projectile electron emission

(left panel) and target electron emission (right panel).

spectra arising from projectile ionization display a peak
at electron energies close to E, almost independent of
ejection angle, forming a ridge. This structure is usually
referred to as the electron loss to the continuum (ELC)
peak and becomes a very sharp cusplike feature at very
small ejection angles. Analysis of the dynamics of the
collision indicates that the origins of the backward and
the forward ELC peaks are very different in nature. That
is, while the forward ELC peak is due to electron emis-
sion in soft collisions, the backward ELC peak arises
from a binary collision between projectile electrons and
the target core. In other words, the backward ELC peak
is the well-known binary peak associated with projectile
ionization transformed to the target reference frame.”!

Indeed, at small ejection angles (e.g., 15°-40°), separa-
tion of the electron-emission spectra into target and pro-
jectile ionization indicates that the forward peak at E,, is
precisely the ELC peak. In addition, at higher ejection
energies, the total yield exhibits a shoulder structure,
which is the well-known binary peak for target electron
emission. This feature is found at an energy of approxi-
mately E, =2up2c0529 — U;, where 6 and U, are the ejec-
tion angle and the ionization potential, respectively.

At very small ejection angles (e.g., 10°) another struc-
ture arising from target electron emission becomes in-
creasingly important. This structure is the electron cap-
ture to the continuum (ECC) peak, which is formed when
electrons removed from the target at very small emission

angles are focused by the Coulomb field of the projectile
in the asymptotic escape (e.g., see Ref. 12 and references
therein). However, at an impact energy of 350 keV/u
this peak is much smaller than the ELC peak. In con-
trast, we have observed that this situation is reversed at
smaller impact energies, owing to the changing relative
magnitudes of ionization and capture as a function of col-
lision energy.’!

Quantitative comparisons between theory and experi-
ment can be made for total, singly differential, and dou-
bly differential cross sections for free-electron production.
Total cross sections are presented in Table I for electron
emission from the target and from the projectile, as well
as the sum. As was shown in Fig. 3, the integrated dou-
bly differential cross sections and the total cross sections
derived from coincidence measurements are in good
agreement within the combined experimental uncertain-
ties. These measurements are, however, consistently
larger than the calculated total electron yield with the
largest differences being at the larger ion energies. A
comparison between calculated and measured target ion-
ization®? shows a similar discrepancy with the measured
cross sections being about 20-30 % larger than calculat-
ed values. Thus the theory seems to underestimate both
target and projectile total ionization by a similar amount.

We also note that total single-ionization cross sections
for CY+He (ie, for the process C*+He
—C*+He™" +e) have also been reported recently by
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Janev, Phaneuf, and Hunter.’®> These cross sections are
approximately a factor of 2.5 smaller than the single-
ionization cross sections measured by DuBois and To-
buren,’? and are smaller than the present CTMC results
as well.

Further insight into the origin of the differences be-
tween the present theoretical and experimental results
can be obtained from a comparison of the ejected-
electron spectra. Thus the calculated singly differential
cross sections are compared, in Fig. 7, to the measured
values obtained from integration of the doubly
differential cross sections with respect to the emission an-
gle. In general, the agreement between theory and exper-
iment is remarkable in both spectral shape and absolute
value. The largest discrepancies occur for low-energy
electrons where the measured values are somewhat larger
than those calculated. One must be cautious, however, in
drawing conclusions for electron energies less than about
15 eV owing to the increased experimental uncertainties
for these low-energy cross sections.

Similarly, a comparison of the calculated and measured
angular dependence of all electrons emitted in C* col-
lisions with helium is made in Fig. 8 where we display
those singly differential cross sections as a function of the
ejection angle. Again, the theoretical calculations are in
good agreement with the experimental measurements as
to the shape of the cross sections. However, discrepan-

1

do/dE (cm? /eV)

P T T B T T B 11L1-1

10
10° 10" 102 103 10?

Electron Energy (eV)

FIG. 7. Singly differential cross sections for electron emis-
sion as a function of the electron energy in C* collision with He
at several impact energies. The solid lines and the symbols are
the calculated and measured cross sections, respectively.
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cies in the magnitude of the cross sections can be seen for
ejection angles greater than about 50°.

A more detailed comparison of the theoretical results
and the experimental data is made in Figs. 9 and 10,
where we display the doubly differential electron-
emission spectra at different ejection angles in 100- and
350-keV/u C*+He collisions, respectively. Excellent
agreement is observed between theory and experiment at
an ejection angle of 20°. Furthermore, at an impact ener-
gy of 350 keV/u theory and experiment each exhibit clear
evidence of electron emission from both target and pro-
jectile. On the other hand, there is little structure in the
spectra for an impact energy of 100 keV/u to enable
identification of the origin of emitted electrons. For this
ion energy the projectile electron loss peak (ELC) should
be centered at approximately 55 eV. However, on the
basis of our calculations we conclude that the lack of a
peak is due to (i) the decreasing influence of electron
emission from the projectile at small ejection angles for
this low ion energy and (ii) the fact that the width of the
ELC peak is broad and, therefore, is smoothly merged
with the target continuum.

At the larger ejection angles of 70° and 120°, good
agreement between theory and experiment is only ob-
tained for the high-energy portion of the spectra. This
reflects the observation made above in the discussion of
Fig. 5, that the measured cross sections at large angles

10 -15
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L J
.00..

do/dQ (cm?2/sr)

I B R
0 30 60 90 120 150 180

201 44 | [

10
Electron Emission Angle (deg)

FIG. 8. Singly differential cross sections for electron emis-
sion as a function of the ejection angle in C* collisions with He
at several impact energies. The solid lines and the symbols are
the calculated and measured cross sections, respectively.
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FIG. 9. Doubly differential cross sections for electron emis-
sion in collisions of 100-keV/u C™ ions with helium at ejection
angles of 20°, 70°, and 120° and as a function of the electron en-
ergy. The solid lines and the symbols are the calculated and
measured cross sections, respectively.

tend to increase with decreasing electron energy faster
than the calculated spectra. This discrepancy between
theory and experiment may indicate a limitation in the
description of electron emission at backward angles by
means of the present CTMC model. Regarding experi-
ment, improper background subtraction or the nature of
the electrostatic analysis (which is often unreliable for
electron energies below 15 eV) could result in an overes-
timation of the yield of electrons.

V. SUMMARY

An experimental and theoretical study has been con-
ducted of the differential and total ionization cross sec-
tions for 66.7-350-keV/u C* ions colliding with helium
atoms. Spectral features were identified as being related
to projectile or target electron emission.

Differential cross sections calculated with the classical
trajectory Monte Carlo technique were found to be in ex-
cellent agreement with measured spectra at small ejection
angles. On the other hand, appreciable discrepancies
were observed at large ejection angles for low electron en-
ergies, where the calculated cross sections underestimate
the magnitude of the experimental data.

sion in collisions of 350-keV/u C* ions with helium at ejection
angles of 20°, 70°, and 120° and as a function of the electron en-
ergy. The solid lines and the symbols are the calculated and
measured cross sections, respectively.

In addition to this, total electron yields obtained by in-
tegration of the measured doubly differential cross sec-
tions and from coincidence measurements of the total ion
yields were observed to be approximately 20-30 % larger
than the present CTMC calculations.

Further comparison between theory and experiment
regarding collisions of clothed ions with atoms would be
benefitted, for example, by the investigation of the elec-
tron spectra in coincidence with the final charge state of
both the target and projectile and with a number of
different incident charge states. With particular concern
to theory, inclusion of the explicit interactions between
target electrons and projectile electrons could result in an
enhancement of the ionization cross sections since at
these collision velocities the projectile electrons have
sufficient mean kinetic energies to ionize the target.>*
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