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Total cross sections for state-selective electron capture in collisions between ions and alkali-metal
atoms have been calculated by means of a three-body classical-trajectory Monte Carlo (CTMC)
method using model potentials to describe the electron-ionic-core interactions. Calculations have
been performed for Na*-Na(28d) collisions and for N°* and Ar®*-Cs(6s) collisions. The collision
velocity range corresponds to 0.55v, /v, S2, where v, is the projectile velocity in the laboratory
frame and v, is the initial orbital velocity of the electron bound to the alkali-metal core. In the case
of Na* +Na(28d) collisions, calculations of the final n,/,m distributions show the importance of the
electron-capture cross sections into states with m > 1. For the case of multiply charged ion—Cs(6s)
collisions, a predominance of electron capture to nearly circular states (large / values) is predicted
for cross sections near the maximum of the n distribution. When the e "-Cs* interaction is de-
scribed by a realistic model potential, the CTMC calculations are found to be in good agreement
with recent measurements of the final n values that are predominantly populated after single-

electron capture.

I. INTRODUCTION

Recent interest in multiply-charged-ion collisions with
neutral atoms has been motivated not only by their im-
portance in plasma physics and thermonuclear fusion,
but also for reasons of fundamental research. In particu-
lar, at low to intermediate energies, electron capture
occurs with high efficiency because of the strong
Coulomb interaction between the projectile and the tar-
get electron. For these collisions, it is well known that
the electron is captured by a multiply charged projectile
to highly excited levels.'

When the target is initially in a high Rydberg state, the
efficiency of one-electron capture, which scales approxi-
mately as n} (see, for example, Ref. 2), may be so large
that one could produce doubly excited Rydberg states in
an experiment where two electrons would be captured in
two successive collisions of the multiply charged projec-
tile with the Rydberg atom targets.> In such an experi-
ment, it is very important to know the n,/,m distributions
of the captured electron after the first collision.

The theoretical approach to these problems by means
of quantum-mechanical or semiclassical methods is in-
tractable in view of the large number of channels that are
coupled, which must include the ionization and excita-
tion channels in order to accurately compute the
electron-capture cross sections in the intermediate energy
range. Because of the strength of the Coulomb interac-
tions, perturbative methods are also inappropriate to de-
scribe these collisions. An alternative approach is to use
the three-body classical-trajectory Monte Carlo (CTMC)
method"*?> which was first proposed by Abrines and Per-

42

cival® for H*-H(1s) collisions. Although most of the ap-
plications of this method have used pure Coulomb in-
teractions, a generalization to make use of more realistic
effective interactions between the valence electron and
thé; ig)nic cores has successfully been developed recent-
ly.””

One purpose of the present work is to assess the validi-
ty of the CTMC method by comparison with two sets of
experimental data concerning the final n-level distribu-
tions of the captured electron in two types of ion-atom
collisions: namely, the collision of a singly charged ion
with a Rydberg atom, and the collision of a highly
charged ion with a ground-state atom. In both cases the
electron is captured to highly excited states and, there-
fore, this process is expected to be well described by a
classical model. However, the two types of collisions
differ markedly in the initial state of the target and the
cross sections could be sensitive to the choice of interac-
tion between the electron and the target core. Thus, the
CTMC method is tested here with two different types of
e " -core interactions: a pure Coulomb and a more realis-
tic model potential.

Recently, there have been extensive experimental stud-
ies of the electron-capture process for collisions of singly
charged ions X ¥ (with X =Ne, Ar, and Na) with Na tar-
gets in excited Rydberg states n; ~24-34, [,=0,2.10712,
The collision velocity range explored in these works was
0.6 Sv, /v, £2.0, where v, is the velocity of the imping-
ing ion in the laboratory frame and v, is the initial orbital
velocity of the valence electron. A field-ionization detec-
tion technique was used to determine the final n-level dis-
tributions of the captured electron. The measurements

5305 ©1990 The American Physical Society



5306

were analyzed in terms of adiabatic field-ionization pro-
cesses which assume a preferential population of final
states with m=0,1 (the projection of the final angular
momentum of the Rydberg electron onto the incident
beam direction).

CTMC calculations for collisions involving initial n,/
Rydberg states were carried out previously by Becker and
MacKellar® who used Coulomb interactions between the
valence electron and the ionic cores. In the case of the
Na* +Na(28d) collisions, these authors found, for
v, /v, =1.658, good agreement between the calculated
and the relative measurements'? of the final n-level distri-
bution for both the shape and the position of the peak of
the distribution. However, for v, /v,=1.0, they found
that the position of the theoretical peak of the n-level dis-
tribution was shifted to larger n values in comparison
with the experimental findings of Rolfes and MacAdam'
by An =6. The reason for this discrepancy was not clear
and, in an attempt to explain it, MacKellar and Becker'’
mentioned preliminary calculations of final m distribu-
tions which were found to be broadly peaked around
m=0. Because of the small number of trajectories used
in their calculations (less than 18 000), no definitive con-
clusion was drawn by these authors about the discrepan-
cy, making doubtful the validity of the CTMC calcula-
tions for v,/v, £1.0, and also very intriguing the ap-
parent good agreement between CTMC calculations and
experimental data for v, /v, =1.658. Indeed, MacAdam
and colleagues'*!> have recently concluded that the in-
terpretation of the experimental measurements should be
revised to account for diabatic field ionization after cap-
ture to m > 1 states. It is therefore important to perform
large scale CTMC calculations (up to 10° trajectories)
which yield final n,/,m distributions with small statistical
errors for both values of v, /v,. These CTMC results
may then be useful to guide the analysis of the experi-
mental data.

More recently, Martin et al.'® have reported optical
spectroscopic studies of the electron-capture process in
N3* and Ar®*-Cs(6s) collisions at an impact energy of 80
keV (corresponding to v, /v, =0.89 and 0.53, respective-
ly). These studies were able to determine unambiguously
the predominant final n-state population after single-
electron capture (note that the valence electron is cap-
tured to highly excited levels since the projectile is a mul-
tiply charged ion). It is important to compare the CTMC
results with these measurements since the experimental
technique used for the detection of the final n-levels is
completely different from the one used by MacAdam and
co-workers.!07 121415 Also. it is useful to test the CTMC
method in these cases since the range of collision veloci-
ties corresponds to v, /v, S 1 and core effects are expected
to be significant for the description of the initial state of
the Cs target.

II. THEORETICAL APPROACH

In the present calculations we use the CTMC method
as described previously in detail by Reinhold and
Falcén.® The CTMC method is based on solving the
Hamilton’s equations of motion for the three-body sys-

J. PASCALE, R. E. OLSON, AND C. O. REINHOLD 42

tem (the valence electron, the alkali-metal core, and the
ionic core projectile), given a set of initial conditions for
the projectile and the target. As in the method of
Abrines and Percival,® once the electronic energy of the
target atom is specified, the initial classical orbit of the
valence electron about the core target is determined by
five parameters that are randomly selected from a micro-
canonical distribution. However, the method of Rein-
hold and Falcén® differs from other methods in that two
successive changes in the variables allow one to avoid the
integration of the Kepler’s equations. In addition, the in-
itial orbital quantum number /; of the target is specified
by the classical angular momentum /. =r; Xk; and the
condition

L<I<I+1, (1)

where r; and k; are, respectively, the position and
momentum vectors of the valence electron relative to the
core target.

The initial conditions for the projectile are specified by
its position relative to the target, its velocity v, and the
impact parameter b which is determined from a random
selection of b? in the interval [0,b2,,] where b ., is the
maximum impact parameter that contributes significantly
to the capture or ionization processes. The initial veloci-
ty of the projectile is along the z axis.

The general form of the model potential employed to
describe the interaction between the valence electron and
the projectile or target ionic core is

V(ir)= —-:—[Z +N(1+ar+brexp(—cr)]

2 3
— 1l r , 2)

r
27q (r3+r3)3

ay
P+l

where Z and N are the charge and number of electrons of
the ionic core; a, is the dipole polarizability of the core;
a, =a,—6B with a, the quadrupole polarizability of the
core and S is a dynamical correction; r, is a cutoff radius.
The parameters a, b, ¢, and r. are chosen to fit the spec-
troscopic data,'” and for the ionic cores considered in this
paper they are given in Table I along with the other con-
stants.

Even though total cross sections for both ionization
and electron capture were calculated, only electron-
capture cross sections are reported in this work. The
final substate distributions were obtained in the following
manner. In the cases that we have considered, because
the valence electron is captured by the projectile to a
highly excited state with a preferential population of
large I, we can safely ignore the quantum defect of the
final state. Thus, we define a classical number n, related
to the calculated binding energy E, of the electron rela-

tive to the ionic core projectile as

E,=—2 (3)

2 b
2n;
where Z, is the charge of the projectile ionic core. Then
we relate n, to the quantum number # of the final state by
the condition’
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TABLE 1. Parameters for the electron-ionic core model potential [see Eq. (2)]. The dipole and quadrupole polarization a, and o,

and the cutoff radius 7, are in atomic units.

Ionic core zZ N a b

c ay a, r.

10 —0.3154

54 —1.956
2 —0.4078

10 —1.706

Na*t
Cs*
N5+
At

1.918

00 N =

1.039

0.2082

0.1888

2.34 0.9457 —0.609 0.798
2.28 16.3 —22.8 1.989
6.0 0 0
3.5 0 0

[(n—2)n—=Dn]"*<n. <[n(n+(n+D]'". @

From the normalized classical angular momentum
1.=(n/n/)(rXk), where now r and k are referred to the
projectile ionic core, we relate /, to the orbital quantum
number / of the final state as

1<1, <1+1 (5)

and, in the same manner, we define the absolute value m
(magnetic quantum number) of the final state from
m, =17 as

m<m.<m+1. (6)

In principle, it is also possible to analyze the final-state
distributions from the effective quantum number

n*=n—3§, (7

where §; is the quantum defect. In that case we would
have to consider at the same time conditions (4) and (5)
with n replaced by n*, and then the value n of the final
state is obtained from Eq. (7). However, in this work we
have found that large values of / are preferentially popu-
lated in the electron-capture process, so there was no
need to employ Eq. (7).

The domain of validity of the classical-trajectory
method is difficult to assess and its definition mainly
rests by comparisons with experimental or quantum-
mechanical calculations when available. From such com-
parisons in H* +H(ls) collisions, it is now generally as-
sumed that the CTMC method is valid in the range

15v,/v, 54 . (8)

This range of validity is found to become wider when the
electron is captured to excited Rydberg states, which
occurs, for example, when the projectile charge is greater
than the target charge or when the target is initially in an
excited state.

III. RESULTS AND DISCUSSION

A. Na* + Na(28d) collisions

The calculated total cross sections for the electron cap-
ture in Na* +Na(284) collisions at v, /v, =1.0 and 1.658
are shown in Figs. 1(a) and 1(b) as a function of the n-
quantum number of the captured electron. The cross sec-
tions displayed in the figures were obtained with the
effective interaction given in Eq. (2). We have verified
that calculations performed with pure Coulomb interac-
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FIG. 1. The electron-capture n distribution for
Na* +Na(28d) collisions at (a) v, /v, =1.0 and (b) v, /v, =1.658.
The present theoretical results (open squares) are compared to
the relative experimental data of Rolfes and MacAdam (Ref. 12)
(dashed line), which were normalized at the peak of the » distri-
bution.
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tions show no significant changes and agree with the pre-
vious CTMC calculations of Becker and MacKellar’
within 35%. Also shown in Figs. 1(a) and 1(b) are the
relative (not absolute) experimental data of Rolfes and
MacAdam!'? normalized to the magnitude of our max-
imum. The experimental values were reported assuming
the final Stark number equal to the final n. As already
observed by Becker and MacKellar,’ the agreement be-
tween the calculated n distribution and the experimental
one is quite good for v, /v, =1.658. For v, /v,=1.0, the
calculated n-distribution peaks at about n=33, in vari-
ance with the experimental data which peaks at n ~27.
Also, the calculated width of the n-distribution at half
maximum is An ~20 compared with the experimental re-
sult An =~ 15.

In order to understand the origin of the discrepancy
between experiment and theory for v, /v, =1.0 and the
apparent agreement for v,/v,=1.658, it is useful to
evaluate for both cases the population of final states with
different m values of the captured electrons, since this
distribution plays a very important role in the experimen-
tal analysis of field ionization of specific n levels. Indeed,
if there is a significant population of m > 1 sublevels, the
final states could field ionize via diabatic transitions.
Rolfes and MacAdam'? originally estimated that this
population could cause an error in the position of the ex-
perimental peak in the n distribution of at least An ~ —4.
However, on the basis of predictions by the Brinkman-
Kramers approximation, these authors discarded this
possibility and assumed adiabatic ionization (m <1).

Figure 2 shows the calculated n,m distribution for
n=33 corresponding to the peak, in the case of
v, /v, =1.0. The cross sections which are reported in the
figure are defined as

o(n=33,m)= 3 o(n=33,I,m) . 9)
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FIG. 2. The calculated n,m distribution [Eq. (9)] for electron
capture into =33 in Na* + Na(284) collisions at v, /v, = 1.0.

The calculated n,m distribution is peaked at m=0, is
relatively wide, and has a half-width of Am ~5. Interest-
ingly, final states with m =2 contribute more than 60%
to the total capture cross section o(n=233). Similar n,m
distributions are also obtained for different final n values,
and also in the case of v, /v, =1.658. Further, we have
obtained similar results for different »;,/; initial states.

Therefore, we conclude that diabatic processes cannot
be neglected in the experimental determination of the
final n distribution by means of a field-ionization tech-
nique. This holds not only for v,/v, =1, but also for
v, /v, >1. This conclusion has also been obtained very
recently by MacAdam et al.'*'® who have verified that
captured electrons may ionize in the detector primarily
by diabatic rather than via adiabatic field ionization as
formerly assumed. More specifically, because a wide dis-
tribution of m-final states is created during the electron-
capture process, an observed ionization peak may corre-
spond to many n-final states which field ionize adiabati-
cally or diabatically and contribute differently to the ion-
ization peak. Thus, the experimental determination of
the final n-level distribution by means of a field-ionization
technique becomes very intricate not only for v, /v, =1
but also for v, /v, > 1. Largely for this reason, it is
difficult to understand the apparent good agreement that
has been generally observed between the experimental
and calculated positions of the peaks in the n distribu-
tions for v, /v, >1. A more direct comparison between
experiment and theory would be to apply the field-
ionization technique under the experimental conditions
to the theoretical n,l,m distributions and compare then
the theoretical ion signal to the experimental one. In any
case, it is clear from our results that some theoretical gui-
dance has to be provided for the analysis of the experi-
mental data. In this respect, the present results may be
quite useful.

The percentages of final m and / values obtained for the
total electron capture in Na™ +Na(28d) collisions are
shown in Figs. 3(a) and 3(b) for v, /v,=1.0 and 1.658, re-
spectively. Since these percentages are found to be simi-
lar for the two values of v, /v, considered here, we will
mainly discuss the case v, /v, =1.0 [Fig 3(a)]. It may be
seen that less than 28% of final m=0,1 values are created
in the electron-capture reaction. The [/ distribution is
found to be wide, peaked at about /=16, with a width at
half maximum of about A/=17. The large / values that
are obtained may be explained by the large impact pa-
rameters which contribute mainly to the electron-capture
process [see Figs. 4(a) and 4(b)]. However, it may be seen
that for /X 25-30 the populations are small. This ap-
pears to be related to the very large / mixing that takes
place in the target during the collision.'® On these
grounds, and because the captured electron tends to
preserve its binding energy and the size of its initial or-
bit,' final states with / Sn,—1 should be preferentially
populated. Indeed, this is clearly seen in Figs. 5(a)-5(c),
where the electron-capture #n,!/ distribution,

o(n,)=3 o(n,l,m) (10)

is reported versus [ for v, /v, =1.0 and for typical final
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values n=33, 24, and 45, corresponding to n values at the
peak and half of the peak of the n distribution [see Fig.
1(a)]. The n,l distribution increases with / up to a broad
maximum at /=18-25 and then decreases abruptly to
take very small values for / R 28 [see Fig. 5(a)]. When n
decreases or increases with respect to n ~33, the peak in
the n,l distribution shifts towards smaller values. How-
ever, appreciable changes in the shape of the n,/ distribu-
tion can be seen depending if n is smaller or greater than
n =~33. Specifically, for n <33 the n,/ distribution is wide
and extends continuously from /=0 to the maximum al-
lowed value n —1 [see Fig. 5(b)], whereas for n 2 33 the
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FIG. 3. The calculated percentages of final m and / values for
electron capture in Na® +Na(28d) collisions at (a) v, /v, =1.0
and (b) v, /v, =1.658.
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distribution presents a narrow peak and then decreases
rapidly to take very small values for / R 25 [see Fig. 5(c)].

The n,l,m distributions for the ! values which corre-
spond to the positions of the maxima of the / distribu-
tions of Figs. 5(a)-5(c) are displayed in Figs. 6(a)—6(c),
respectively. For n=33 and 45 the n,/,m distributions
are peaked at small m values. However, the n,l/,m distri-
bution for n=45, /=18 is found to be wider than the one
for n=33, I=21. In contrast, the n,l,m distribution for
n=24, =16 is much broader. However, in this case the
statistical uncertainties are quite large and preclude an
accurate comparison to the other two cases.
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FIG. 4. The calculated probability of electron capture (open
squares) and ionization (open triangles) times the impact param-
eter in Na® +Na(28d) collisions at (a) v,/v,=1.0 and (b)
v, /v, =1.658.
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B. N**, Ar®* 4+ Cs(6s) collisions

In Figs. 7(a) and 7(b) we compare the electron-capture
n distributions that are obtained by using either Coulomb
or effective interactions between the valence electron and
the cores for N> + Cs(6s) and Ar®* +Cs(6s) collisions at
impact velocities v, /v, =0.894 and 0.529, and taking into
consideration 2X 10* and 1.2X10* trajectories, respec-
tively. Here, we have verified that projectile core effects
are unimportant since large n and [ values are preferen-
tially populated. However, target core effects are seen to
be quite significant for both the magnitude and the posi-
tion of the peak of the n distribution. In the case of
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Coulomb interactions the peak is smaller and shifted to-
ward smaller n values by about 1 when compared to the
case of effective interactions. According to the recent ex-
perimental measurements of Martin et al.'® for the same
collision systems, the n values of the final states that are
predominantly populated are found to be n=7,8 and
n=10,11 for the cases of N°* and Ar®" projectiles, re-
spectively. These experimental results, which were ob-
tained unambiguously from the relative intensities of the
observed lines, are found to be in good agreement with
the CTMC calculations obtained by using a model poten-
tial to describe the e “-Cs™ interaction.

The n,! distributions [Eq. (10)] corresponding to typi-
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FIG. 5. The calculated n,/ distribution [Eq. (10)] for electron capture in Na" +Na(28d) collisions at v, /v, =1.0 for (a) n=33, (b)

n=24, and (c) n=45.
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cal n values are displayed in Figs. 8(a) and 8(b) for the
N3" +Cs(6s) and Ar®* +Cs(6s) collisions, respectively.
In these calculations and the following, we have utilized
the effective potential of Eq. (2) to describe the e “-Cs™
interaction. The n,!/ distributions are found to behave
quite similarly for both collision systems. In general, it is
seen that the largest possible values of / are preferentially
populated in the electron-capture process. Interestingly,
the rate of increase of the cross sections with / is found to
be very different depending on the value of n. In fact, the
n,l distribution is very sharply peaked for n values near
the maximum of the n distribution [see »=7,8 in Fig. 8(a)
and n=10,11 in Fig. 8(b)], whereas it becomes more sta-

T T T
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tistical for n values far from the maximum. Once again,
the population of large / values is closely related to the
domains of impact parameters b that contribute to the to-
tal capture process in N°* +Cs(6s) and Ar®* + Cs(6s) col-
lisions (see Fig. 9). That is, / is related to b in a very sim-
ple picture as [ =m,bv,, m, being the electron mass. Fi-
nally, we note that for these collision systems and at the
impact energies considered here, the ionization process is
found to be negligible.

In Fig. 10 we display the n,l,m distributions for n=7,
I=6 in N> +Cs(6s) collisions as well as for n=10, =9
in the case of Ar®* +Cs(6s) collisions. The n,/,m distri-
bution for N°* projectiles is found to be peaked at m=0
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FIG. 6. The calculated n,/,m distribution for electron capture in Na* 4+ Na(28d) collisions at v, /v, =1.0 for (a) =133, =21, (b)
n=24,1=16, and (c) n=45, [=18.
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and then decreases monotonically for increasing m
values. On the other hand, the n,l,m distribution for
Ar®? projectiles is found to be wider and to exhibit its
maximum at m=0,1. This is due to the greater Coulomb
field of Ar®* which allows electrons to be captured to or-
bits that are not coplanar with the scattering plane.
Finally, in Fig. 11 we report the percentages of final m
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FIG. 7. The electron-capture n distribution for (a)

N°* +Cs(6s) collisions at (a) v, /v, =0.894 and (b) Ar®* + Cs(6s)
collisions at v, /v, =0.529. The open squares and open triangles
denote the theoretical results obtained using model potential or
pure Coulomb interactions, respectively. The position of the
peak is compared to the experimental findings of Martin et al.
(Ref. 16) (arrows).
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and / values obtained for the electron-capture process in
N>*+Cs(6s) and Ar®* +Cs(6s) collisions. In contrast
with the case of Na™ +Na(28d) collisions, about 82%
and 64% of the total capture cross section correspond to
final m=0,1 values for N°* and Ar®* projectiles, respec-
tively. Interestingly, this percentage decreases from N>
to Ar®*. This behavior is consistent with the results ob-
tained for Na™ +Na(28d) collisions, since more highly
excited states are populated in Ar®* +Cs(6s) collisions
than in N** +Cs(6s) collisions. Accordingly, the ! distri-
butions peak at larger / values for Ar®* projectiles than
for N°* projectiles.

N°* + Cslés)
20r V,/V, = 0894 )
- n=7 0 m
s n=8 A ) ‘:ﬁ
* q5) n=9 X K : J
2 l/ 1
=z /I vl
= (a) c
- a ' '
u 10} . , 4
v @ K
05 o ]
X -
m,/, % -
ALK
b I PEr - Cidaall . 1 L
0 2 4 6 8
| QUANTUM NUMBER
3.0 — '
Ar® + Cs(6s)
VIV, = 0529
< n=10 0
€ n=1 a 8
:n 20 n=12 x zf m
5 !
pat i ,’A
& (b) S4
- / /
& g
g 10 K -
e L a
o L )
m J
- . ’,A'"A - X
.B. H - X
I T I HEVPE
0 4 8 12

| QUANTUM NUMBER

FIG. 8. The calculated n,! distribution [Eq. (10)] for electron
capture in (a) N°*+Cs(6s) collisions at v,/v,=0.894 for
n=7_8,9 and (b) Ar®*+Cs(6s) collisions at v,/v,=0.529 for
n=10,11,12.
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IV. CONCLUSIONS

Using the three-body CTMC method and a large num-
ber of trajectories, we have calculated total and state-
selective electron-capture Cross sections  for
Nat +Na(284) and N°*, Ar®* +Cs(6s) collisions in the
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FIG. 10. The calculated n,/,m distribution for electron cap-
ture in N°* +Cs(6s) collisions at v, /v, =0.894 for n=17, I=6
and Ar** +Cs(6s) collisions at v, /v, =0.529 for n=10, [=9.
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FIG. 11. The calculated percentages of final m and / values
for electron capture in N°>* +Cs(6s) collisions at v, /v, =0.894
and Ar®* +Cs(6s) collisions at v, /v, =0.529.

intermediate  impact  velocity range (i.e., 0.5
Sv, /v, S 1.7). Pure Coulomb and realistic model poten-
tial interactions have been employed to simulate the e ~ -
core interactions.

We have shown the importance of electron capture
into states with large / values. In particular, for N°*,
Ar® +Cs(6s) collisions, we have found that nearly circu-
lar states are predominantly populated near the max-
imum of the final n-level distributions.

More interestingly, we have found that the final m dis-
tributions are peaked around m =0 but, also, that they
are wider than what is commonly assumed in the litera-
ture. In particular, for Na™ +Na(28d) collisions we have
shown that the contribution of final states with m 22 to
the total capture cross section near the maximum of the n
distribution is greater than 60% for both values of v, /v,
considered here. In this light, we conclude that diabatic
processes should not be neglected in the experimental
analysis of the final » distributions by means of the
electric-field-ionization technique which is often used
when the electron is captured to high Rydberg states.
Thus, the present results may be very useful in the
analysis of previous experimental data which assumed a
pure adiabatic field-ionization process.'?

For the N> Ar®" +Cs(6s) collision systems, our re-
sults have been found to be in good agreement with re-
cent unambiguous spectroscopic measurements of the
most predominantly populated n values. Furthermore,
this agreement is obtained only when a realistic model
potential (instead of a pure Coulomb potential) is used to
describe the e "-Cs™ interaction. It is also worthwhile to
point out that this agreement is obtained for v, /v, <1.
Nevertheless, an experimental determination of absolute
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cross sections near the maximum of the n-level distribu-
tion is still needed to assess the accuracy of our calculat-
ed cross sections.

Finally, we have shown that the validity range of the
CTMC method for the electron-capture process may be
extended to v,/v, <1 when multiply charged ions are
concerned or, more generally, when highly excited states
of the projectile are populated.
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