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Multiconfiguration self-consistent-field followed by multireference-configuration-interaction cal-
culations using localized molecular orbitals were performed to obtain zeroth- and first-order per-
turbed Moller-Plesset (MP) wave functions and transition dipole moments for the X '=* (ground),
'3, and 'II states to calculate the radiative lifetimes of these excited states. In order to improve
the quality of the transition dipole moment between the initial and final states using orthogonal
basis sets, an alternative approach based on state-averaged G '’ and G '"’ (zeroth-order and MP per-
turbed) spinless one-particle reduced matrices to obtain mean adapted orbitals (MAOQO’s) is proposed.
This method is tested on the spin-allowed X 'S« !'=* 'l transitions, where excellent agreement
with the experimental lifetimes is obtained. It was found that the difference in convergence, as far
as the transition dipole moments are concerned, when using the MAQ’s obtained through G *°’ or
G '" is very small, and therefore the additional effort to obtain the first-order MAQ’s is no longer

justified.

I. INTRODUCTION

There has been recent work, both theoretical'! ™’ and
experimental,® ™ !2 on the spectroscopy of the CuX (X be-
ing a halogen atom) family. These molecules are interest-
ing from the practical (used as chemical lasers) and also
from the theoretical point of view, since copper halides
show fairly complicated optical spectra and the heavier
the halide, the more fragmentary and complicated these
spectra become. The chemiluminescent spectroscopy of
these molecules has been used to study the dynamics of
reactive collisions of the type'>!1*

M+X,—>MX+X ,

where the presence of numerous interacting potential-
energy surfaces raises interesting fundamental questions.

In particular, the accurate measurements of Steele and
Broida'® of some of the first excited states of CuF allowed
Delaval et al.!! to assess the nature (singlet or triplet) of
the lowest excited states of CuCl by comparing the corre-
sponding radiative lifetimes.

Delaval and Schamps® were the first to attempt (suc-
cessfully) a theoretical estimation of the radiative life-
times on a CuX molecule (CuF) through a spin-orbit-
perturbed ab initio self-consistent-field (SCF) single-
reference configuration-interaction (CI) calculation. In
their work they showed that the simple picture
Cut(3d°4s" )F (p®)—Cu™(3d'°)F (p®) (atomically for-
bidden) to explain the observed transitions from the first
excited to the ground state of CuF is completely wrong if
one considers only the molecular polarization of the
atomic copper orbitals. Since in the present work we are
only interested in the first spin-allowed electronic transi-
tions to the X !=% ground state of the CuCl molecule we
perform accurate multireference CI calculations to obtain
reliable enough wave functions, energy differences, and
transition dipole moments for the first singlet excited
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states, namely, the 'S" and 'I1 ones, to calculate their
respective radiative lifetimes.

In Sec. IT we explain the procedure used to calculate
accurate transition energies using the multiconfiguration
self-consistent-field (MCSCF) adapted orbitals for each
state as building blocks for their respective multirefer-
ence configuration-interaction (MRCI) wave functions.
In Sec. III we shall briefly recall the fundamentals under-
lying the calculation of radiative lifetimes and the
simplifications we can make in our particular case. In
Sec. IV we present the results and discuss some of the
difficulties one encounters when calculating accurate
transition dipole moments between two states belonging
to the same molecular symmetry. We suggest a method
to obtain a set of mean natural orbitals which describe,
with approximately the same quality, both states. Finally
in Sec. V we give the general conclusion.

II. METHOD

We have used a double strategy in order to obtain the
two basic quantities (transition energies and transition di-
pole moments) needed to calculate radiative lifetimes.
First we performed MCSCF plus MRCI calculations to
accurately evaluate the transition energies and equilibri-
um geometries of the '=* and 'I excited states as well as
the X '3 ground state. Second, in order to overcome
the difficulty of nonorthogonal basis sets, we have calcu-
lated the transition dipole moments between these excited
states and the ground state at the SCF plus MRCI level
using the common set of canonical molecular orbitals
(MO’s) of the latter.

This mixed approach is justified by the fact that the
transition energies calculated using the SCF MOQO’s of the
ground state are largely overestimated (see Table I) and
thus an optimization of the MO’s corresponding to the
excited states must imperatively be performed via an
MCSCEF calculation for each state.
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TABLE 1. SCF+MRCI transition energies, equilibrium
geometries, and harmonic frequencies using the canonical MO’s
of the X 'S ground state for all the states. Mean perturbational
norm was 0.12.

State T, cm™ ') R, (ag) w, cm™ )
X'zt 0 4.01 339
B 28567 4.04 328
Dohs 24 576 4.07 402

A. Computational details

Self-consistent-field followed by localized
multiconfiguration SCF and multireference-configura-
tion-interaction (LMCSCF-MRCI) calculations are per-
formed for the X '2 " (ground) and '=%,'Il excited states
of the CuCl molecule neglecting the spin-orbit term in
the electronic Hamiltonian.

The relativistic effective core pseudopotential (RECP)
method of Durand and Barthelat'® is used to describe the
core electrons of Cu and Cl. Thus for the copper atom
we have an argon-type core and treat explicitly only the
11 valence electrons (d '%') while for the halogen we are
left with a neon-type core and 7 valence electrons (s2p°).
These pseudopotentials include all the relativistic effects
except the spin-orbit effect.

The pseudopotential for copper is taken from Ref. 17
along with the Gaussian basis set which is of triple-§
quality for the 3d and 4s shells and of double-§ quality for
the 4p polarization function. The chlorine pseudopoten-
tial parameters and basis set can be found in Refs. 18 and
7, respectively. The basis set used is of quadruple-§ quali-
ty for the 3s and 3p shells and has a single-§ 3d polariza-
tion function optimized to reproduce at best the experi-
mental atomic *P — 2P and 2P — 2P transition energies.

Since it is well known that the first excited states of
Cu(l arise directly as a consequence of the excitation of
the Cu™ ion in its 'S(d'°) ground state to the *D(d°s')
and 'D (d°’s!) states, we evaluated’ the lower part of the
atomic spectra of Cu and Cu™; results are found to be in
good agreement with experimental data.

B. Localization of the molecular orbitals

In order to properly account for the nondynamical
correlation energy we used our localization algorithm re-
ported in Ref. 6 in exactly the same way it was used to
deal with CuF.

C. Multiconfiguration self-consistent-field

It is known’ that the use of the SCF orbitals of the
X '=% ground state to describe the first excited states of
CuCl leads to largely overestimated transition energies
and underestimated vibrational frequencies. One is there-
fore forced to perform an MCSCF calculation for each of
the excited states one is interested in, to obtain a reason-
able set of orbitals to be used as the monoelectronic basis
in a multireference CI calculation for each excited state.

Before localization, the main configurations of the
states we are dealing with are

5169

X't 90%100247*18*574*1107
: 902100247°18%7* 1102120,
I3 902100247*18*5 74110120 .

It should be said that an MCSCEF description of the ex-
cited states including all the possible configuration state
functions (CSF’s) generated by the active orbitals found
to play a predominant role, namely, the 110, 120, and 47
(the complete active space SCF generated by six electrons
on four active orbitals), leads to much smaller transition
energies than experimental ones, while harmonic vibra-
tional frequencies and equilibrium distances are too large
compared with experimental data.’

We have included up to ten of the most important
configurations describing both excited states, although
only two or three of them actually have an important
effect in the orbital optimization.

D. Multireference configuration interaction

The MRCI calculations were performed with the
configuration interaction and perturbation through
selected iterations (CIPSI) algorithm'® in its two-class
version where a small reference space (S) is used as a gen-
erator of perturbed determinants (P space) interacting
with those in S [in the Mdller-Plesset (MP) partition of
the electronic Hamiltonian] up to second order. In prac-
tice the number of determinants that are to be included in
the reference space S is determined for each state, so as to
have perturbational norms (within the intermediate nor-
malization) of similar magnitude for all states. Of course
there always exists some uncertainty as to the relative
quality of the wave functions for different states, but this
norm is used as a criterion to keep approximately the
same ratio of perturbational to variational contributions
to the total energy for all three states. It was kept be-
tween 0.08 and 0.10. Table II shows the sizes of the vari-
ational and perturbational spaces for each state as well as
the corresponding norms.

Let [¢Q’) represent the zeroth-order wave function of
state K and [¢’) the first-order perturbational part of
this state. The total wave functions of states K and L are
given by

|¢K>=|‘/’(1?))+W(K”

=3 Gl + 3 CRlvy) (1)
nes meEP
[ ) =197 ) + [y
=3 i)+ 3 CFlYm) . 2)
n'es m'€EP

TABLE II. Number of determinants in the reference (S) and
perturbational P spaces and their respective norms.

State Size of S Size of P Norm
X'zt 128 4x10° 0.078
D 400 11.3Xx10° 0.080
13- 494 14X 10° 0.096
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III. RADIATIVE LIFETIMES

We shall be concerned with electronic state lifetimes in
the remainder of the paper. We will consider only the
electric dipole approximation to deal with radiative tran-
sitions and neglect higher-order electric multipoles and
the magnetic dipole contribution since they are much
smaller (by a factor ranging from 1077 to 10~%) than
electric dipole moments.

Since the (increasing) energetic ordering of the lowest
electronic states is’ X '=1, 3371, 311, 11, I3, 3A, !A, the
only dipole allowed transitions within the Born-
Oppenheimer approximation towards the ground state
are the X 'S*«'37% and X 'S <11 transitions. A cas-
cading process is therefore possible only for the '=7
state, which could temporarily decay into the 'IT excited
state and finally to the ground X '=7 state.

The transition probability of a given (A’,2',v’',J") ro-
vibronic state is given by

TAELJ 222}21‘1/\2”/\2”1 ’ (3)

where the Einstein A coefficients are given in atomic
units by

A 3277 3 qv’u”
A’Z’U’J'A”Z”u”.l” 3 3 VA SWI AT (2J'+ 1)
X Yposlplpps)|? @)

and g, is the vibrational Franck-Condon factor. The
frequency v ,r51,:yav3+y+ can be divided into three contri-
butions:

=(T:—T")+[G'(v
+[F'(J

GII(UII)]
')'-F“(J“)] , (5)

VAS L S """

with AJ =0,%1. The rotational energy differences in-
volved in CuCl are of the order of 0.4 cm ™! (Ref. 10),
which is completely negligible compared with (T, —T,")
(>13000 cm ™ !). Moreover, since the upper and lower
potential-energy curves are nearly parallel, having ap-
proximately the same equilibrium distances and vibra-
tional frequencies, the vibrational intensity is mostly
confined within the principal sequence Av=0; we can
safely approximate the Franck-Condon factor g, as

v T 6U’L !
We can then write the transition probability as

2 (=T (e s 1

-1
TAS Y T
A" B

(6)

where g, is a statistical factor equal to unity except for
the = —II transition where g, =2. We shall be interested
to compare our results with the experimental data of De-
laval et al.!! obtained through resonance fluorescence
and collision-induced fluorescence. This means that only
transitions between states of the same spin multiplicity
3'"=73’ will contribute to the total transition probability.

On the other hand, as Delaval and Schamps® have al-
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ready pointed out for the radiative transitions in CuF, the
transition probabilities between excited states are exceed-
ingly small for two reasons. The first is that in the atomic
limit Cu(3d '%4s ')+ Cl(3s%3p°) they correspond to forbid-
den transitions A/=0 (3d —3d). The second argument is
a purely energetic one: since the molecular excited states
lie so close, the (T.—T.')* factor is about 10~ ° to 10~°
times smaller than the one corresponding to the transi-
tion towards the X '2* ground state. Experimentally
T,'2")—T,'r)=111 cm™!, to be compared with
23000 cm ™! from the difference 7,('=S")—T,(X '=*).
For these reasons, the probability of cascading for the
I3* excited state (ST S'MT—-X'!'2") is completely
negligible.

So we end up with two simple expressions to evaluate
the radiative lifetimes of the 'S and 'IT excited states:

-1 _3277' 3

Tt T 3 Vi x! g+ O, X 1= ]2, ™
_1_ 327
7’1“1=~—3€—3v.[” g | Oy +ip [XIETYP 0 8)

IV. RESULTS AND DISCUSSION

Before the localization algorithm was applied to the
SCF canonical MO’s, three of the occupied orbitals were
already localized: 90 on chlorine 3s, and 18 on copper
3ds. The remaining six nonlocalized MO’s can be grossly
described as follows: the highest occupied MO (HOMO)
110 is shared by the 3d atomic orbital (AO) on copper,
the 3s and 3p ones on chlorine, while the lowest unoccu-
pied MO (LUMO) 120 was mainly located on copper 4s
with an important polarization component on chlorine
3p. The two highest occupied 0 MOQO’s, 100 and llo,
possess one nodal plane; the 47 and 57 orbitals are com-
pletely nonlocalized mixtures of the copper 3d, and
chlorine 3p_.. The main configurations after localization
can be translated to AO’s as follows:

X'=*: Cut(3di3di3d?)Cl (3s%3p2 3pt),
M: Cu™(3d$3d33d%24s")Cl17(3s23p23pt),
ST Cu™(3d3$3di3d)4s")Cl (3s%3p23pt) .
It is clear that the ionic Cu™(d’s")C1 (s%p®) situation
properly describes both excited states.
In Table III we present the calculated equilibrium and
harmonic vibrational frequencies for the three states. It
can be noted that equilibrium distances are between 0.09

and 0.2 bohr too long with respect to experimental data,
and vibrational frequencies are somewhat smaller (10%)

TABLE III. Equilibrium geometries and harmonic vibration-
al frequencies. Experimental values in parentheses.

State

R, (ay) ®, cm™ ')
X'zt 3.97(3.88) 367(415)
B 4.12(3.97) 368(393)
D 4.22(4.00) 341(403)
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TABLE IV. MCSCF+MRCI transition energies to the
X 'S* ground state incm ™.

State Vertical Exp. Adiabatic
I 22980 22959 23226
st 20558 23070 21267

than what they should be. We have carefully discussed
both facts in Ref. 7. To remedy this, we proposed there
to use the virtual atomic orbitals of the copper ion on its
lowest (d°s') configuration, namely, the D spectroscopic
term. This approach turned out to be the right one since,
for the X '3 ground state both spectroscopic constants
were substantially improved: R,=3.93 (3.88a,) and
©, =420 (415 cm™'). This proves that the first virtual
MO’s for these states slightly exaggerate the importance
of the Cu™(d'°)Cl™(p®) configuration with respect to the

*(d%s")Cl™(p®) one.

Once the transition energies had been calculated we
proceeded to evaluate the transition dipole moments.

Transition dipole moments

In order to evaluate transition dipole moments we used
a single set of molecular orbitals to describe the three
states and the fact that

(Y10 1y ) =Tr(OTY,),

where O is the operator associated with the observable O
and i stands for the perturbational order of the transition
density matrix. Using Egs. (1) and (2) we can write the
zeroth- and first-order transition spinless one-particle
density matrix in the common basis of orthogonal molec-
ular orbitals (in second-quantized form) as follows:

Fig)(K,L) (0) AT '¢(0) (10)

i=0,1 9)

and

F(li KL A1’A |¢10) (1)

<w10)

’

5171

where @ T and its adjoint @; are the electron creation and
annihilation operators, respectively. We can make a fur-
ther approximation to calculate the first-order transition
density matrix and write it as

Fi',lj)(K,L) (O’lﬁ W(O))_}_(t/}(ow,«:fang)
+Cudla g, v
=TY(K, L)+<¢‘°’|a gy
+(¢<1)|a |¢(0) , 11
where we have dropped the second-order terms
(1J|a ij _ (12)

The reason behind this approximation is that the correc-
tion brought in by (12) to (11) is much too small com-
pared with the first three terms in Eq. (11) and that the
number of terms to be calculated is too time-consuming
(~107X107) to be worthwhile. In matrix notation the
transition dipole moment between states K and L can be
read as

(i lply )" =Tr(ulg))

where ,u=2,- ver; and N,
valence electrons.

For simplicity, we chose to work with the SCF MO’s of
the ground state. Table I shows the calculated equilibri-
um geometries and harmonic frequencies for the three
states we are interested in. The equilibrium distances are
only 0.03 bohr apart. We can calculate the transition di-
pole moments for both excited states at the equilibrium
distance of each one using this common MO basis; the
physical implication behind this hypothesis is that the
MO’s involved in the electron jump describing the
change of state will not differ much from the final MO’s,
namely, those of the ground state. As we will see, this
proved to be an excellent approximation in the case of
the X ="« !II transition where the highest occupied d
orbital (¢ bond) is not much changed by the polarization
induced when the 4s electron is transferred towards the

i=0,1 (13)

stands for the number of

TABLE V. Transition dipole moments (in a.u.) and radiative lifetimes of the 'Il and 'S excited
states using the canonical SCF MO’s of the X '2* ground state at their respective equilibrium

geometries.

Initial Perturbation Number of 7(li)) Expt.
state |i) order m determinants (X '=* |pli )™ (usec) Ref. 11
1 _ X's*t: 270 R

['TT) 0 in S . 244 0.35151 0.33

. . X'S*t: 6X10° R

'y 1 in P I 7X10° 0.39937 0.26 0.45
. , X's*: 270 R

['2*) 0 in S IS+, 513 0.0776k 9.42

- . X's*: 6X10° ‘ \ i
I's+) 1 in P Yig+, 8% 108 —0.1204 91 0.
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TABLE VI. Transition dipole moments (in a.u.) and radiative lifetimes using the zeroth- [MAO(0)]
and first-order [MAO(1)] mean adapted orbitals for the X ' and '™ excited state.

Perturbational Number of '=") (Expt.) CPU
order m determinants (X'=* 'St )™ (usec) 043 uVAX (h)
X'st: 436 ~
0 in § IS+, 538 —0.3476k 0.469 0:03
MAO(0)
) X'zt 10x10° N
1 in P IS+, 15%10° —0.3451k 0.473 4:00
X'z 603 ~
0 in § IS, 691 —0.3743k 0.405 14:00
MAO(1)
X'zt 14x10° ~
1 in P ‘.2: 17X 10° —0.3631k 0.430 18:00

3d , orbital of the ground state.

Using the calculated vertical transition energies ap-
pearing in Table IV, we give, in Table V the transition di-
pole moments and lifetimes of both excited states.

One can easily see that the canonical MQO’s of the
X '=* ground state are much better adapted to describe
the 'Il excited state than the ' one. This stems from
the fact that the latter belongs to the same symmetry of
the ground state and thus it is more difficult to properly
describe it using the same set of MO’s.

We would like to point out that, although small in ab-
solute value, the transition dipole moment has the wrong
sign (direction) between both X states, leading to a really
inaccurate estimation of the corresponding lifetime; when
we consider the first-order perturbed MP wave functions
this is corrected and the new lifetime is significantly im-
proved but still one order of magnitude too large (3.91 in-
stead of 0.43 usec).

On the other hand, the calculated lifetime for the 'TI
excited state even using the zeroth-order wave functions
is quite close to the actual value. One would naturally
ask why this value is slightly worse when considering the
perturbed wave functions; we must remember that we
used the MO’s corresponding to the ground state. If one
wants to really account for the actual process, we should

FIG. 1. X-Y plot of the electronic density of the HONO of
the ground state. Occupation: 1.99¢ .

have used the MO’s corresponding to each electronic
state, in this case the MCSCF MO’s of the 'Il state.
However, this would mean working using nonorthogonal
basis sets.

It is well known that, in order to describe monoelect-
ronic properties such as dipole moments, the one-electron
basis one uses should be of reasonable quality, even if a
less-adapted MO basis can recover rather quickly a large
portion of the correlation energy.

For this reason we propose here to obtain a mean set of
adapted orbitals which describe, with approximately the
same quality, both '3 7 states. In order to do so, one can
choose either the zeroth- or the first-order spinless one-
particle density matrices of each state and then simply
calculate their arithmetic mean as follows:

G, =LT{+T¥,), i=0,1. (14)

It should be said that, with this notation, the bar over
G applies only to the average of state (not transition) den-
sity matrices and the K, L subscripts simply tell us which
states we have averaged. By diagonalizing these matrices
one obtains a set of mean adapted orbitals (MAQ’s) that
can be used to calculate the new wave functions [Egs. (1)
and (2)] ¢k ), ¥, ) and, with these, get an improved esti-

FIG. 2. X-Y plot of the electronic density of the lowest unoc-
cupied natural orbital (LUNO) of the ground state. Occupa-
tion: 0.00le .
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e

FIG. 3. X-Y plot of the electronic density of the second
highest mean adapted orbital (MAO) between the ground state
and the first 2 excited state. Occupation: 1.52¢ .

mate of the transition dipole moments using Eq. (13), ei-
ther within the zeroth- or the first-order description of
the transition density matrices.

It should be stressed here that the arithmetic mean of
the density matrices [Eq. (14)] is only used as an inter-
mediate to define the new set of adapted MO’s and not as
a real average density matrix with which we could calcu-
late observables using Eq. (9).

In the upper part of the Table VI we present the result
using the zeroth-order MAO’s resulting from the diago-
nalization of G | . ,;+ at the equilibrium geometry of
the 'S* excited state to calculate the zeroth- and first-
order transition dipole moments and the corresponding
radiative lifetimes. The lower part of this table shows the
same results using the first-order MAQO’s. Two different
comparisons can be made using Table VI. Firstly, note
that the differences (using zeroth-order MAQ’s) between
the zeroth- and first-order transition dipole moments is
negligible (2X 1073 a.u.), thus leading to very small
changes in the radiative lifetimes (4X10™* usec). The
computer time required to obtain the perturbed transi-
tion dipole moment, once the variational wave functions
had been calculated, was 4 h on a uVAX II as compared
with 3 min using only the variational wave functions
lv,b‘;”ly ) and |¢'(1(;_)+ ). It is obvious that the computation-
al effort is not worthwhile.

The second comparison concerns the transition dipole
moments using the first-order MAO’s. Their construc-
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FIG. 5. X-Y plot of the electron density of the second highest
occupied natural orbital of the first = excited state. Occupation:
1.22¢".

tion is a particularly time-consuming step since one must
calculate twice (~7 h for each state) the spinless one-
particle reduced density matrix using wave functions that
contain approximately 10’ determinants each; then the
arithmetic mean of the density matrices and its diagonali-
zation are readily performed. The values one obtains this
way are not really very different from the ones calculated
using the zeroth-order MAO’s.

We can say that the only important differences in the
occupation of the natural orbitals (NO’s) of the X 'S*
ground state and those of the '=" excited state are found
for the NO’s corresponding (in the localized picture)
mainly to the 3d, and 4s of copper. Their occupation in
the ground (excited) state are 1.99 (1.22) and 0.001 (0.78)
electrons, respectively, while the occupation of the corre-
sponding mean adapted orbitals are 1.52 and 0.48 elec-
trons. These values were obtained using the first-order
density matrices but those calculated using the zeroth-
order matrices are almost identical.

Some test calculations were made to see if the MAO’s
for the X '=* and 'l states modified the already reason-
able value of 0.33 usec (experimental value was 0.45
psec). The transition dipole moments obtained using the
zeroth (first) -order MAO’s are almost left unchanged:
0.3302 (0.3198 a.u.). These figures lead to a slight im-
provement of the radiative lifetime for the 'II state since
we find 0.37 usec (zeroth-order) and 0.39 usec (first-order)
to be compared with the experimental value of 0.45 usec.
These minor changes were to be expected because we

FIG. 4. X-Y plot of the electronic density of the highest oc-
cupied MAO. Occupation: 0.48¢ ~.

FIG. 6. X-Y plot of the electronic density of the highest oc-

cupied natural orbital of the X excited state.
0.78e .

Occupation:
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knew that the orbitals involved in the electronic jump
were already reasonably suited to describe both states for
this transition.

Finally, for comparison purposes we show in Figs. 1-6
x-y plot of the electronic density of these NO’s as well as
their average between the two X states. In all these
figures the molecule lies in the z axis, the copper atom on
the left. Note that the second highest occupied MAO
(second HOMAO, Fig. 3) is almost identical to the
highest occupied natural orbital (HONO) of the ground
state (Fig. 1), whereas the HOMAO (Fig. 4) comes mainly
from the HONO of the excited state (Fig. 6).

V. CONCLUSION

The estimation of radiative lifetimes imposes two seri-
ous demands that must be fulfilled in order to obtain ac-
curate values, namely, good enough transition energies
and dipole moments. Nevertheless, lifetimes are
significantly more sensitive to variations in the transition
dipole moments than they are to energy differences. This
could be easily observed in the case of the X excited state.

In order to properly calculate transition dipole mo-
ments in orthogonal basis sets one needs a reasonably
good one-electron basis to describe both the initial and
final states involved in the electronic transition. We pro-
posed here an alternative and inexpensive way to obtain
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monoelectronic basis sets that describe with nearly the
same quality the initial and final states. We tested our
method in the case where both states belong to the same
or to a different molecular symmetry. The dramatic im-
provement of the calculated transition dipole moments,
either using the zeroth- or the first-order MAOQO’s, leads us
to values that are in very good agreement with recent ex-
perimental data.

Finally, we can say that the differences between the
transition dipole moments calculated using the MAO’s
obtained through the zeroth- or first-order arithmetic
mean of the spinless one-particle reduced density ma-
trices (G ® or G V) are indeed very small and therefore
the additional computational effort to obtain the first-
order MAOQO’s is no longer justified.
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