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Systematic derivation of percolation thresholds in continuum systems
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Analytic expressions for the critical percolation density in the continuum are derived using the
direct-connectedness expansion method. Demonstrating a systematic application of this method for
systems of permeable cubes or spheres, it is concluded that the present expansion is quite practical
for the derivation of critical parameters of continuum systems. Correspondingly we also utilize the
method to And the percolation threshold of the so-far unstudied continuum systems of oriented hy-

percubes. The results obtained are in excellent agreement with Monte Carlo simulations.

Percolation in the continuum has drawn considerable
attention in recent years' although more rigorous and ac-
curate percolation parameters have been determined by
lattice models. ' The first attempt to rigorously derive
critical parameters in continuum systems was made by
Haan and Zwanzig twelve years ago. Their approach
was based on the application of graph theory to a lattice-
bond-like percolation problem where the existence of a
bond is defined by permeable-object overlap. In view of
the lengthy cluster enumeration involved ' and its lat-
ticelike analogy, this method was not too appealing, and
thus its use has not been subsequently attempted for any
continuum system. Furthermore, Ref. 4 does not specify
the graphs used and their corresponding statistical
weights, nor does it explain how the quoted "best results"
were selected. In particular, the use of high-order over-
lap integrals in that work does not allow an easy deriva-
tion of continuum parameters for objects other than
cubes and spheres. At about the same time Coniglio
et al. have shown that in general there is a simple rela-
tion between the direct-pair connectedness C+(r), which
is analogous to the direct-pair correlation function (well
known from fluid theory ' ), and the mean cluster size,
which is a fundamental concept of percolation theory.
The fact that this relation is derivable in the context of
classical Quid theory and is hence natural for continuum
systems has motivated several researchers' ' to examine
whether this relation can be used for the actual deter-
mination of critical parameters. Consequently, two ap-
proaches were taken for the utilization of the above rela-
tion. The first was based on the Percus-Yevick approxi-
mation' '" while the other was based on an order-by-
order calculation' of a density expansion of C+(r). In
the first approach, although the qualitative features of the
percolation threshold behavior were nicely reproduced, "
the quantitative results were very poor. For example, the
percolation thresholds of various systems of spheres
were' '" 30% higher than the correct values. The other
approach' has been shown to be beneficial for the study
of trends in the behavior of thresholds, in particular for
permeable objects, but no actual computation of parame-
ters, with it, has been presented.

In view of the fact that the latter approach (which is
the only rigorous one that naturally applies to the contin-
uum) has not been tested yet for the derivation of critical
parameters, it appeared worthwhile to try it for known
and unknown continuum percolation problems. The
main drawback evident in this approach is that the con-
vergence of the corresponding expansion is slow and that
only its first few terms are available (mainly due to the
difficulty in computing the overlap integrals beyond what
is available from virial expansions ). On the other hand,
it seemed plausible to us that Pade approximants of the
first few terms obtained by this order-by-order approach
may yield reasonably good critical parameters. In this
letter we report then the results of the first derivation of
critical parameters within this approach. Specifically,
percolation thresholds were found here for systems for
which Monte Carlo values are well known (systems of
permeable spheres and cubes) as well as for systems for
which Monte Carlo values have not been presented be-
fore and are presented here (hypercubes).

The percolation thresholds of systems composed of
permeable regular convex objects, such as spheres or
cubes ("centrosymmetrical" objects'3), have been known
for many years. ' ' They were shown by many Monte
Carlo studies' ' to be determined by relations of the
type'

N. Vex=8c ~

where N, is the critical density of the objects, V,„ is their
excluded volume" the volume in which two object
centers have to be in order for the objects to overlap), and
8, is the critical average number of bonds per object.
The quantity B„which was found to be an invariant of
systems composed of a given kind of objects, has been ar-
gued' ' to be the basic topological parameter of the sys-
tem. For example, for spheres' ' 8, =2.8+0.05 while
for cubes. ' ' ' 8 =2.6+0. 1. For simple centrosyrnme-
trical objects, we know that V„=2"V, where V is the
volume of the object and d is the dimensionality of the
system. ' ' Following the generalized use of the V,„
concept, ' Bug et al. ' have proposed that a rigorous
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C (0)= g C„(0)p"
Il =2

(2)

In the case of permeable objects, one would like to ex-
press the density in terms of B, [see Eq. (1)], i.e., by

8, =p, V,„. Thus, it is natural' to express the expansion
given by Eq. (2) using dimensionless coefficients k„such
that

derivation of the percolation threshold for a system of
permeable objects is possible by the above-mentioned ap-
proach. The derivation is based on the expansion of
C+(0) [the zero wave-vector Fourier transform of
C+(r)] in terms of the object density p, where the
coefficients of the expansion are defined by

the rule ' ': b„= tsum of all topologically distinct dia-
grams which have n points and are at least doubly con-
nected] .(1—n)jn. In percolation problems, one is in-
terested in connectedness between two points and thus
the coefficients C„+(ri z) are given '' by the Isum of all
diagrams of n —2 black points and 2 white points (roots),
labeled 1 and 2, which are at least doubly connected and
have at least one path of f+ links between point 1 and
point 2I. Generally, ' one defines f=f++f*, and for
permeable objects (no potential in the problem), one fur-
ther finds' that f (r)= f*(—r) where f+(r) represents
a connection (or a contact) criterion. In the case of
permeable objects, f+(r) is given a value of 1 within the
excluded volume and 0 outside this volume. ' For exam-
ple, the first two diagrams (or integrals) for the percola-
tion problem will be given now by'

pC+(0)= g k„p" 'V,"„' .
If —2

Since at the percolation threshold'

p, C+(0)= g k„B," '=1
If =2

(3)

f c"""& dr»—= ff+(r, 3)dr, z= V,„,
O. (5)

~='c «, , =—ff'(.. .)f '(., 3)f (rp, 3)dri, 3dr], 2

C

(4)

b 3
= -2(1/6)

b4 = -3[1/8 +1/8
4Lr

+1/24
BL

where f(r, ) are the Mayer f functions. The coefficients
b„may be expressed as sums of diagrams according to

(see below), the task of the theory is to calculate the
values of the coefficients k„. Fortunately, the integrals
involved in the calculation of k„are the same as those
used for the calculation of the well-known virial
coefficients b„of the corresponding impenetrable ob-
jects. However, explicit values of the integrals are only
available up to n =7 for hypercubes and n =5 for
spheres. On the other hand, the statistical weights of
the integrals are different in the percolation problem [i.e.,
in C'„(0)] and in the virial expansion problem (i.e., in

b„). As far as we know, for the percolation problem, at-
tempts have been made to calculate these weights, so
far, only up to n =4. The method of the present work is
then to make better use of the available integrals by
determining the statistical weights of the lowest-order
terms sufficiently to evaluate reliably the percolation
thresholds with accuracy exceeding that of existing
Monte Carlo results.

Let us now turn to a short account of the calculation
procedure that we applied. The virial coefficients b„are
well known to be given in terms of sums of diagrams
which symbolize cluster integrals, such as

b2= -1/2c ==ff(r, )dr,

—=k) V,„.
Comparing the above diagrammatic expansions of b„
[Eqs. (4)] and C„(r) [Eqs. (5)], one sees immediately that
both b„and k„ involve the same integrals, but they may
have different signs and combinatorial weights (due to the
extra requirement of the f + path in the percolation prob-
lem'").

Following the above considerations we have found the
C'„+(0) diagrams [see Eq. (5)] containing up to five points
[i.e., up to C5 (0)] in the following way: First, doubly
connected (viriallike) diagrams are collected and two
points are rooted' [become "white, " compare Eqs. (4)
and (5)]. In each of the diagrams obtained (which are la-
beled as class i) we permute all the nonrooted (black)
points in all possible ways. Of these diagrams, only the
topologically distinct ones are kept. Quantitatively this is
done by dividing the value of the integral by the symme-
try number S„which denotes the number of ways to per-
mute the indices of the black points without obtaining a
topologically distinct diagram. We further define a de-
generacy factor g, which accounts for the different label-
ing of the roots as point 1 and point 2. If a permutation
of 1 and 2 produces a topologically different diagram, we
have g, =2, while otherwise g; = 1. Since we count the to-
pologically distinct diagrams, g; is a multiplicative factor
of every diagram. Finally, all f bonds are decomposed
into f++f* bonds and only diagrams in which 1 and 2
are connected by at least one path of f bonds are regis-
tered. For each f diagram then, there are many such
new decomposed diagrams. Every new diagram is also
assigned a sign which is negative if there is an odd num-
ber of f* bonds in the diagram [see Eq. (5)). Due to the
different signs, many diagrams of the same g, and S,- can-
cel out and we are left with N, uncanceled diagrams.
Hence the final weight of a diagram i (i.e., of an integral)
such as those on the left-hand side (l.h.s.) of Eq. (5) is
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W, =(g;N; /S;)(+I ), (6) d
f+(r)= f—*(r)=g f+(x; ), (7)

where the sign is that of the residual X,- diagrams. The
value of C„+(0) is simply g; W„,I„,, where I„;is the nu-

merical value of the corresponding integral, and the sum
is over the different classes of order n [see, e.g. , Eqs. (9)
and (10) below].

In this paper we are mainly concerned with the case of
a system of permeable parallel hypercubes since for this
case the values of I„, are known for all dimensions.
The reason for this is that for a hypercube of dimension
d, one has

where
1, —'(x, (—'

0 otherwise .
+(x, )=

(8)

With this definition V,„=1, and since 8, =p, V,„,p, here
is just the system invariant 8, . Since C 2+ (0), C'3 (0), and
C4+(0) were presented previously, ' ' we give here ex-

plicitly only the newly derived weights of C»+ (0). Hence
in terms of diagrains [coinpare Eqs. (4) and (5)], we can
write

C'»+(0)=(V,„)k»= -2( )+13( )+(33/6)(g)-(13/6)(g) —14(5) 11(0)

+33(Q)+()(/ ()-7()(II)+1(Q) (9)

where each diagram now symbolizes a specific indexed di-
agram. The numerical values of these diagrams,
D, /(4!), are just the values obtained by Hoover and
DeRocco in the case of d-dimensional cubes, for which

f (x;)= 1 when —1 &x, & 1 (i.e., their cube is of volume 1

and the corresponding "excluded volume" is 2"). Com-
bining the weights found here with the values D, of Ref.
25, we find then that

g W»;D»;= —2(230)"+12(196)"+—", (192)

——", (180)"—14(174)"—11(164)

+12(152)"+8(144) —7(132) +(120)

(10)

and thus we have to find a way to extrapolate the rest of
the expansion. This can be done by taking advantage of
Eq. (13) and the expected' critical behavior:
S= A, (p, —p) )', where A, is the amplitude of S. Such
problems appear in many critical phenomena studies '

and are often handled by the method of the Pade approxi-
mants. This is also the course we have chosen to take
here. Following our prime interest in evaluating percola-
tion thresholds as accurately as possible, we used a Fade
approximation of S, biased with the known ' values of
the critical exponent y. (It is a well-founded assumption
that y is universal and was shown indeed to be the same
for lattice and continuum systems of equal dimen-
sion' ' '). The values obtained by unbiased calculation
will be discussed elsewhere. The first stage of finding
the desired extrapolation is expanding the series

and thus [following our definition as given by Eq. (8)], the
k» coefficient of Eq. (3) is given by

S= 1+ g s~p',
j=1

(15)

k» = g W», D», /[(4!) (2") ] .

Using Eq. (11),we obtain that for permeable cubes

k5 = —0.03347 . (12)

S =1/[1 —pC (0)], (13)

is determined at the threshold by the divergence condi-
tion

p, C+(0)=1 . (14)

However, the above required information is not available

Similarly, our results for the other coefficients of Eq. (3),
for d =3, are k2 =1, k3 = —0.421 87, and k4 =0.12429.

If we had the rest of the k„values or evidence that
they decrease fast enough with n, we could have solved
Eq. (3) for the percolation threshold, p, . This is due to
the fact that the dependence of the mean cluster size on

p, which is given by

h(p)=[S(p)]' ' (16)

Finally, we use a Pade approximant with coefficients a
and b such that

L
h(p)= ga, p~

M

pj +a (p
L +M + 1

) ( 17)

j=1

where the highest value of L+M is determined by the
available information [i.e., the index of the last known
term in the series expansion of h (p) as defined by Eq.
(16)]. In the critical region h (p) has the approximate be-
havior

h(p)=&, ' ~/(p, —p), p p, .

using the k„values found above and Eq. (13). Equating
the coefficients of p' yields the values s]=1,s2 =0.5781,
$3 0.28 1 5, and $4 =0. 1295, for the density expansion of
S [Eq. (15)]. The second stage is using these s terms in
order to find the first few terms of the series of a func-
tion h (p) defined by
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TABLE I. B, values obtained from the biased Pade approxi-
mants for a system of spheres.

TABLE II. B, values of systems of hypercubes as obtained

by the 1/3 Pade approximant and Monte Carlo simulations.

1.74
1.95
2.09
2.09

3.14
2.77
2.79

2.66
2.79

2.84

Dimension

d=2
d —3
d=4
d=5

Pade

4.70
2.60
1.91
1.59
1.34

Monte Carlo

4.5+0. 1

2.63+0.05
2.1+0.2
1.8+0.2
1.4+0.2

y values used

43/18
1.74
1.44
1.2
1

The value of p, is given then by one of the roots of the
denominator of Eq. (17) (and thus we must consider only
the M ~ 1 approximants). To illustrate the nature of the
biased Fade results, we present in Table I the B, values

(p, per excluded volume) for the various possible L/M
combinations, as obtained by using the above procedure
(with the well-known universal value of y =1.74), in the
case of permeable spheres. Recalling the above-
mentioned value ' of 8, =2.8+0.05 we see that already
for L/M= 1/2, the result obtained is in agreement with
the Monte Carlo 8, value. Examining the results for
L/M= 1/3 and L/M =2/2, we see that the B, values
obtained converge (as is the case in other critical phe-
nomena studies '

) along the L =M —1 diagonal. From
the results shown in Table I, it becomes apparent why
one has to calculate the expansion terms at least up to
C'5+(0): If we would have used only C4+ (0) in this calcu-
lation of the biased Pade approximants, we could only
guess that the result obtained by the approximant
L/M= 1/2 is the correct result. Since we obtained
essentially the same values for L /M = 1/3 and
L /M =2/2 we feel confident that the B, values converge
with increasing L+M. We found the convergence to
improve with increasing dimensionality; for example, for
six-dimensional hypercubes all the approximants with
L +M ~ 2 yield practically the same B, value (i.e.,
B,=1.34).

Turning to the data obtained for hypercubes, we
present here for the sake of brevity only the results ob-
tained for L =1 and M=3. These results, which were
obtained by using known ' y values, are shown in Table
II. We found that these values are quite insensitive to
small variations in y. For comparison we also show in
Table II the well-known B, values for systems of two and
three dimensions, ' ' as well as newly obtained Monte
Carlo results, for systems of higher dimensions. ' The
comparison between the two sets of results shows that
there is excellent agreement between the Monte Carlo 8,
values and the values derived here from the Coniglio-Bug

approach with biased Pade approximants. The excellent
agreement is manifested by the finding that the results
agree to within the statistical uncertainty of the Monte
Carlo values. The fact that within this uncertainty the
Monte Carlo results are systematically higher than the
present rigorously derived results is likely to be due to
finite-size effects in the simulations.

In conclusion, we have used the pair-connectedness ap-
proach of Coniglio et al. , utilized it order by order as
suggested by Bug et al. ,

' and extrapolated the results by
Pade approximants. We found that this systematic pro-
cedure yields quite accurate values for the percolation
thresholds of continuum systems composed of permeable
objects.
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