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We study a two-state quantum-mechanical system, equivalent to a %-spin dipole, with frequency
o, linearly interacting with a set of quantum oscillators. The corresponding discrete nonlinear
Schrédinger equation (DNSE) has been given an analytical solution by Kenkre and Campbell [Phys.
Rev. B 34, 4959 (1986)]. We show that in the strong-coupling limit their analytical expression is
recovered from our microscopic approach when the thermal and quantum fluctuations of the bath
of oscillators are neglected. To take into account the influence of thermal and quantum fluctuations
on the prediction of the DNSE in the strong-coupling limit, we adopt a straightforward procedure
based on the direct evaluation of {o,(t)), under the assumption alone that the frequency o, is very
weak. A special initial condition is used, with (o ,(#)) =1 and the oscillator at equilibrium in the
corresponding effective potential. It is shown that in the strong-coupling limit this expression coin-
cides with the noninteracting-blip approximation of Leggett et al. [Rev. Mod. Phys. 59, 1 (1987)]
and the result of the equivalent projection approach of Aslangul, Pottier, and Saint-James [J. Phys.
(Paris) 46, 2031 (1985); 47, 1657 (1986)]. Then, this expression is used to study the special case
where the ;— spin interacts with only one oscillator at zero temperature. It is shown that the fast os-
cillations predicted by Kenkre and Campbell in the strong-coupling limit are damped by a
Gaussian-like relaxation process provoked by the quantum fluctuations of the oscillator, which
eventually lead to the destruction of the trapped state. These collapses are followed by periodical
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revivals reminiscent of those observed in quantum optics.

I. INTRODUCTION

The model of one 1-spin dipole interacting with one or
more quantum-mechanical oscillators plays a central role
in many different fields of investigation. Relevant exam-
ples are quantum-mechanical dissipation,! quantum op-
tics,>~* and the discrete nonlinear Schrodinger equation
(DNSE).>~!!

The latter field of investigation is currently the subject
of a debate® concerning the microscopic derivation of the
DNSE proposed by Davydov. The DNSE was derived by
Davydov by modeling the energy transport in biological
macromolecules via the Frohlich Hamiltonian’ and mak-
ing use of an Ansatz for the form of the state vector
which is assumed to be a product of a normalized one-
exciton vector and a many-mode product of phonon
coherent states. The essential ideas of Davydov’s theory
were used by Brown et al.® to develop a variation of the
Zwanzig-Nakajima projection technique® that allowed
them to recover with a more rigorous statistical approach
the same nonlinear structure as that characterizing the
DNSE of Davydov. The problem of the microscopic
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derivation of the DNSE is rather closely connected to
that of the microscopic approach to quantum dissipa-
tion.! This is made evident by considering the two-site
version of the Frohlich Hamiltonian. In this case the mi-
croscopic Hamiltonian has precisely the same structure
as that used within the field of quantum dissipation, i.e., a
1-spin dipole interacting with a set of quantum-
mechanical oscillators. In this special case, termed adia-
batic dimer, Kenkre and co-workers’ " !! have been able
to predict interesting effects produced by the strong in-
teractions of quasiparticles with the vibrations of a solid.
Within the perspective of this paper, more important
than that is the fact that they have been able to derive the
analytical solution of the DNSE. Since the Hamiltonian
behind their analytical results is the same as that used in
the field of quantum dissipation, we have available an al-
ternative approach to the microscopic derivation of the
DNSE. This is as follows. Instead of discussing the
Ansitze made by Davydov>® and the problems of the
rigorous statistical derivation of his equation, we can
proceed to a direct comparison between the analytical
solution found by Kenkre and Campbell’ and the solu-
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tions available in the field of quantum dissipation after
the investigative work of Leggett and co-workers.!

Actually, instead of using the results of Ref. 1, we
derive an expression for the time evolution of the mean
value of the x component of the spin at second order in
the unperturbed precession frequency. At this order our
result is proven to coincide with the theory of Leggett
and co-workers.! This approximation allows us to dis-
cuss the effects of quantum fluctuations on the adiabatic
dimer of Kenkre and Campbell® with a fully analytical
expression, but it will oblige us to keep our analysis in the
region of high couplings. Another reason for us to
“rederive” the result of Leggett and co-workers is that
within our approach it is straightforward to make the
semiclassical assumption, i.e., that the oscillator is classi-
cal. This approximation is proved to result in a simple
analytical expression coinciding with the prediction of
Kenkre and Campbell® in the same limiting condition of
small wy’s.

We are thus in a position to accomplish the proposed
plan. We proceed to a direct comparison between the
analytical expression of Kenkre and Campbell’ and a ful-
ly quantum-mechanical result that in the semiclassical
limits reduces to the expression of Kenkre and Camp-
bell.’ It is thus correct to interpret the discrepancies be-
tween these two different predictions as being an effect of
the quantum-mechanical corrections to the DNSE. A
crucial issue'> on the DNSE is whether or not its
significant predictions are invalidated by the quantum-
mechanical nature of the oscillators, and we believe that
our approach serves very well the purpose of answering
1t.

The outline of the paper is as follows. In Sec. II we
show that the adiabatic dimer of Krenkre and Campbell’
implies the influence of both quantum and thermal fluc-
tuations to be totally neglected. In Sec. III we study the
time evolution of the mean value of the observable of in-
terest and we express it by an analytical equation ob-
tained with no approximation but that the spin preces-
sion frequency is very small. In Sec. IV we adapt this
equation to the special case of an interaction with only
one oscillator at temperature 7 =0. We then discuss the
effects of quantum fluctuations on the adiabatic dimer of
Kenkre and Campbell.” Concluding remarks are found
in Sec. V.

II. HEISENBERG REPRESENTATION
AND HIGH-COUPLING LIMIT

We study the system described by the following Hamil-
tonian:

H=H ,+Hpg+H,, (2.1)
where
Wo
H = -—702 , (2.2a)
Hp=3 w;bb, , (2.2b)
(2.2¢)

Hi=go, S T(b,+b]),
i
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and the operators b, and b:r are the conventional creation
and destruction operators satisfying the commutation

rules
[b,bT1=1 (2.3)

04, 0,, and o, are the Pauli spin operators. For the sake
of concision we define the operator x,

x=3T,(b,+b]) . (2.4)
Thus the interaction Hamiltonian reads
Hi=80o.x . (2.5)

In a recent paper,'® a theoretical procedure has been
adopted aiming at retaining the essence of Davydov’s
idea, namely, the fact that the phonon system is held
away from equilibrium through a constraint supplied by
the moving excitation. It has been stressed that if the
bath consists of only one damped oscillator, then this os-
cillator must quickly relax towards an equilibrium distri-
bution with respect to a shifted harmonic potential. This
property has been partially taken into account by the
theory of Ref. 13, where at ¢+ =0 the spin is assumed to be
polarized along the x direction and the oscillator is
forced to stay at equilibrium in the correspondingly shift-
ed potential well. The theoretical approach of Ref. 13
has quite an attracting property: when thermal and
quantum-mechanical fluctuations are neglected, this
theory recovers the analytical predictions of Kenkre and
Campbell’ in the strong-coupling limit. However, the
thermal and quantum-mechanical corrections are intro-
duced with a Markovian assumption, and the resulting
theoretical predictions are then supported by comparison
with the results of a numerical method. In this paper we
plan to retain from this approach only the assumption on
the special initial condition. As far as the evaluation of
quantum and thermal fluctuations is concerned, this will
be carried out with no approximation but that the oscilla-
tion frequency w, is very small. This is the reason why
the comparison with the adiabatic dimer of Kenkre and
Campbell can only be carried out in their strong-coupling
limit.

To be more specific, let us assume that at £ =0 the spin
is in the state |+ ), the eigenstate of o, with positive ei-
genvalue, therefore satisfying the condition

o+, =1+), . (2.6)
Then the bath oscillators are subject to harmonic poten-
tials with unperturbed frequencies but with a minimum
shifted by the quantity
2Ty}

Ax; = ,
©

(2.7)

1

the unperturbed equilibrium position being assumed to be
placed at x =0. We choose an initial condition with the
oscillators of the bath placed in an equilibrium state with
respect to this shifted potential and we study the ensuing
evolution of the system.

In accordance with the above remarks it is convenient
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to adopt the following change of variables:

=~ gl;
bi=b;— o
r (2.8)
b;, =b T -
@;
This means that we are using the new coordinates
x,=T,b,+b)), (2.9)

which correspond indeed to shifting the reference frame
by the quantity of Eq. (2.7). In this new system of refer-
ence the Hamiltonian of Eq. (2.1) reads

—_ % 5 +pt 5tE
7{———2—az~2P,g 2 r;(b;+b i)+2 w;b | b;
22 22
—20, Eg +ng , (2.10)
where
P_=l(1—0o,). (2.10")

Starting from the initial condition of Eq. (2.6), we are
tempted to assume the interaction between spin and sys-
tem, [second term on the right-hand side of (2.10)], to be
negligible. We then immediately obtain

0, ()=wyo,(1),

0,(8)=—awo,(1)+4A0,(1), (2.11)
6,(1)=—44A0,(1),
where
r;
A=g E; (2.11)

This is formally identical to the dynamics of a linear non-
degenerate dimer, where the localized state appears to be
an effect of the disparity in the energy levels. However,
the microscopic Hamiltonian is the same as that behind
the degenerate dimer of Kenkre and Campbell’ and the
self-trapping is a consequence of the strong coupling with
the phonon bath. In other words, a degenerate dimer
strongly coupled to the phonon bath appears to be
equivalent to a nondegenerate dimer decoupled by its
bath. The solution of this set of differential equations is

 ojeos[(16A%+wft)' 2]+ 164

(o.(1) ALt : (2.12)
@o
_ agsin[(16A2+wdt)! /2]
(o,()=— Q6aTa (2.13)
4wpA
(o,(1))=—="—{1—cos[(16A%+wdt)'?]} .  (2.14)
16A2+wh

This coincides with the strong-coupling limit of the de-
generate dimer of Kenkre and Campbell.” Thus we can
regard Eqgs. (2.12)-(2.14) as the prediction of the DNSE
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in the strong-coupling limit. This is equivalent to disre-
garding completely both thermal and quantum-
mechanical fluctuations. This can be made clearer by
noticing that if the second term on the right-hand side of
(2.10) is not disregarded, the set of Eq. (2.11) must be re-
placed by

(1),

o, (1) =wy0o,

G,(1)=—wu0 (1) +4A0 (1) —2gX(1)a (1) , (2.15)

6,(t)=—4M0 (1) +2gx(t)o (1) .

If we think of X(#) as being a fluctuation, either classical
or quantum mechanical, then we see that the determinis-
tic dynamics of the set of Eq. (2.11) is perturbed by a sort
of multiplicative stochastic process which is reminiscent
of the well-known stochastic oscillator of Kubo.!* In the
present paper we shall focus our attention on the effect of
quantum-mechanical fluctuations. The thermal fluctua-
tions will be ruled out by reducing the bath of oscillators
to a single oscillator at the temperature 7=0. We want
to remark in advance that if the quantum-mechanical
fluctuations are conceived as erratic motions of X(¢) sur-
viving also at 7 =0, then it is not surprising that the
motion of the J-spin dipole is characterized by collapses,
i.e., a sort of relaxation process triggered by the multipli-
cative nature of the “noise” appearing in Eq. (2.15). The
Kubo stochastic oscillator'*!° sheds light on this impor-
tant aspect.

Note that the DNSE was derived by Davydov® by as-
suming the oscillators to be in coherent states, and thus
very close to the classical condition. Thus it is reasonable
that the exact equations of (2.15) lead to the same predic-
tion as the DNSE when the quantum fluctuations of X (¢)
are disregarded. The major purpose of the present paper
is precisely determining the physical effects of quantum
fluctuations in the strong-coupling limit.

III. EFFECTS OF QUANTUM-MECHANICAL
FLUCTUATIONS

Instead of adopting the procedure of Ref. 13, we ap-
proach the problem of determining the influence of
quantum-mechanical fluctuations on the predictions of
the DNSE in quite a different way. This consists of deter-
mining the time evolution of (o ,(¢)) under the assump-
tion alone that the transition frequency w, is very small,
while retaining the initial condition of the preceding sec-
tion. The resulting expression for a generic bath of oscil-
lators is virtually equivalent to that of Leggett and co-
workers.! However, our procedure makes the connection
with the DNSE of Davydov clearer. For this reason, we
think it worthy of a fairly detailed illustration. We
proceed as follows.

In principle, the exact expression for the time evolu-
tion of (o ,(#)), ensuing from the special initial condition
of the preceding section, is given by

(o () =Tr[P,ppo ()]=Tr{P, pplexp(Lt)o, ]} ,

(3.1)
where
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P,=L(1+o)=|+) (+], . (3.1)

1
2
The superoperator —iL is the commutator associated
with the Hamiltonian of Eq. (2.1). It can be divided into
two parts as follows:

L=L,+L,, (3.2)
where
Lo=L;+ Ly (3.3)

and L 4, Lg, and £; denote the commutators associated
to # 4, #p, and #; of Egs. (2.2a)-(2.2c). As mentioned
above, we make the assumption alone that the transition
frequency w, is very small. This is equivalent to assum-

|

(Ux(t)>:Tr[P+pBeXp(.Lot)0x]+Tr

+Tr P+pBexp(£0t)fotds fosds’exp( —Los).L 4exp[Ly(s —s' )L 4exp(Lys')o, ] .

We note that the definition of Eq. (3.3) implies
Loo, =0,

Thereby resulting in
exp(Lytlo, =0, .

Thus Eq. (3.5) becomes
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ing L , to be small compared to .L;+.Ly. For this
reason it is convenient to write Eq. (3.1) under the follow-
ing form:

(o, (t))=Tr |P, ppexp(Lyt)expr

X [fotds exp( —Lys)

XL gexp(Lys)o, ] (3.4)

The symbol exp; denotes the time-ordered exponential.
Let us expand this time-ordered exponential at second or-
der in .L ,, or at second order in the tunneling frequency
w,. We obtain

P+pBexp(,£ot)fotds exp( —Ls)L jexp(Lgs)o, ]

(3.5)

(o, (1)) =TrP ppo )+ fo’ds Tr{P, pgexplLo(t —s)1L 4o}

+ folds fosds'Tr{P+pBexp[,£o(t —s)1L yexp[Lyls —s)L 40, .

Using the properties

explLy(t —s)]o, =exp[iFH(t —s)]oexp[ —iFH(t —s)],

Ly 0, =040, ,
[P+)—7{0]=0 )
and

P,o,P =0,

(3.8)

(3.9)
(3.10)
(3.11)

(3.12)

we see that the second term on the right-hand side of Eq. (3.8) vanishes and this equation reads

(0,())=14a, fotds fosds’TrB{pB(+|xexp(z'7{(,s)LA[exp(,Cos’)ay]exp(——i,7{0s)|+)x} .

(3.13)

Applying the commutators L , and L, to o, and averaging over the spin variables, we obtain

2
<Ox(t)>=1—%0“fords fo ds’ {TrB{pBexp[i(ﬂB +gx)slexpli (# g —gx)s'lexp[ —i (Hp+gx)(s +5")]} +c.c.

(3.14)

Let us now express the operators appearing in Eq. (3.14) in terms of the reference system of the preceding section. We

obtain
and

Hp—egx=Fp+30—2g% .

Using Egs. (3.15) and (3.16) we can write Eq. (3.14) as follows:

(3.15)

(3.16)
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(o t))—l——f ds f ds'[Trp(ppexp{i[#p—2g%(s)]s'}exp( —iF ps'Jexp(4iAs’))+c.c.] . (3.17)

The time evolution of X(¢) is defined by
%(t)=exp(iFf gt )X exp( —ii{Bt)
=3 I',-[l;:-rexp(iw,-t)ﬂ—l;,-exp(—ia)it)] . (3.18)

With this definition, Eq. (3.17) can be rewritten under the following form:

2
(ax(t))=l—%fotds fosds’[exp(4iAs')TrB(pBexp(—i??Bs')exp{i[f{B—ng(s +s1]s'}+e.c.]. (3.19)

Adopting the new integration variables

z=s+s' (3.20a)
and

qg=s', (3.20b)
we obtain

2
[0)] ~ ~
(ox(t))=1—70f0tdq f2q+,dz[exp(4iAq)TrB(pBexp(—i?qu)exp{i[ifB—Zgi(z)]q})+c.c.] . (3.21)
q

Note that

exp{i[Hp—2g%(z)]q} =exp 2 b b, —2g 2 r;(b *e < Z+E,-eﬂ.w'z) q (3.22)

This means that we have to deal with a product of terms, the form of each of which, omitting the index i, is of the fol-
lowing kind:

expli(wb 5 +8*5T+8b)q] , (3.23)
where
= —2gTe oz (3.24)
Using Eq. (A9) of Appendix A, derived from a result of Weiss and Maradudin,'® and Eq. (3.24), we get

i iwz, —iwgq =~ ZgFI —iw.z, iwq ~
exp{i[Hp—2g%(z ]q}—exp(z?[,,q)nexp e (e —l)b,-—w—e (e T—1)b;
14g2F2
Xexp [w;q9 —sin(w;q)] (3.25)
Note that the exponential exp(4iAq) appearing in Eq. (3.21) can be expressed as follows:
41g2F2
exp(4iAq) H exp q (3.26)
Using Egs. (3.25) and (3.26), from Eq. (3.21) we derive
60(2) t g+t ~t - ZFZ
(ox(t))=l——2~f0 dg fz dz {Trp (pp i [] expla;(z,9)b ; —af(z,q)b; lexp |i sin(w;q) | | +c.c. t, (3.27)
q i l
with
2 Fi iwz, —iw
a;(z,q)= 8 ez, ity (3.28)

i

We study the case where
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PB=HPi »

exp(—Bcoii)'IEi)
Tr(exp| —Bw,b [ b,])

pPi=
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(3.29)

(3.29)

Using Eq. (3.29) and the well-known relation for generic operators A4 and B, only fulfilling the condition that [ 4,B] is a

¢ number,
exp( 4 +B)=exp( 4)exp(Blexp(—1[ 4,B]) ,

from Eq. (3.27) we obtain

2
_ _f’_o- t g+t ~ s ~
(o (0)=1 2 111 fo dq f2q dz |Tr{p;expla;(z,q)b ; Jexp[ —a(z,q)b; ]} exp

(3.30)

2[\’2

(e“I—1) | +c.c. (3.31)

]

The calculations leading to the evaluation of the trace on the right-hand side of Eq. (3.31) are illustrated in Appendix B.
Using Egs. (B6) and evaluating by means of Eq. (3.28) the square modulus of a;, involved by Eq. (B6), we obtain

8g°I'*[1—cos(w;q)]

Tr{p;expla;b [exp(—a}b,)]=exp oy

wHl—e

(3.32)

Inserting Eq. (3.32) into Eq. (3.27) and evaluating the inner time integral, we finally derive

4g21‘,2
2
- ®

i i

(o ()=1—w} fotdq(t—q)Re exp e

To discuss the relation between this result and that of
Leggett and co-workers,! let us rewrite Eq. (3.33) as fol-
lows:

—y_ 2 [ t wq)
(o .(1)=1—0} fodq fq dz Re[exp(e*9)] , (3.34)
where
2T} | iwg cos(w;q)—1
Y(g)=3 e '"'— Z_Bw-—— (3.35)
i i e '—1
The Laplace transform of p(¢£)={0o,(1)), p(z), reads
ﬁ(z)=1—w§)ﬂf—) , (3.36)
z z

where ®(z) is the Laplace transform of Re{exp[#(1)]}.
On the other hand, in the limiting condition of a very
small @y, Eq. (3.36) can be considered as a second-order
Taylor expansion in o, of
ply=—i— . (337
z + oy P(2)

If we replace the approximant of Eq. (3.36) with Eq.
(3.37), then we recover the result of Aslangul et al.,V
which, in turn, coincides with the well-known
i

(o, (t)=1—w} folds fosds’Re(exp(4iAs')(exp(-i??Bs’)exp{i[ﬁB—ZgX(s +s5)1s'})) .

With the symbol { ) we denote an average which must be
evaluated over the equilibrium distributions of the bath
oscillators regarded as being classical. At temperature
T =0 the coordinate X, thought of as a classical variable,

iog

—1+2

cos(w;q)—1

eﬂw' -1

] . (3.33)

[

noninteracting-blip approximation of Leggett and co-
workers.! Since we limit the investigation of the present
paper to the case of very small w,, we can conclude by
saying that the comparison, carried out in the next sec-
tion, between the prediction of the DNSE and Eq. (3.34),
is equivalent to comparing the prediction of the DNSE
(Refs. 5 and 9-11) to the theory of Leggett and co-
workers.! This is certainly true in the time region defined
by t =1/w,. Actually, as shown at the end of this section
and in the next section, the region of validity of Eq. (3.33)
is much more extended. Equation (3.33) is basically exact
provided that (o ,(¢)) does not significantly depart from
the initial condition (o, (0)) =1.

In Sec. II we saw that if both thermal and quantum-
mechanical fluctuations are suppressed, Eq. (2.15) be-
comes identical to Eq. (2.11) and the result of Eq. (2.12) is
recovered. In the strong-coupling limit, Eq. (2.12) coin-
cides with the prediction of Kenkre and Campbell,’
which is merely the analytical solution of the DNSE in
the same regime. Thus we expect that in the absence of
both quantum and thermal fluctuations, Eq. (3.33) also
results in the analytical expression of Kenkre and Camp-
bell. To prove that the central theoretical result of this
section fulfills this crucial property, let us rewrite Eq.
(3.19) under the following form:

(3.38)

f

is obliged by the classical equilibrium distribution to keep
the value ¥ =0. The classical equilibrium distribution at
zero temperature behaves indeed as the delta of Dirac,
6(x). In conclusion we have
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(exp(—iFgs Jexp{i[FHp—2g%(s +s)]s'})=1. (3.39)
In the genuinely quantum-mechanical case, on the con-
trary, we have to take into account the ground-state fluc-
tuations which are equivalent to a background noise
making X fluctuate around X =0. In other words, the ap-
proximation of Eq. (3.39) corresponds to neglecting both
thermal and quantum fluctuations. Using Eq. (3.39) we
get from Eq. (3.38) the following result:

—_1_ .2 t s ’ '
(o, ())=1—w} fo ds fo ds'cos(4As’) , (3.40)
which can be rewritten as follows:
2
1]
(o, () =1+——[cos(4At)—1] . (3.41)

16A2

On the other hand, the prediction of the DNSE, Eq.
(2.12), can be rewritten under the following form:
2

(o, (1))=1+ {cos[(w3+16A%)1 2] —1} .

0
(w3+16A2)
(3.42)

We thus find that in the strong-coupling limit w,<<A,
and when both quantum and thermal fluctuations are
neglected, Eq. (3.38) coincides with Eq. (2.12) and conse-
quently with the predictions of Kenkre and Campbell.’
In the same limiting condition, the theory of Leggett and
co-workers! would have led us precisely to Eq. (3.42).
This supports the view that the result of Eq. (3.38) coin-
cides with the prediction of Ref. 1 beyond the time region
t <1/wq provided that (o, (¢)) does not significantly
depart from the trapped condition (o, (¢))=1. Within
our approach, the breakdown of the localized state would
be signaled by the presence of secular terms, which in the
large time region would conflict with the constraint
[{o,(t))| <1. The renormalization approach of Leggett
and co-workers' serves indeed the purpose of amending
Eq. (3.38) from this fault, by replacing the secular terms
with harmonic functions of time. Our secular terms are
derived from these harmonic functions of time via an ex-
pansion up to second order in w,. However, it is much
easier to handle Eq. (3.38) than the resulting differential
equation of Leggett and co-workers.! This is the key
reason why the comparison with the prediction of the
DNSE will be made (see the next section) using Eq. (3.38)
rather than the renormalized version of it.

IV. INTERACTION WITH ONE OSCILLATOR

By using the result of the preceding section, we can
easily evaluate the effect of quantum fluctuations on the
adiabatic dimer of Kenkre and co-workers.””!! In the
special case of a single oscillator, with frequency (1 at
zero temperature, we obtain from our general result of
Eq. (3.33) the following simple expression:

(g, (0)=1—w} fo’dq(z—q)

XRe

exp

2,2
41;)2g (elﬂq_l)]] .

4.1
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From the analysis of the preceding section, it is now clear
that the discrepancies between the prediction of this sim-
ple formula and the DNSE must be attributed to the
influence of quantum-mechanical fluctuations. We have
seen that the dimer of Kenkre and Campbell® disregards
the Kubo-like multiplicative fluctuations. At zero tem-
perature these fluctuations are of merely quantum-
mechanical origin and, due to their multiplicative struc-
ture, can produce dissipation.14 This is fully taken into
account by Eq. (4.1). To make clearer why quantum-
mechanical fluctuations imply that dissipation comes into
play, let us now make the assumption that the coupling
gT is very large compared to the frequency . At times
much smaller than 1/Q we should see many of the oscil-
lations predicted by the adiabatic dimer.” On the other
hand, this short-time region can be safely explored by ex-
panding the exponential exp(i{lq) into a Taylor series
truncated at the second order. We thus obtain

(o, ())=1—w} fo’dq(z—q)
4.2)

4ig*1?
Q

XRe |exp q—4g°’T*q?

Equation (4.2) shows that in this time region the effect of
quantum fluctuations is perceived as a sort of Gaussian-
like dissipation process, eroding the harmonic oscillations
of the adiabatic dimer. Of course, the mere fact that Q is
finite, and not infinitely small, implies that collapses are
followed by revivals. Thus we are in a position to predict
a physical property quite similar to that discovered by
Eberly et al.* At finite values of Q we expect indeed re-
vivals to take place with the time period T =27 /(.

To make this aspect clearer, let us rewrite Eq. (4.1) in
the completely equivalent form

(gt )? 4g°1?
)=1- -
(o,.(1) 5 Py,
4 ZFZ
—a)(z)exp - g‘(lz
<3 4’1 |" 1 1—cos(nQe) @3
e 92 n! nZQZ ’

If we neglect the second term on the right-hand side of
this equation, we see indeed that revivals are predicted to
take place with the time period T =27 /Q.

In Figs 1 and 2 we explicitly compare the prediction of
Eq. (4.1) Jor (4.3)] to that of the adiabatic dimer of
Kenkre and Campbell.” We see that the effect of the
quantum-mechanical fluctuations is that of damping out
the fast oscillations of Kenkre and Campbell.” This re-
laxation process is followed by periodical revivals with
the time period T =27 /Q. In Fig. 1, the occurrence of
periodical revivals is clearly illustrated. Figure 2 shows
the early decay process in an enlarged scale. It is evident
from this figure that due to the relaxation process associ-
ated to the quantum-mechanical fluctuations, the original
oscillation survives approximately for only one half of its
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FIG. 1. (0,(1)) as a function of time. The solid line denotes
the prediction of the theory of Kenkre and Campbell [Eq.
(2.12)]. The dashed line denotes the prediction of Eq. (4.1). The
parameters used area g =90, wy=1, Q=10, and [ =1/V20.

time period.

The results illustrated in Figs. 1 and 2 refer to cases
where 2gI" >>Q. This has the effect of making negligible
the second term on the right-hand side of Eq. (4.3). The
effect of this term is that of producing a breakdown of the
localized state in a time Tz, whose order of magnitude is
given by this Arrhenius-like expression

1
Tp=—
B [O8) ©*p

Q (4.4)

This expression suggests this appealing physical interpre-
tation. The strong coupling between spin and oscillator
is perceived by the spin as a barrier of intensity A. The
classical approximation on the oscillator means an equi-
librium state with vanishing energy, thereby resulting in a
trapped state with an infinite lifetime, in complete agree-
ment with the prediction of the DNSE. When the classi-
cal assumption is rejected and a completely quantum-
mechanical picture is adopted, we have to take into ac-
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FIG. 2. {o,(t)) as a function of time. This figure refers to
the same condition as Fig. 1, but in an enlarged time scale.
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count the fluctuations accompanying the motion of the
oscillator, even at zero temperature, i.e., the zero-point
energy of a quantum oscillator. The fluctuations associ-
ated with this zero-point energy have the capability of
making the system overcome the strong-coupling barrier.

Note that the time T of Eq. (4.4) coincides with the
period of oscillation corresponding to the renormalized
tunneling frequency of Ref. 18. This is in line with our
preceding remarks that the secular terms stemming from
our approximation at the second order in w, correspond
to the oscillation frequencies of the renormalized ap-
proaches.

V. CONCLUDING REMARKS

The major result of the present paper concerns the mi-
croscopic derivation of the DNSE. The fully quantum-
mechanical treatment of Sec. III is based on the key as-
sumption that the frequency o, is very weak or,
equivalently, the coupling between system and oscillator
is very large. In this condition the DNSE predicts that
the initial condition (o ,(¢))=1 results in a localized
state. This is the self-trapping state, first found by Eil-
beck, Lomdahl, and Scott.!® The dimer of Kenkre and
co-workers’ !! affords an attractive picture of this locali-
zation process. They show indeed’ !! that the variable
{0, (1)) can be regarded as the space coordinate of a par-
ticle moving in a double-well potential. Then the strong-
coupling limit corresponds to the weak oscillations of this
particle at the bottom of one of the two wells. This
means that in spite of the anharmonic nature of their
double-well potential, the resulting oscillations are har-
monic. This paper proves that the coherent oscillations
sustained by these wells are destroyed by the quantum
fluctuations of the bath oscillator. These coherent oscil-
lations are replaced by collapses and revivals, reminiscent
of those taking place in quantum optics.* In addition to
this, the effect of quantum-mechanical fluctuations is that
of making unstable the trapped state. The lifetime T of
the trapped state is given by the Arrhenius-like expres-
sion of Eq. (4.4) and this does not conflict with Fig. 2.
The time scale of Fig. 2 is indeed very small compared to
Ty and it is rendered necessary to illustrate collapses and
revivals. In a time scale comparable to 75 one would see
(o, (1)) oscillate around 0. It is interesting to notice that
according to Eq. (4.4) the lifetime of the trapped state de-
creases upon increasing the frequency of the quantum os-
cillator. This results in an apparent contrast with the
spirit of the adiabatic approximation,’ according to
which the validity of the DNSE rests on the assumption
that the time scale of the oscillator is much shorter than
that of the system. We believe this to imply a strong dis-
sipation process to drive the oscillator dynamics, whereas
the oscillator of the model under discussion here is totally
undamped. Note that we make the basic assumption that
at ¢t =0 the spin is polarized along the x direction and the
oscillator is at equilibrium in the corresponding shifted
potential. For this special condition to be naturally
reached by the system, the oscillator must be driven by a
fast relaxation process. On the basis of the results of this
paper, we can predict that a fast relaxation is actually
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necessary for this special condition to be reached, and
that, at zero temperature, the lower the frequency of the
quantum-mechanical oscillator, the more stable the ensu-
ing trapped state is.

A further limitation of our approach is the fact that it
is limited to the second order in @,. As we have seen, this
obliges us to keep our analysis in close proximity with the
trapped condition. The direct use of the theory of Leg-
gett and co-workers! would have prevented us from car-
rying out the discussion in terms of simple analytical re-
sults. Furthermore, there are still doubts as to the relia-
bility of the noninteracting-blip approximation in the re-
gions of intermediate couplings."”® We believe that the
feedback of the system on the bath is properly taken into
account by this theory only in the proximity of the condi-
tion (o ,(¢))=1. Our view is based in part on our in-
dependent rederivation of the results of Ref. 1 in the
strong-coupling limit (Sec. III). For these reasons we are
not yet in a position to discuss the interesting discovery
of Tsironis and Kenkre,?! who found that initial condi-
tions play a very important role in the self-trapped re-
gime and can enhance the role of nonlinearity. Thus we
plan to study this aspect along completely different lines
in a forthcoming publication.

APPENDIX A

We plan to write the expression (3.23) under the fol-
lowing form:

expli(wh '5+8* b1 +8b)q]

=expliwb "bg)exp(ab * +Bbexplip) , (Al

where a, 3, and ¢ are complex numbers to be deter-
mined. This will allow us to make the factor
exp(—i#fgq) disappear, thereby simplifying the evalua-
tion of the Trace in Eq. (3.21).

Let us consider the operator f(g), function of the time
g, defined by

f(g)=exp(—iwb "bglexp[i(wh 'b+6*bT+8b)q] .
(A2)

Through differentiation with respect to ¢ we obtain the
differential equation

f(g)=A(q)f(q) (A3)
with, in our case,

A(q)=i(8% @1p T+ 8¢/ p) (A4)
and the initial condition

fO)=1. (A5)

According to Weiss and Maradudin,'® the solution of
Eq. (A3) with the initial condition of Eq. (AS5) and 4 as a
general operator is given by

f(g)=exp[Q(q)]
with

(A6)
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Qq)= foq A ('r)d‘r+%f0qd7'

A(7), fOT A(o)do ]

+5[Mdr |, fOTA(U),foodpA(p)]da]
+4 [ldr| a0, [Tdo A(U)],fordpA(p)]
+ .. (A7)

In our case this series is truncated at the second order,
since the nested commutator is in our case a ¢ number.
Thus we have

Qg)= ~8—(e"i“"’—q)5T+£(ei“’q— 1)b
(0] w

2
_, 18l

4]

__sin(wgq)
w

(A8)

From Egs. (A2), (A6), and (A8) we get
expli(wb "B+8* b T+8b)q]

=expliwb ¥ bg)exp ¥

*
—S—(e_i“"’—q)l;
(0]

+ 2 (eion—1)5
w

812
- l|62] [wg —sin(wgq)]
1)

X exp . (A9)

APPENDIX B

In this Appendix we plan to evaluate the trace appear-
ing on the right-hand side of Eq. (3.31). From the
definition of trace, we have, omitting the index i,

Tr[exp(—Bwb "b)exp(ab Mexp(—a* b)]
=Y exp(—Bon){nlexp(ab Nexp(—a*b)|n) .
n=0

(B1)

Via expansion of the exponentials in a Taylor series and
using the properties of the destruction and creation
operators, we obtain

exp(—a*b)ln)= i MIn)
p=0 p!
_ n (_a*)p nt 1/2|n_ >
=0 P! (n—p) p7-

(B2)
Then, using Egs. (B2) and (B1), it is shown that
Tr[exp(—Bwb " b)explab Nexp(—a* b)]
(—la)?y & n!
= (" =, (n—p)
Let us define

7 exp( —Bown) . (B3)

x=e P (B4)

Using this definition, we show that
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Inserting Eq. (B5) in Eq. (B3) and taking the normaliza-
tion factor of the density matrix into account, we finally
get the following result:

|a|?

Tr[piexp(aE}L)exp( —a* b;)]=exp B

(1—e™ ")
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