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A three-dimensional quantum-mechanical study of vibrational, state-resolved differential cross
sections (DCS) for the direct inelastic and for the charge-transfer scattering channels has been car-
ried out for the H++02 system. The collision energy considered was E, =23.0 eV, which is the
same as that examined by Noll and Toennies in their experiments [J. Chem. Phys. 85, 3313 (1986)].
The scattering treatment employed was the charge-transfer infinite-order sudden approximation
(CT IOSA) with the vibrational states correctly expanded over the relevant adiabatic basis for each
of the two electronic channels. The state-to-state DCS are found to follow closely the behavior of
the experimental quantities, both in the inelastic and the charge-transfer channels. Moreover, a
careful comparison between the measured relative probabilities and computed values allows us to
test in minute detail the efficiency of the scattering model and the reliability of the potential-energy
surfaces employed. It is found that vibrational energy transfer is overestimated in the vibrational
inelastic channels while in the charge-transfer inelastic channels the same energy transfer is slightly
underestimated by the calculations. The total flux distribution, however, is found to be in very good
accord with experiments. Angular distributions are also well reproduced both by the DCS and by
the average energy-transfer values. The study of some of the CT IOSA quantities also allows us to
establish clearly the importance of nonadiabatic transitions in enhancing vibrational inelasticity in

the present system.

I. INTRODUCTION

The investigation of the dynamics of proton-molecule
vibrational interactions at low collision energies, 10
eV E ~50 eV, has recently received considerable atten-
tion from the experimental viewpoint, where measure-
ments of vibrationally resolved charge-transfer spectra
have been carried out for a number of different systems
and over a wide range of scattering angles and relative en-
ergies. '

Charge-transfer collisions in the low-energy regime are
a fairly recent discovery and involve phenomena of great
fundamental and practical interest, in connection with
properties of atomic and molecular plasmas, fusion reac-
tor technology, and upper-atmosphere processes. The
more recent results from molecular-beam experiments
help to elucidate the microscopic mechanisms involved in
the simpler rotovibrationally inelastic collisions, and con-
tribute to a better understanding of the general field of
nonadiabatic charge transfer vibronic-coupling phenome-
na during collisions.

These processes belong to the broader class of scatter-
ing events that involve transitions between two or more
potential-energy surfaces (PES's). Such transitions tend
to occur in well-defined regions of configuration space
where diabatic potential surfaces cross each other and the

Born-Oppenheimer (BO) approximation for the nuclear
motion breaks down.

At the present time, however, rather little is known
about the detailed dynamics of such "reactive" processes
whenever one of the partners is a molecule. This is due
to the increased difficulty of collecting experimental in-
formation on the wealth of state-to-state inelastic chan-
nels which become accessible in a molecular system, as
opposed to the simpler atom-ion cases. Moreover, the
corresponding theoretical treatment becomes also more
complicated than in those molecular cases where only
one adiabatic PES is involved in the collisional events. A
reliable knowledge of the different PES is in fact neces-
sary over a broad range of relative nuclear geometries,
and the corresponding dynamics must now follow all
these surfaces. In addition, it must adequately account
for all the possible transitions in the whole molecular
configuration space from one surface to the next, and
must contain the knowledge of the various nonadiabatic
couplings that control the corresponding transition prob-
abilities.

Because of this great increase in complexity, most
theoretical treatments have relied on some semiclassical
approach, ' be it either the so-called Bauer, Fisher, and
Gilmore (BFG) approach based on the construction of di-
abatic molecular states that interact at crossing points,
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or the trajectory-surface-hopping model (TSHM), first
suggested by Bjerre and Nikitin, ' and used already ex-
tensively on various systems. "

The present study was motivated by the specific series
of experiments on the oxygen molecule, whereby vibra-
tionally resolved differential cross sections were measured
both for the inelastic and charge-transfer channels

H +0~(vf), b,E0=0 eV (la)
H++0 =0 H+0, +(vf ), b,EO =1.55 eV . (lb)

The experiments were carried out at a c.m. energy of
23.0 eV by measuring the product H (H+) atom energy
distributions in the range 0' 0 11'. They show a
strong dependence of the distribution of vibrational tran-
sition probabilities Po, of both channels on the scatter-f
ing angle, and quite a marked departure from the expect-
ed Franck-Condon (FC) distribution, which would be
peaked at vf = 1.

A similar set of data had been collected by the same ex-
perimental group for the H++Hz system, and in that
case calculations were carried out quite successfully
within a quantum-mechanical framework' by using a
previously computed diatomic-in-molecules (DIM) set of
potential surfaces. ' The present system, however, is
much more complicated than the two-electron case just
discussed, and therefore several earlier studies simply
were limited to a qualitative interpretation of the experi-
ments. '

The more recent availability of a full PES for both the
direct inelastic channel and the charge-transfer channel
involved in Eq. (1) (Ref. 15) has prompted us to look once
more at this system and to apply a fully dynamical ap-
proach which would also take into consideration the
nonadiabatic coupling between the relevant potential sur-
faces. The following section therefore describes how the
DIM interaction of Ref. 15 has been employed in the
present calculations, and how it compared with other
descriptions of the hypersurfaces. Section III will discuss
in detail the quantum treatment of the coupled dynamics,
while Sec. IV will present the computed results and their
comparison with experiments.

II. THE POTENTIAL HYPERSURFACES

A. The DINI interaction

The application of the DIM method to a system that
contains more than one non-S-state atom becomes rapid-
ly rather complicated because of the large dimensions of
realistic DIM matrices and because of the large amount
of input data required. In order to retain the main ad-
vantages of such a modeling of the interactions, i.e., small
matrix dimensions and rapid computations of each of the
needed points in the full configuration space, it was decid-
ed' to substantially restrict the diatomic basis set and to
introduce empirical adjustments of selected excited-state
input data in order to compensate for the previous re-
striction, and to fit existing ab initio data for some of the
nuclear geometries coming from multireference
configuration-interaction (single+ double) [MRCI(SD)]

calculations via a triple-zeta+ diffuse+ polarization
(TZDP) basis set. ' The chosen DIM basis structures
corresponded to the two energetically lowest channels:

0( Ps)+0( P )+H+,
0+( S„)+0( Pg )+H( S ) .

(2a)

(2b)

Thus, when constructing all possible triplet-state func-
tions from the above structures, one arrives at 8 A" and
13 A' functions. The resultant Hamiltonian matrix size
is therefore 21X21, and the construction of the corre-
sponding matrix elements has been already described else-
where. ' ' The corresponding diatomic fragments were
4 for OH+, 4 for the OH, O2, and 6 for 02 and their
potential-energy curves were represented as spline inter-
polations or as generalized Morse fits.

The final potential-energy surfaces selected for the
present calculations involved the lowest two adiabatic
PES's produced by the DIM modeling of the interaction.

In the more general C, geometries of the three-atom
interactions, they correspond to the 1 A" and the 2 A"
surfaces, while they become 1 B2 and 1 A2 in the C2,
calculation, and 1 X, and 1 II in the C„,geometry.

It is interesting to note here that a different type of
model calculation on the same system had been carried
out by Grimbert et aI. ,

' where the authors devised an
effective model-potential approach to describe the low-
lying A" state of the H++02 system.

A comparison' of their model adiabatic states with
those given by the DIM calculations gave a general quali-
tative agreement between the results from the two
different methods, although the effective-potential curves,
at fixed 02 geometry, exhibited a stronger angular (orien-
tational) dependence than the DIM curves. Such a
difference will have some specific effect, naturally, on the
outcome of dynamical calculations, and will be further
discussed in Sec. IV.

The additional advantage of the DIM modeling of the
interaction appears clearly when nonadiabatic-coupling
terms need to be evaluated between the PES's. In this
case, one can show' that all the relevant coupling deriva-
tives with respect to the three internal nuclear coordi-
nates (R, r, and y) can be obtained via a generalization of
the Hellman-Feynman theorem using the corresponding
eigenvalues of the full DIM Hamiltonian and the eigen-
functions of the states that one intends to couple. A de-
tailed description of such coupling terms and of their
dependence on the internal coordinates above has already
been reported elsewhere and will not be repeated here.

In the case of the model potential which generated dia-
batic states, on the other hand, the nonadiabatic cou-
plings were given by the off-diagonal terms of the model
electronic Hamiltonian, ' and they showed that the in-
teractions between the repulsive H+Oz+(X II ) state
and higher-lying charge-exchange states also appear to be
nonnegligible within their effective-potential models. Al-
though also present in our DIM calculations, they have
not been considered as important in the following calcu-
lations, nor were they included in the quantum treatment
of the collision that employed the latter diabatic states. '

The physical reasons for this exclusion will become evi-
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dent during the discussion of the results, as they hinge on
the found dominance of the first (outer) crossing region in

inducing vibrationally inelastic processes in either of the
channels considered by the experiments.

It is not obvious, however, how to compare directly the
specific behavior of the nonadiabatic couplings as given
by the two different model calculations of Ref. 15 and 18:
one can only say at this point that both models suggest
only a weak dependence on y for the H, 2 or A, 2 coupling
elements in the radial regions outside the crossing, with a
marked increase within the relative distances between
that crossing and turning point. Moreover, all couplings
appear to peak at the R values around the crossing when
the adiabatic curves are considered, and this "localiza-
tion" of nonadiabatic effects will be further discussed
when analyzing the results from the scattering calcula-
tions.

The derivative operator vector V is given by

a a 1 a
BR'Br a By

(6)

where all the internal coordinates have been defined be-
fore and the coefficient a can be shown to be

rRa=
(R 2+r2)1/2

The singularities of the nonadiabatic-coupling terms in
the asymptotic regions and their abrupt changes within
definite regions of configuration space introduce severe
difficulties in the search for linearly independent, numeri-
cally stable solutions of the ensuing coupled equations.
They can be avoided if one transforms the nuclear func-
tions into another set of wave functions:

B. The transformation to diabatic states

2

alt(g, R)= g P;(g';R)y, (R), (3)

where the P, are eigenfunctions of the fixed-nuclei Hamil-
tonian %,l. Standard substitution into the Schrodinger
equation for the total Harniltonian

tot ~el+ TR (4)

where T~ now stands for the nuclear kinetic energy
operator, leads to the usual definition of two adiabatic
surfaces V, (R, r, y) corresponding to the two states in-
volved. The variables are now the collision coordinate R,
the internal coordinate r and y =cos '(R r), the internal
orientation angle. The corresponding nonadiabatic 2 X 2
coupling matrices ~"' and ~' ' contain the following ele-
ments:

r" l=(y, iVy, ),
(2) —(y iv2y )

(5a)

(5b)

Although in principle all the necessary ingredients to
treat the dynamical problem have been obtained within
the DIM model, one knows that the direct calculation
within the adiabatic framework is fraught with several
severe numerical instability problems due to the special
behavior of the nonadiabatic couplings with respect to
the collision coordinates. Thus, one is forced to apply a
series of adiabatic-to-diabatic transformations to elimi-
nate the erroneous behavior of the couplings and to ob-
tain treatable coupled equations with diabatic states.
Since the two representations contain in principle the
same information, the solutions and transition probabili-
ties are identical, irrespective of the representation used.

The procedure that follows was originally suggested for
the atom-atom case; it was then extended to the atom-
molecule case, and then further applied to a generalized
set of coordinates.

Following the usual BO formulations, the wave func-
tion depending on electronic g' and nuclear R coordinates
can be expanded over the two states involved in the pro-
cess as

where the orthogonal matrix A is chosen so as to fulfill
the following vector equation:

VX+r'"a =0 . (9a)

By employing completeness relations one can show that
A also satisfies the following equation:

V A+2w'".A+~ 'A =0 (9b)

V g — (W E)rl, — (10)

where W is now the desired diabatic potential matrix,
which is defined in terms of the either adiabatic potentials

V;, which follow from the DIM results

Thus, the nonadiabatic-coupling terms between adiabatic
states are now shifted in the full potential matrix between
diabatic states. Also note that the coupling elements of
Eq. (5b) have been eliminated by the unitary transforma-
tion (8) and therefore do not appear any more in Eq. (10).

In the present case only two adiabatic surfaces have
been considered to be important to study the process in

question. Thus, the orthogonal matrix A can be writ-
ten in the familiar form

cosa sana
—sina cosa

and the transformation angle a is a function of our three
internal variables

(1) R
a(R, r, y)= ao+ r, ''(R, r, y)dr+ rz'(R, ro, y)dR

ro

+ ~'" Ro, ro, y dy,r r (13)

where the ranges of integration for each of the above
terms wi11 be discussed below, and each of the coupling

Under the above conditions, one can show that the
Schrodinger equation governing the nuclear motion for
the auxiliary functions defined in Eq. (8) simplifies greatly
and can be written as
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+V&(R, r, y)sin a(R, r, y);
Wq(R, r, y)= V~(R, r, y)sin a(R, r, y}

+V2(R, r, y)cos a(R, r, y);

(14a)

(14b)

W, ~
= W»(R, r, y )= —,'( V2

—V, }sin a(R, y, r) . (14c)

For each of the values of the relative orientation y and
the molecular coordinate r, the transformation angle can
be seen to become a step function as R goes to ~, since
the nonadiabatic-coupling terms become a 5 function.
In other words, the correct asymptotic behavior of n
determines whether we have reached the correct asymp-
totic limit of the interaction as the H+ (or H) atom is
moved to infinity, and the corresponding diatomic curves
for either 02 or Oz+ are correctly described by 8', and
8'2. The internal coordinate value that will distinguish
between the two situations will be r„ the intersection

1.5
R=z.b

R=2.4

R=ZO

terms in the integrands are elements of the ~'" matrix
defined in Eq. (Sa) with respect to each of the internal
variables of our problem.

Once the transformation angle is known for a given set
of nuclear variables, then the elements of the diabatic ma-
trix are easily obtained for that geometry [see Eq. (11)]:

W&(R, r, y}= V&(R, r, y)cos a(R, r, y)

point between the shifted diatomic potentials of 02 and
02+. In the present case r, was given by 1.6ao, rather
close to the actual experimental value.

It was also found to be expedient to carry out the
dynamical integration by performing a further transfor-
mation of the diabatic potentials in such a way as to min-
imize the off-diagonal term. In other words, to select a
simple path for r (R ) in such a way as to have

W& 2(r(R), R }=0, thereby choosing among the many
possible transformations to diabatic basis the one which
stays the closest to the original adiabatic representation.
In the present case, as tested previously, ' ' it was found
convenient to select a straight line along R with a con-
stant r value, chosen to be a minimum energy path with
r-1.15 A.

The behavior of the transformation angle as a function
of R and r is shown in Fig. 1, where one particular y
value is chosen, i.e., the y =45', corresponding to the an-

gular region of strongest coupling between the two adi-
abatic states. One clearly sees there that the V& and V~

potentials are indeed strongly mixed at small R values
and as r goes through the crossing point r, (1.6ao). On
the other hand, as R goes beyond the outer curve cross-
ing (-4.8ao), the shape of the transformation angle be-
comes more and more like the correct step-function be-
havior. We also found that such general behavior was
common to several y values and that the general shape of
the a angle was slowly changing with orientation. As a
consequence of these findings, we decided to follow previ-
ous procedures, ' and treated a(R, r) as independent of
y in the actual calculation. The consequences of this
choice will be further discussed when examining the com-
parison of the present results with the experiments.

III. THE QUANTUM DYNAMICS

05

15 1.7 2.1 22
Oz distance r

{units of ao)

FIG. l. The transformation angle a as a function of the
molecular coordinate r and of the collision coordinate R. The
orientation angle y was chosen to be 45'. All coordinate values
in a.u. and a values in rad.

As mentioned in the Introduction, the combined com-
plexity of the additional molecular degrees of freedom
and of the multicurve aspects of the interaction hypersur-
faces has long prevented the acquisition of quantitative
knowledge of the detailed dynamics which controls in-
elastic charge-exchange collisions in molecular systems.
Thus, most of the computational approaches have relied
on a classical treatment of the collision trajectories, while
preserving the quantal nature of the molecular internal
motion and the interstate couplings. ' In the present
case we have decided instead to treat both internal
motion and collisional motion of equal footing and to for-
mulate their equations within a quantum framework.
The only simplification that we have introduced is the
one dictated by the physics of the collisional events,
namely, we have taken advantage of the fact that the rel-
ative collision energy allows us to separate rotational
from vibrational motions. At the present energy, in fact,
the expected time of interaction between colliding
partners is of the order of a few vibrations and is there-
fore much shorter than a molecular rotation, if we con-
sider the target molecule to be at a rotational tempera-
ture of a few K. ' Thus, one can say that the electronic
excitation that takes place during the charge-transfer
process effectively couples dynamically with the vibra-
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tional motion but not with the rotational motion of the
target. In other words, the full rotovibronic problem is
reduced, due to the above time-scale considerations, to a
different vibronic problem for each of the relative orien-
tations between the H+ (H) projectile and the 02 (02+)
target, which are chosen to generate the diabatic poten-
tial matrix.

A. The coupled equations

The previous discussion simply amounts to the treat-
ment of rotational degrees of freedom in a way that is
decoupled from the dynamics of the relative motion,
while the vibrations are taken to be coupled to the elec-
tronic excitation during the collisional event. When
motion along only one potential-energy surface is con-
sidered, the approach is usually termed the vibrational
coupled-channel plus rotational infinite-order sudden ap-
proximation (VCC RIOSA) of the scattering process.

Moreover, one can simplify further the problem by not
only treating the purely adiabatic part of the collision
[thereby setting to zero the nonadiabatic coupling terms
of Eq. (5)], but by considering only the rotational motion
during the vibrationally elastic collisions. Our previous
calculations along these lines have indeed shown that
partial, inelastic integral cross sections are fairly small for
the present system, and therefore it makes physical sense
to treat the full vibronic coupling within the rotational
decoupling discussed above while still using all the neces-
sary potential-energy surfaces and nonadiabatic coupling.
This approach is called the change-transfer infinite-order
sudden approximation (CT IOSA) (Refs. 12 and 28) treat-
ment of the dynamics.

The corresponding coupled equations, obtained by con-
sidering only the two lowest PES's of the DIM calcula-
tions discussed earlier, now take the following familiar
form, by using atomic units throughout:

a' a' 1(l + 1)
2

+
2

+ W)(+ 2 Ef, (R—, r, y)+ W, 2/2(R, r, y )=0;
2p BR Br 2IMR

2
(15a)

1 8 8 1 (1 +1)
~

+
q

+ W22+
2

Eg~(R—, r, y)+ W, 2$, (R, r, y)=0 .
2p M (jr 2pR

(15b)

The transformation angle a can now be computed for each equation by keeping y fixed. Thus Eq. (13) becomes now
a simpler relation in which the last term on its right-hand side (rhs) can be added to ao to form a new constant, a(y),
for each pair of IOSA equations:

a' (R,r;y)=a(y)+ f r'„"(R,r, y)dr+ f r„"'(R,ro, y)dR . (16)
0 l

The nonadiabatic couplings ~'" can be obtained directly from the DIM calculations by using the Hellman-Feynman
theorem and the full DIM matrix over the states discussed earlier:

A'(BH /Bp) A,
p =R, r, p

2 1

where A, and A2 are the eigenvectors associated with the chosen V, and V~ lowest eigenvalues of the Hamiltonian
DIM matrix H.

The target vibrational states for either 02 by 02 were obtained within a molecular adiabatic picture, namely at
selected values (see below) of the collision coordinate R. The vibrational bound states in the molecular coordinate r
were obtained numerically by using the 8'„and 8'22 potential functions. Each set was then used to expand either the
11, or the $2 wave function to obtain the corresponding coupled equations for the vibronic process given by Eq. (15).
The numerical details of this approach will be discussed below in Sec. III C.

8. The computed IOSA observables

Since the final outcome of solving the CT IOSA equations is the corresponding angle-dependent S-matrix elements,
there are several useful quantities which can be obtained from the calculations and either compared directly with
dynamical observables or employed to further understand the forces at play in the vibronic collisional processes.

Thus, one can rather straightforwardly write down the partial differential cross sections:

der (u;~uf ) 1g (21+ l)(21'+1)PI(cos8) XPI (cos8) d(cosy )S~(E,y, l, u;, uf )S~ (E,y, l', u„uf )—1

I

where E is the total collisional energy, v; and vf are the two vibrational states involved in the transition, ~, is the initial

wave vector, and the Sq's are the S-matrix elements yielded by the previous calculations.
The index q designates either the vibrationally excited (VE) direct process or the charge-transfer channel (CT).
Another quantity that is obviously of value when discussing the experimental results is the partial integral cross sec-

tion for either of the above channels:



42 COUPLED QUANTUM TREATMENT OF VIBRATIONALLY. . . 3931

crq(v; uf )E)= g (21+1)f d (cosy )iS~(E,y, l, u;, uf )i
2KU

—1

I

(19)

From the experimental transj. tion probabilities PO

as given by the time-of-Aight spectra, ' one can also deter-
mine the average vibrational-energy transfers in both
channels as a function of the scattering angle:

and the average energy transfers can also be defined in a
y-dependent form:

bEq( y ) = g o(, (y )bE (0~vf )

Uf WO

bEq, b
= g PL, , bE (O~v'),

U'%0
(20) X g oI| „(y)

Uf WO

(26)

d cr ~(0~u')

dQ

"'" der~(O~u')
dQ

(21)

where the superscript q designates again either the VE or
the CT channels defined above. Each of the individual
probabilities is in turn determined from the state-to-state
individual DCS:

where, as before, bE(O~uf ) corresponds to the energy
difference between the

~ vf ) and the ~0) vibrational levels.
All the above quantities have been computed for the

present system and will be compared with the experimen-
tal findings in the next section.

where the normalization is given by the sum of all ob-
served DCS's up to the maximum experimentally avail-
able vibrational state of the 02 or 02+ targets, v,„. The
observed values for the above quantities were given in
Ref. 1 and will be compared with our calculated values in
the following section.

In order to gain some further insight into the specific
microscopic mechanisms, it is of interest to also make use
of the following functions that are produced by the IOSA
calculations, albeit not as directly observables quantities.
One of these is the partial opacity function

1

Pq(E, liv;, vf ) = —,
' d(cosy )~S~(E,y, l, u;, uf )

~—1

(22)

P~ (E, 1)= g P~(E, 1, I v„vf ) .
Uf

(23)

Moreover, the use of the IOSA scheme makes it possible
to define another cross section that explicitly depends on
the orientation angle y and on the two vibrational states
involved:

oq „(y)= g(21+1)~S~(E,y, l u;, uf)~ . (24)
(

j

Such a quantity provides specific information about the
steric effect of the vibrational and vibronic inelastic pro-
cesses, i.e., a more transparent relation between features
of the involved PES's and outcomes of the dynamical cal-
culations. '

The corresponding summed quantity is given by
o~(y)= goq „(y),

Uf

(25)

which defines the relative probability that a given pro-
cess, labeled by the channel index q, occurs as a function
of the impact parameter (related to each contributing or-
bital angular-momentum quantum number I) of the ini-
tial vibrational state v; and of the final vibrational state

12, 28vf.
Naturally, one can also define the corresponding total

quantity summed over all final vibrational states, i.e., the
opacity sum:

C. Numerical details

All calculations, in order to correspond as best as pos-
sible to the experimental conditions, were carried out for
an initial translational energy of E, =23.0 eV
(Ei,b=23.7 eV) and for v;=0. For solving the coupled
equations the total number of adiabatic vibrational states
was found to be suSciently converged when equal to 40,
with 20 states included for each surface.

The effects from the inclusion of additional vibrational
states were not looked at systematically. However, since
previous calculations ' on the same systems included a
smaller number of vibrational states and found no effect
on their converged results, no further enlargement of the
basis set was considered to be necessary. The coupled
equations were solved for 16 equally spaced values of y
and the number of partial waves included was extended
beyond 1=410 in order to ensure the numerical conver-
gence of the partial and total opacity functions. The r in-
tegration ranged over the interval of 1.5a0&r &4.0a0
and the R integration went over the interval of
0.8a0 R &9.0a0, using a 2D-spline interpolation of the

I r, R ) potential data for each of the considered y values.
A total number of 96,000 data points were employed in
the I r, R, y j space of variables during the numerical in-
tegration. Considerable care needed to be used in the
choice of the initial and final values in the collision vari-
able for the integration. It was found that one could not
start at R=O because of numerical instabilities of the
solutions in the region of strong coupling, a feature that
makes the opacity values less accurate at small 1. Howev-
er, as all the experimental data were concerned with the
forward scattering cross sections, this inaccuracy was not
considered to be of importance.

The computed DCS's also showed considerable undula-
tory structures as a function of 0, due to various types
of quantum interference and fast oscillation efFects. As
the experimental findings are not able to resolve such
effects, the computed angular distributions were
smoothed as before' ' ' by folding them with a Gaussian
distribution:
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do' — 8+58 (g —g) d g ( g)
g =9f exp

dfl 8—hg 202 dQ
(27)

Charge Transfer
where 50=1', cd&=0. 33', and 5 is a normalization fac-
tor.

IV. RESULTS AND DISCUSSION

One attractive feature of the above computational ap-
proach is that no adjustments to experimental data has
been introduced during its application. The following
discussion therefore attempts to look into several aspects
of the measurements and to assess through them the
specific reliability of each step of this work.

The first quantities which can be obtained and com-
pared with their measured values are the differential cross
sections, total and partial, for both the VE and CT chan-
nels of the present process. They are shown in Figs. 2
and 3, respectively.

The results for the direct, vibrationally elastic process
show several features which agree with experiments
(shown in the top part of Fig. 4):

(i) The total cross section correctly diverges as g„b-0'
and shows a variation of orders of magnitude over the ex-
amined angular range, as that shown by the experiments.

(ii) The rainbow angle appears in the same angular re-
gion as the experiments, although it is much more
marked than the latter and than the previous calculated
values. ' The reduced quenching shown by our calcula-
tions may be due to an overall diabatic PES which un-
derestimates the anisotropy and hence the damping in-
duced by it. It gives correctly, however, the effective well
depth of the real interaction, as already found by our ear-
lier adiabatic calculations which used the same surfaces.
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(iii) The individual, partial inelastic DCS's exhibit the
same ordering as that shown by the experiments, i.e.,
they decrease as the final vibrational quantum number v'

increases. Moreover, they agree well with experiments in
the small-angle region but decrease less than experiments
as 8 increases. This discrepancy will show its effect more
clearly when the relative inelastic probabilities are com-
pared with the measured values, as discussed below.

It is also interesting to note that the previous calcula-
tions with a different PES (Ref. 21) exhibited smaller
DCS's for the inelastic processes and a much faster inten-
sity decrease, for all of them, as O„b moved to larger
values.

If we now turn to the same quantities for the other
available channel, i.e., for the CT process, we still find a
generally good agreement between computations and ex-
periments, although the overall picture is now much
more complicated. One sees, in fact, in Fig. 3 the behav-
ior of the computed quantities, while the corresponding
experiments are shown in the bottom part of Fig. 4.

Many more final states are now excited during the col-
lisional experiment and the present calculations confirm
this finding. Moreover, the observed total DCS now
tends to a finite value as 8 goes to zero (as opposed to the
divergent behavior of the one for the previous channel)
and the calculated quantity agrees with it rather clearly.
The rainbow feature from the calculations is now more
markedly quenched than that for the VE channels and
agrees better with experiments.

The relative importance of each inelastic process, on
the other hand, is different between theory and experi-
ments. Each DCS shows in the latter case a more rapid
decrease, as t9~,b increases, with respect to the theoretical
behavior, and the measured decrease does not follow the
sequence of final vibrational levels which is given by the
calculations. The total amount of energy transferred dur-
ing collision is, however, well described by the present
theory, as we shall see below.

The detailed behavior of the individual probabilities as
a function of scattering angle is also a good tool for fur-
ther analysis of the performance of the present theoreti-
cal model with respect to existing experimental values.
This is done by the results shown in Figs. 5 and 6, where
the calculations from Ref. 21 are also presented.

The direct VE channels are shown in Fig. 5 together
with the published measurements of Ref. 1. One sees im-
mediately that the elastic process is underestimated by
theory, which produces for this channel a larger vibra-
tional inelasticity than that experimentally observed. On
the other hand, the angular dependence of each inelastic
process is correctly given by our calculations (i.e. the
inelasticity increases with the scattering angle), while the
excitations with v'=2 and 3 are larger than experiments
and therefore cause the marked decrease of the (0~0)
elastic probability as 0, increases. The fact that the
u'=1, 4, and 5 final states are again in good accord with
experiments suggest that the physical energy spacings in
02+ may not be well described by either our adiabatic ex-
pansion or by the simple harmonic oscillator (HO) spac-
ing used by the experiments.

The individual CT channels shown in Fig. 6, on the
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FIG. 5. Relative state-to-state probabilities for the VE chan-
nel as functions of the scattering angle. The CT IOSA calcula-
tions are given by the curves labeled with the symbols shown on
the right side of the figure, while the symbols for the experi-
ments are given on the left side.

other hand, exhibits a closer agreement with the mea-
sured data and appear to be better described in the
present calculations than in the earlier computations of
Ref. 21. The figure reports the individual relative proba-
bilities for each of the final vibrational states in the
charge-transfer channel. The open circles are the present
results, while the solid ones are the experimental data
from Ref. 1. The calculated quantities of Ref. 21 are also
shown by the crosses.

The following considerations can be made when exam-
ining the data in the figure:

(i) All the inelastic processes given by the present cal-
culations follows very closely the experimental behavior.
Contrary to what was obtained from the earlier model-
potential calculations, ' the transitions with larger b U are
not overestimated by the present PES's, which appear to
correctly describe both angular behavior and relative en-

ergy distributions into the various excited vibrational
states.

(ii) In the small-angle region, i.e., for scattering into the
forward direction, the present calculations produce a
marked reduction in the probabilities for the inelastic
processes and a dominance of the (0—+0) final state, at
odds with experiments. As these angular regions are
dominated by long-range forces and by the potentials out-
side the avoided crossings, it appears that the vibrational
coupling given there by the present DIM surface is slight-
ly weaker than necessary.

(iii) It is, however, remarkable to observe that the
present dynamical calculations and the DIM modeling of
the interaction in the (02-H)+ system are capable of
reproducing so well the detailed inelastic distributions
obtained from the experiments.

As discussed in the previous section, another powerful
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way of examining the quality of the calculations is given
by the sum of the state-to-state average energy transfers
as a function of scattering angle, defined by Eq. (20). The
energy spacings between vibrational levels in the 02 and
02+ targets were treated, to be consistent with experi-
ments, as simple harmonic-oscillator spacings, with
h v=0.193 eV for 02 and 0.233 eV for 02 ~

' Thus it be-
comes a very simple matter to translate the results of
Figs. 5 and 6 into the b,Eq(0) quantity defined in Eq. (20).
The comparison with experiments is shown in Fig. 7 for
the direct, vibrationally excited VE channel.

The experimental quantities are shown by solid circles
and the calculated values are scaled by a factor of 0.66
(shown in the figure)-in order to make a better compar-
ison with measurements. The general trend of the aver-
age energy transfer is to increase with angle and to extra-
polate to a finite, very small value as L9-O'. Within the
range of measured distribution, in fact, the hE~ value in-
creases by a factor of -2.5. The calculated values turn
out to be nearly twice as large as the ones measured, as
already indicated by the state-to-state DCS of Figs. 4 and
5, but follow remarkably well the experimental trend:
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FIG. 6. Relative probabilities for each of the final vibrational
states observed in the charge-transfer (CT) channel. The open
circles are the present calculations, the solid circles are the ex-
periments from Ref. 1, and the crosses are the calculations from
Ref. 21.

FIG. 7. Computed (open circles) and measured (solid circles)
average vibrational energy transfers in the inelastic H++02
collisions at the stated relative energy. The experiments are
from Eq. (1). The computed values have been multiplied by the
factor shown in brackets, 0.66.
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VE CT VE CT
expt ~ expt ~ calc ~ calc (2g)

One can also note that the above quantities represent a

07—

E =23.7ev

they increase as 0 increases and vary by the same factor
of the experiments over the observed range of angles.
Thus, one can say that the present DIM surface produces
vibrational coupling, which is too strong in the direct
channel, but gives a general mapping of the full interac-
tion and of its orientational dependence, which is very
close to the one suggested by experiments.

The corresponding results for the charge-transfer chan-
nel are presented in Fig. 8, where again the solid circles
are the experimental findings and the open circles report
the present calculations. In order to make the compar-
ison clearer, the calculated quantities were multiplied by
a factor of 1.5 (shown in the figure).

One immediately sees there that the angular depen-
dence is very different, in this channel, from the one
shown by the direct process. It is also very different from
that expected by Franck-Condon (FC) estimates of the in-
elastic process. ' The present calculations therefore
confirm the non-FC nature of the vibronic mechanism
and exhibit an angular dependence which agrees rather
well with measurements, with the exception of the small-
angle region already discussed. Moreover, the absolute
values for the average energy transfer given by our calcu-
lations are smaller than the experiments by a factor
which is roughly the inverse of the factor used for scaling
the results for the VE channel. Thus, one could simply
write that

measure of the total relative probabilities of crossing the
nonadiabatic region by either hopping at the first passage
only or by also hopping at the second passage. In other
words, one could qualitatively say that, if one defines

hE ~P (29a)

it therefore follows that the other relevant quantity is
given by

asvE~1 —P», (29b)

where P,2 is the one-way transition probability. Thus,
within the simple picture which uses the classical S-
matrix approximation one can write the so-called two-
way transition probability P, 2 as given by

P,2=4P, ~(1 —P,q)sin by, (30)

P,q-—2Pu(1 —Pi2) . (31)

Thus, one could say that our calculations provide a real-
istic estimate of the P, 2 quantity for the present system.
The latter could be seen as a measure of the overall effect
of the nonadiabatic couplings on the vibrational energy-
transfer probabilities of both channels and a check on the
correct overall flux distribution given by our calculations.

As mentioned in the previous section, a further insight
into the elementary mechanisms which activate the vib-
ronic inelastic processes could be gleaned from the com-
puted opacities defined in Eqs. (22) and (23). The total
opacity sums are shown in Fig. 9 for both channels in-
volved in this system. One clearly sees the marked

where the phase Ay is related to the difference of action
calculated along the two trajectories from the turning
point to the crossing point. If hq is large, then the
averaging gives ( sin b,y ) =

—,', and therefore

+
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FIG. 8. Same as in Fig. 7 but for the charge-transfer (CT)
channel of the collision process. The computed quantities (open
circles) are multiplied by a factor of 1.5 for clarity.

FIG. 9. Computed opacity sums for the VE and CT channels
of the present scattering process. The definition of the quanti-
ties shown is given by Eq. (23). The data for the CT channel
were multiplied by a factor of 5 for clarity.
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quantities, have shown the following:
(i) The computed total difFerential cross sections for

both channels are in good agreement with experiments
and both exhibit the rainbow oscillations which appear in
the measurements. Moreover, the individual, state-to-
state DCS's are in fair agreement with experiments for
the VE channel, but exhibit discrepancies in their relative
magnitude with respect to measured values in the CT
channel.

(ii) The relative inelastic probabilities in the VE chan-
nel follow well the general angular behavior of the corre-
sponding experimental quantities by correctly increasing
as the scattering angle increases. The computed transi-
tions with b U & 1 are, however, overestimated in magni-
tude, and indicate a stronger vibrational excitation than
that observed experimentally.

(iii) The corresponding relative energy transfers are
also produced by the theory in good accord with the ex-
periments as far as their angular dependence is con-
cerned. They turn out to be, however, larger by about
30% with respect to the measured values.

(iv) The CT channel relative probabilities, computed
for each of the final vibrational states of 02+ which are
experimentally observed, turn out to be in very good
agreement with measurements in terms of angular depen-
dence and absolute values for transitions down to AU=5.
The probabilities for the AU=2 and 3 processes, however,
are underestimated by roughly the same amount by
which those for the VE channel were overestimated.

(v) As a consequence of the above behavior, the aver-
age energy transfer for the CT channel is smaller than the
experiments by the same 30%, although it follows closely
the angular behavior of the observations.

The test of the chosen PES's therefore indicates that
the DIM results have provided a rather reliable descrip-
tion of the proton (atom)-molecule interactions and that

the chosen dynamical model has been able to yield nearly
quantitative agreement between computed and observed
flux distribution during scattering.

Moreover, the analysis of opacity functions and steric
factors suggest a fairly clear picture for the physical pro-
cess: the unusually large vibrationally inelastic cross sec-
tions observed in this system are due mainly to coupling
between vibrational motion and nonadiabatic interaction.
In other words, the "local" charge-transfer picture of the
(02-H)+ complex which occurs inside the avoided cross-
ing volume is mostly responsible for releasing electronic
energy into vibrational modes in both the outgoing chan-
nels observed experimentally.

We feel also that the present calculations, which in-
volve ab initio modeling of both the interaction and the
dynamics, are one of the first examples in which nonadia-
batic molecular collision theory is applied to a realistic
many-electron system with a good measure of success,
and reproduces experiments to a very high level of detail.
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