
PHYSICAL REVIEW A VOLUME 42, NUMBER 4 15 AUGUST 1990

Streamer dynamics
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An analysis of streamers is presented from the viewpoint of the interplay of the rate processes
that contribute to their development. The space-time evolution of a streamer front is described by a
sequence of stages that are identified by the dominant rate process determining the local properties
of the front and the "turning point" where this process is overcome by others. Numerical and

analytical results are used to determine these stages. From this analysis, the properties of positive
(cathode-directed) and negative (anode-directed) streamers are elucidated, in particular, the dynam-

ics that lead to the saturation of electron-density and electric-field enhancement. An expression is

obtained that relates the dynamics of the positive and negative streamers associated with an initial

space-charge distribution.

I. INTRODUCTION

In a number of situations, such as lightning and pulse
breakdown of gases, the propagation of the ionized chan-
nel proceeds via an ionizing potential wave' (IPW).
These are nonlinear waves that convert field energy in the
region immediately ahead of the wave front into ioniza-
tion and excitation energy of the gas and kinetic energy
of all particles in the region behind the front. In general,
the IPW arise from the interplay between the space-
charge field, electron-impact ionization, gas photoioniza-
tion, neutral gas heating, and the background conductivi-
ty of the region ahead of the front. There are various
types of IPW (such as streamers and leaders)
differentiated by the relative importance of the above
effects in shaping their characteristics. '

In this paper we discuss the structure and dynamics of
streamers. They are a class of IPW in which the con-
ductivity of the background gas ahead of the front is zero
and neutral gas heating is not significant (the terminology
of streamers is sometimes used to refer to all IPW, lead-
ing to confusion as to the importance of these effects). A
considerable amount of experimental, ' theoretical,
and numerical efforts' ' have been devoted to the un-
derstanding of the structure and propagation of stream-
ers. Recent developments in diagnostic techniques have
allowed a more quantitative probing of streamer struc-
ture and propagation. ' " The focus of most of these in-
vestigations has been on the speed of propagation and ra-
dius of the streamer channel. Because of the complexity
of the equations describing streamer dynamics (either ki-
netic or fiuid descriptions), analytical investigations have
been restricted to one (longitudinal) spatial dimension
(1D). This simplification results in space-charge field
distributions and consequently particle flows that may
give an inaccurate picture of streamer dynamics. ' ' ''

Numerical simulations and experiments show that the ra-
dial flow of charge is important in determining the radial
density profiles and, consequently, the field structure. "
Thus, at least, a 20 analysis is necessary. Although ki-
netic models have been used, ' ' the vast majority of the

numerical simulations of streamers have used fluid equa-
tions to describe the evolution of the electron and ion
densities. ' " The emphasis of these simulations has
been primarily on determining the static structure of
streamers, such as electron density and field distribution
and the speed of propagation.

Our objective is to elucidate dynamical characteristics
of streamers from the viewpoint of the interplay of the
various rate processes that contribute to their develop-
ment. Numerical and analytical results are used to pro-
vide a description of the evolution in space-time of the
streamer front by identifying the dominant rate process
that determines the local properties of the front and the
"turning point" where this process is overcome by others.
In this fashion, the structure of the streamer front is di-
vided into (space-time) stages or domains associated with
the local dominant process. From this analysis, the prop-
erties of cathode- and anode-directed streamers are deter-
mined, in particular, the dynamics that lead to the satu-
ration of electron density and electric field enhancement
due to the space charge. Moreover, the coupling between
anode- and cathode-directed streamers propagating away
from an initially isolated charge distribution has been
determined.

The physical situation under investigation and its
simulation model are presented in Sec. II. The results are
discussed in Sec. III, and concluding remarks are given in
Sec. IV.

II. FORMULATION OF THE PROBLEM
AND ITS SIMULATION MODEL

A. Physical problem and basic equations

The physical problem investigated can be described as
follows. Consider two infinite-parallel-plate electrodes
separated by a distance d with a gas, at a density X, filling
the interelectrode space. Equal distributions of electrons
and ions are initiated in the middle of the space, and
simultaneously, a voltage is applied to the electrodes,
creating a uniform field E, along the axial direction a, .
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The initial charged-particle densities are chosen to be
small enough that space-charge effects are initially
insignificant (that is, the magnitude of the space-charge
field is well below E, ).

The space-time evolution of the electron and ion densi-
ties is determined from the continuity equations name-

ly, for electrons,

r), n, = —V (n, v, )+(a —r))n, lv, l+S~„,
for positive ions,

B,np, =an, lv, I+S h,

and for negative ions,

nNI rIn, lv,

(la)

(lb)

(lc)

where n„n p, , and n N, are the electron, positive-ion, and
negative-ion densities, respectively, v, is the average elec-
tron velocity, a is the electron-impact-ionization
coefficient, g is the electron-attachment coefficient, and
S h is the source of electron-ion pairs due to photoioniza-
tion. The validity of these equations for the description
of streamer dynamics has been discussed elsewhere. ' '

For the time scale of interest (longer than the electron
energy relaxation time, but shorter than the characteris-
tic time for ion motion), the electron current density can
be obtained from the expression

dne

dt
( vdf +vE«+v +v Q)n

ns = vdf)ne vDR ns
dt

(4a)

(4b)

where n, is the total charge density (np, n,——nN, ), and

the various rate coefficients are given by v,*=(a—rj)l,
VDR=nPq«, VER n P q«v ph ~phon
vd«= —

p, ,E.V(inn, +in', , ), with E=E, +E,„. The con-
tribution from the diffusion term has not been included in
these equations since it is small compared to the other
terms (this is discussed further below). Each of these
rates can be identified with a physical process; namely, v,

*

is the effective ionization rate, vDR is the dielectric relaxa-
tion rate (the rate at which an excess charge at the point r
decays with time), vE« is the electron response rate due to
the space charge (the rate at which an excess electron
charge at the point r changes with time), v, „ is the pho-
toionization rate at r, and vd« is the drift rate (the rate at
which the electron density at r changes with time due to
drift in and out of a small volume about r). From Eq.
(4b), the vd« term always tends to enhance the magnitude
of the space-charge density, while the vDR term tends to
decrease it.

Similarly, a rate equation at the point r for the field can
be obtained:

n, v, = —D, Vn, —p, n, (E,„+E), (2) dE J' q=——v E——D VnDR (4c)
where D, is the diffusion tensor for electrons, p, is the
electron mobility, and E, and E, are the applied and
space-charge-induced field, respectively. The values used
for the transport parameters (D, and p, ) and the rate
coefficients (a, r), and S h) in Eqs. (1) and (2) are those
given by Wu and Kunhardt. ' The space-charge field E,
follows from the solution of the Poisson equation

V.E, =—(npi —n, —nNi),q

where J' is the total current density. From Eqs.
(4a) —(4c), we can obtain relationships among the various
rates which determine the "turning points" for n„n„
and E, that is, where the rate of change of these quanti-
ties changes sign or becomes zero.

These relations are presented in Sec. III in conjunction
with the results obtained from numerical solutions of
Eqs. (1)—(3).

where q is the charge, and e is the dielectric constant of
the gas. The numerical schemes for obtaining a solution
to Eq. (1)—(3) have been extensively discussed in previous
papers 1 9 2 1

B. Rate process formulation

To elucidate streamer dynamics from the viewpoint of
process competition, we rewrite Eqs. (la) —(lc) in the
form of rate equations (at the point r) and identify the
various rate processes. Then, from Eqs. (1)—(3),

III. RESULTS AND DISCUSSION

The results presented in this paper pertain to a cylin-
drically symmetric parallel-plate system with electrodes
0.5 cm apart, corresponding to 256 axial cells. The back-
ground gas density N is 2.45 X 10' cm . The transport
parameters and rate coefficients used correspond to N2
(nonattaching gas) and a 30—70%%uo mixture of SF6-N2 (at-
taching gas). The initial electron and ion distributions
are equal and have the form of truncated Gaussian pulses
located at the center of the space. That is,

n, (t =0, r, z)=npi(t =0+,r, z)=10 exp[ —[r +(z —0.25) ]/(4. 883 X 10 ) I cm

The space-charge field associated with this initial distri-
bution is negligible compared to the applied field E, . Be-
cause of this, and since the ionization rate is large for the
situations of interest, the initial distribution has little
effect on the final results. Unless stated otherwise, the ap-

plied field for the results presented is 82 kV/cm.
For these conditions, two-dimensional electron-density

contours are shown in Figs. 1(a)—l(d) at various time
steps, for the case g=0; i.e., v,*- =—v,- ~0. At t =0.65 ns

[Fig. 1(a)], the density of electrons is growing exponen-
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FIG. 1. Two-dimensional electron-density contour (ln scale)
for times (a) 0.65 ns, (1) 0.79 ns, (c) 0.915 ns, and (d) 0.95 ns.
The ratio between each contour line is 10:1 and the anode is lo-
cated at 0.5 cm (the 256th cell). The dashed line in (c) defines
the volume of integration discussed in Sec. III C.

tially. Subsequently [Figs. 1(b)—1(d)] the anode-directed
streamer (ADS) forms, followed shortly by the cathode-
directed streamer (CDS}. The general features of these
streamers have been previously discussed. ' From Figs.
1(c}and 1(d}, electron density for the ADS front "satu-
rates" at approximately 10' cm, while for the CDS at
10' cm . Moreover, the CDS is radially narrower than
the ADS. Insight into the dynamical characteristics of
the steamer fronts can be obtained by looking at the tem-
poral evolution of the electron density, space-charge den-
sity, and electric field at a fixed position. In Figs. 2(a) and
2(b), these quantities are plotted for the axial cell at
z =0.2343 cm (cathode side of the initial distribution}.
As shown in Fig. 2(a), the electron density grows ex-
ponentially up to t =0.9025 ns, after which the growth
rate decreases monotonically until the density saturates
at t =0.915 ns. The behavior of the space-charge density
n, is very similar up to t =0.915 ns, at which point it
reaches a maximuin (i.e., turning point), and subsequently
decays until eventually it becomes negligible (the tem-
poral and spatial behavior of the particle densities are
correlated; this is discussed further below}. Similarly, the
total electric field increases with time up to t =0.9025 ns,
due to the increase in the space-charge field; subsequent-

ly, it decreases with time and overshoots (at t =0.93 ns}
its final value in the body of the streamer. This value is
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FIG. 2. (a) Time variation of the electron density (n, ) and
space-charge density (n, ) at z =0.2343 cm corresponding to a
CDS, (b) Time variation of the electric field (E) at the same po-
sition.

much less than that of the applied field.
From these observations, and using Eqs. 4(a)-4(c), we

identify five stages or domains of evolution. (I) Preioniza-
tion domain, where v ph&v &vdft In this regime, the
electron density at the point r is determined by photoion-
ization. In effect, the density in this regime is a stochas-
tic function of position. However, because of subsequent
ionization growth of each of these "seed" electrons, the
inhuence of the space-charge field, and diffusion, the ini-
tial statistical fluctuations in density are smoothed out.
Thus, in the next and subsequent stages, the particle den-
sities are well described by their average values. This is
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substantiated by Monte Carlo simulations. ' Conse-
quently, the corresponding average densities are also used
in the photoionization domain. (II) Ionization domain,
where dv, Id. t)0 and v, )vd«&vo„& IvERI. In this re-

gime, the dominance of the ionization rate term in Eq.
4(a) results in an exponential growth in electron density.
Initially, the growth rate increases with the space-charge
density and field. However, as the electron density in-
creases, the conductivity increases, allowing electron
"currents" to flow that tend to decrease the space-charge
field and thus the ionization rate. This initiates the third
(III) regime, the conductivity domain, where dv;/dt &0
and voR=v; & vdft) IvERI. Although the ionization rate
decreases with time in this stage, the electron density
continues to increase (but no longer exponentially) and
eventually vDR )v; &

I vER I

=vd«At this time, the
space-charge density reaches a maximum which is used
to define the fourth stage (IV), the maximum n, domain.
Finally, the dielectric relaxation rate dominates over all
other processes ( vD„» I vER I

& v, ) and the electron densi-

ty saturates [(V) electron-density saturation domain].
This occurs for
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4(c), the rate of change of space-charge-field enhance-
ment, dIEI Idt, becomes negative at large n„ i.e., large

vD„. Physically, this corresponds to the transformation
of displacement current into convection current. Thus,
to reach the saturation domain (stage V) at point r, the
following events occur sequentially: (1) increase in n,
leads to a reduction in E and consequently v; and vdft (2)
the space-charge-density peak moves across the cell at r;
and (3) dielectric relaxation, vd, )&v;, leads to a satura-
tion in n, . This sequence is further discussed in the fol-
lowing subsections.
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A. Electric density saturation: g =0 and v,
*=v;

1. Temporal analysis

Consider the temporal behavior of the electron density
at a fixed spatial cell due to the passage of the streamer
front [see Figs. 2(a) and 2(b)]. The corresponding varia-
tion in time of the various rates appearing in Eq. (4) are
shown in Figs. 3(a) and 3(b). For CDS and times less
than 0.83 ns, the observing cell is far away from the
streamer front so that the electron density and the space-
charge field are negligible. The ionization rate is solely
determined by the constant applied field. From 0.83 to
0.9025 ns (ionization domain), the ionization rate in-

creases due to the enhancement of the field by the ap-
proaching streamer front with a concomitant enhanced
avalanche growth of the electron density. A density is
reached for which electron conductivity is significant and
d v; ldt & 0. In this stage, n, increases rapidly since it de-

pends on vdt, (=u, V(ln(n, )) ~ Iu, Ia(E)=v;), which in-

creases with n, . From 0.9025 to 0.91 ns (conductivity
domain), the space-charge field decreases, reducing the
ionization rate and the growth of the electron density. v,.
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FIG. 3. {a) Time variation of various rates and E field on
CDS at the same position as in Fig. 2. {b) Time variation of
various rates and E field at z =0.3066 cm corresponding to an
ADS.

becomes comparable to vDR. At the same time, the
growth rate of n, becomes smaller due to the increase in

vDR and the decrease in vd«From 0.91 to 0.915 ns (peak
n, domain), n, reaches its peak value and begins to decay
due to the balancing between vdf, and vER. The peak n,
manifests itself as a global temporal constant since both
vdft and vER are slowly varying functions of time in this
domain. Physically, the temporal evolution of n, images
its spatial propagation with the peak n, as the space-
charge center. Subsequently, the total E field at the ob-
serving cell decreases as the space-charge field reverses
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direction due to the passage of the center of the space
charge. The peak n, behaves like a constant of the
motion for either CDS or ADS. Any disturbance results
in a stronger space-charge field, which leads to an ex-
ponential increase in v; and n, . The temporal saturation
of n, implies that vE~ and vd ft always balance at the same
n„and that the E field and the electron-density gradient
in this domain are constants in time. At 0.915 ns (satura-
tion domain), vER becomes comparable to v; and both
have negligible second-order effect on n„resulting in the
saturation of n, . After 0.915 ns, both the electron density
and the positive-ion density are temporally frozen be-
cause all pertinent rates (v; and vE„) continue to decrease.
The behavior of the density for an observing cell at
z =0.3066 cm on the side of ADS is shown in Fig. 3(b).
The dynamics are similar to that indicated above.
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2. Spatial analysis

The spatial characteristics of streamers are shown in
Fig. 4 at times 0.79 ns [Fig. 4(a)] and 0.915 ns [Fig. 4(b)].
These times correspond to partial and completely formed
streamers, respectively. Generally speaking, the spatial
characteristics image the temporal characteristics. That
is, we may interchange the role of space and time since
the characteristics of the streamer front are (nearly) sta-
tionary in a frame moving at its phase velocity vph Thus
each temporal stage corresponds to a spatial section
(domain) of the streamer front. As seen from Fig. 4(b),
inside the conductivity domain (in the axial range
0.231 —0.234 cm for CDS and 0.308—0.312 cm for ADS),
the large density of mobile electrons is able to shield par-
tially the applied field and reduce the accumulation rate
of space charge. Note that the peak electron density at
this time is located near the boundary between the con-
ductivity and saturation domains. This implies that the
peak electron density is near the upper bound set by the
saturation density. Thus the streamer bulk behind the
peak electron density is stabilized. Thus represents a spa-
tial saturation effect. In the ionization domain (in the ax-
ial range 0.23 —0.211 cm for CDS and after 0.31 cm for
ADS), the electron and ion densities increase until they
reach the conductivity domain. During the time of
enhanced ionization, the charge separation induced by
the drift term creates a propagating space-charge center.
In the preionization domain (for axial positions less than
0.211 cm for CDS), most of the electron-ion pairs are
generated by photoionization as opposed to impact ion-
ization. As can be observed, the photoionization term for
ADS is not as important as for CDS. The reasons for this
influence on the CDS are the following: (1) The photo-
ionization rate is proportional to the nearby distributed
ionization process, which is stronger for CDS, and (2) the
drift term is able to provide electrons in front of ADS
which immediately grow due to ionization; this is not so
for the CDS. Note that the enhanced v; for CDS is
larger than that of the ADS. (The reason for this
difference in v; is explained in the next section. ) This
causes the saturation density in CDS to be one order of
magnitude higher than that in ADS. In fact, for a con-
stant apphed voltage there is a slow spatial increase in
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FIG 4 (a) Spatial variation of the various rates and E field at
0.79 ns corresponding to Fig. 1(b). (b) Spatial variation of the
various rates and E Field at 0.915 ns corresponding to Fig. 1(c).

electron density in front of the streamer. This spatial
variation results from a "potential compensation" effect;
i.e., the E field is enhanced in front of streamer to com-
pensate for the potential loss in the streamer bulk. As
both streamers propagate, the length of the streamer
body increases so that the field in front of the streamer
fronts increase to "compensate" the "losses" in the bulk.
Thus the "effective" field seen by the propagating stream-
er increases with propagation distance. In a real situa-
tion, there is an internal resistance associated with the
power supply. Thus, as the conductivity increases in the
streamer bulk, the current flowing through the internal
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resistor will increase such that the potential loss in the
streamer bulk is compensated by a potential increase in
the internal resistor, making possible the steady-state
propagation of the streamer fronts. A small oscillation in

n, (compared to n, ) appears when the reverse space-
charge field is much stronger than applied field, as in Fig.
4(b). This causes v, to oscillate. This overshoot of the
space-charge field is responsible for the appearance of
secondary streamers. ' ' It is shown in Fig. 2(a) that this
oscillation is more important in CDS due to its stronger
space-charge-field distortion as discussed below.

We can summarize the spatiotemporal streamer dy-
namics as follows. First, photoionization generates the
initial electron which starts the impact-ionization mecha-
nism. Second, ionization leads to the avalanche growth
of the positive-ion —electron densities and builds up the
steep streamer front, which gives rise to a significant drift
rate term. Third, the drift-rate term builds up a new
space-charge center, while the dielectric relaxation term
removes the previous one at the previous cell. The ad-
vancement of the space-charge center reduces the total
field and saturates n, . The combined effect is a propaga-
ting space-charge center and an extending streamer body.
The ordering of the characteristic domains corresponds
to the dominant mechanism during that phase of evolu-
tion.

B. Fundamental difFerences between CDS and ADS

From the simulation results we have found three major
differences between CDS and ADS: (1) the saturated n,
at CDS is one order of magnitude larger than that at
ADS, (2) the phase velocity of CDS is about twice that of
ADS, and, (3) the saturated n, at CDS increases slowly in

space with a pronounced oscillating component. These
differences are primarily a consequence of (a) the direc-
tion of particle How due to radial diffusion with respect to
their drift and (b) the effectiveness of the electron flow in

modifying the local space-charge field. Consider this last
point in the context of a fixed cell in the ionization
domain. For CDS, electrons from this cell are continu-
ously transported by the drift term into the conductivity
domain where they constitute a small percentage of the
total density. Thus these electrons only contribute to the
further decrease of the already small E field in this region
(recall that ionization in this region is small). On the oth-
er hand, electrons at the ADS are transported forward
into a region of lower density, thus significantly contrib-
uting to the decrease of the enhanced E field and, corre-
spondingly, the growth rate in the ionization domain.

With regard to the direction of particle Aow in the
streamers, the radial diffusion inside the saturation
domain of the CDS is canceled by the radial drift alone,
so that ionization is not required to participate in the
balancing. To the contrary, for the ADS, both radial
drift and diffusion are directed outwards. Therefore, a
substantial ionization rate (or axial electric field) is re-
quired to compensate this radial loss and maintain the ra-
dial profile. Accordingly, v; for the CDS is smaller in

both the conductivity and saturation domains, and larger

in the ionization domain due to the potential compensa-
tion effect. Because the ionization domain is the period
during which the electron density is exponentially in-
creasing, the accumulation time for the CDS required to
reach the saturated density is thus smaller, which implies
a larger U h. The observed oscillation increase in the sa-
turated n, for the CDS is due to the stronger space-
charge-field distortion required to acquire a higher field
in the ionization domain and a lower field in the satura-
tion domain.

C. Correlation between CDS and ADS

(n, ElcDs n, EIAD$)!u, ~&

Bn,
=2mrhLADs D, +p, E„n,t

where the subscripts inside the parenthesis on the left-
hand side indicate the evaluation of the product at the
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FIG. 5. Saturation length of ADS.

From the discussion in Sec. III, it is evident that the
electron density in the streamer front reaches its saturat-
ed value as result of competition between ionization and
dielectric relaxation. This saturated electron density is
an implicit function of the gas parameters and the ap-
plied field, but not of the initial electron density. The is-
sue that needs to be addressed is how to explicitly evalu-
ate or predict this saturated density. This is a difficult
task since the dynamics of the front is strongly nonlinear.
However, we have been able to obtain a relation between
the electron densities in both streamers. To achieve this,
integrate V J'=0 in a volume bounded by a closed sur-
face defined by the boundary between the conductivity
and saturation domains of both streamers, where
d (E)/dt is zero, and the boundary of the first cell on the
z axis. An example of such a closed surface is shown in
Fig. 1(c). Neglecting the axial diffusion current, we have
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(" EIcDs " EIADs)P ~LADs( vi n)IADs ~ (7)

As previously established, n, EIcDs has a minimum
determined by the potential compensation effect. Thus a
minimum ALADs is required to start the CDS propaga-
tion. That is, the ADS always starts first. In Fig. 5 we
have plotted the saturation length ELADs obtained from
Eq. (7) and directly from the simulation results. The con-
sistency between these results is satisfactory.

D. Velocity of streamer front

From the definition of the drift rate vd«, an expansion
can be developed at the boundary between the peak n,
and the saturation point where the streamer front has a
phase velocity v„h. That is,

t
vdfI peE.V [lnn, (tc)]+ (v, vdfI)(1 )d—r

I 0

or

Ve
(Vi Vdft) &

Uph

(8a)

V ph Vi vdft

Ue Vdf
(8b)

We have also calculated the streamer phase velocity

corresponding boundary, r is the radius of the first cell on
the z axis, and EL~Ds is the spatial length of the satura-
tion domain of the ADS.

Because the radial convection current is balanced by
ionization in the first cell (in order to maintain the elec-
tron density in the ADS), the right-hand side of Eq. (6)
can be replaced by n.r~dL~Ds(v;n, ), resulting in the ex-
pression

computationally. Since v h is the velocity along the axis
of a point of constant density, we obtain, from Eq. (la),

n, (B,u, —aIu, I

—S h)
Vph Qz + (9)

~z "e

where u, is the axial component of u, . A more accurate
result for v~i, [which takes into account higher-order
terms than those in Eq. (9)) is obtained by computing
hz/b, t for a point on the front at a fixed density. In Fig.
6 we have plotted for comparison the computed hz/ht,
calculated [Eq. (9)], and the theoretical [Eq. (8b)] phase
velocity for both directed streamers. The values estimat-
ed by Eq. (8b) are quite consistent with other results.

E. Electron-density saturation: g+0

The primary difference between nonattaching and at-
taching gases is that electrons inside the conductivity
domain are fast immobilized in the latter case and lose
their abilities to shield out the applied field. ' ' As a re-
sult, the reduced local field inside the conductivity
domain bounces back to a value above that in a nonat-
taching gas. A steady-state electron density can only be
achieved if the E field inside the streamer bulk is main-
tained just above the critical field (E„), defined by
a'(E„)=a—g=0. For IE„I=6.8027X10 V/cm in
our simulation, v; (E„) equals 8.8 GHz, which is just
below v,' in the streamer bulk. If E„ is higher than the
field required to balance the radial current outflow, the
saturation electron density in the ADS is larger than that
associated with the balance field; moreover, the spatial
oscillations in density are significantly larger. ' This as-
sertion is verified by Fig. 7.

LO

+ 2.0-
+++++

y~ (e~—.~ed by 4g/dt)
p ~& [calculated by Fq. (9~)

* ~ * ~ * &~& [theoretical by Fq. (8b)]
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FIG. 6. Time variation of v».
FIG. 7. Spatial variation of the various rates and E field at

1.4 ns (attaching gas).
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IV. CONCLUDING REMARKS

In this paper we have analyzed streamer dynamics
from the viewpoint of process competition. It has been
found that the steady-state streamer is established by the
detailed balancing of those competing processes. In par-
ticular, the displacement of the streamer front along the
field direction is due to the generation of a new maximum
in space-charge density by the drift rate at a location ad-
jacent to the previous maximum and the removal of the
previous maximum by dielectric relaxation. The origin of
the differences between the CDS and ADS has been
identified with (a) the direction of electron flow due to ra-
dial diffusion with respect to radial drift (for CDS, the

flows are antiparallel, whereas for ADS, they are parallel
and outward from the center), and (b) the effectiveness of
the electron flow in modifying the local space-charge field
(for CDS, the flow has little effect on the field in the ion-
ization region, whereas for ADS, it tends to decrease it
significantly). From the relation between the CDS and
ADS fronts, we have determined that the ADS forms first
and that the formation of the ADS requires a minimum
length of CDS propagation.
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