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We present several theoretical estimates of D+ D fusion rates for heavy-water molecular clusters
impacting on TiD targets. Our considerations range from the simple thick-target yield to single-
and multiple-deuteron knock-on to thermonuclear and thermal-spike models; detailed molecular-
dynamics simulations are also presented. Each of our models fails, by many orders of magnitude, to
reproduce the yields observed in recent experiments. We consider the extent to which experimental

artifacts might contribute to the results claimed.

I. INTRODUCTION

The work reported in this paper was stimulated by re-
cent claims to have observed D+ D fusion products when
heavy-water molecular cluster ions impact a titanium
deuteride target.! For (D,0)y clusters with a fixed total
energy of 300 keV, the yield (fusions per impact) shows a
modest peak near N =200, but remains roughly constant
at some 107122107 !! as N varies from 20 to 1000. (See
Fig. 1.) A related study of the energy dependence of the
yield for fixed N =150 showed an increase of yield with
increasing energy less rapid than would be expected. In
later work,? fusion was detected when light water clusters
bombarded deuterated targets (albeit at only 5% of the

heavy-water rate) any yields several times those obtained
with TiD targets were observed using deuterated po-
lyethylene targets.

There can be no doubt that fusion has been observed in
the experiments described above; the detection of protons
and *H with the correct energy is unambiguous. Howev-
er, it is a puzzle that any fusion occurs at all, given the
very low energies per incident deuteron involved in these
experiments. Moreover, the essential constancy of the
yield as the energy per deuteron drops by a factor of 50 is
equally puzzling, given that the elementary D+ D fusion
cross section drops by over 90 orders of magnitude.
Clearly, some exotic explanation is required if the experi-
ments are correct. For example, the authors of Ref. 1
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FIG. 1. Total fusion yield per cluster as a function of cluster size at a total energy of 300 keV (taken from Fig. 3 of Ref. 1). We
have converted the proton counts to total fusion yield per cluster normalizing to the fusion rate value of 0.05 sec ™' per cluster nA of

(D;,0),¢0 reported in Ref. 1.
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suggest that the D+D fusion rate might be enhanced
through compression of the target by the impacting clus-
ter.

Our purpose in this paper is to assess these results in
light of our current understanding of the nuclear and
atomic physics involved in D+D fusion during cluster
impact. We show below that each of a variety of analytic
models describing the early, intermediate, and late stages
of the impact fails to reproduce the experimental obser-
vations by many orders of magnitude. Further, we have
analyzed molecular-dynamics simulations of heavy-water
clusters impacting on heavy water and fail to find any evi-
dence for exotic phenomena of the kind required. We
therefore conclude that the observations cannot be ac-
commodated within a conventional framework. Howev-
er, we have also considered whether experimental ar-
tifacts could contribute to the observed fusion yields and
conclude that this is within the realm of possibility.
Clearly, further experimental studies are required to clar-
ify the situation.

The balance of our paper is organized as follows. In
Sec. II, we present our analytical models for fusion dur-
ing cluster impact and compare the results of each with
the experimental data. In Sec. III, we exploit these mod-
els to consider the question of experimental artifacts. Fi-
nally, in Sec. IV, we present and analyze results from
molecular-dynamics simulations of cluster impact.

II. CLUSTER FUSION YIELDS

In this section, we present simple estimates of the
fusion yield from several different processes leading to
D+D fusion that might occur when a heavy-water clus-
ter impinges on a TiD target. These are important to
quantify the range of possible physical effects and to pro-
vide a context in which to analyze the results of the
molecular-dynamics simulations presented in Sec. IV.
Throughout, we assume an amorphous TiD target. This
assumption greatly simplifies both the theoretical and the
numerical treatment of the problem. It is also likely a
more appropriate description of the surface layers of the
target during extended bombardment. Molecular-
dynamics simulations of cluster bombardment of crystal-
line and amorphous metallic targets indicate that crystal
structure is irrelevant to the process that we are investi-
gating.’

A. Thick-target yield

Consider a deuteron freed by the dissociation of a clus-
ter molecule as it strikes the target. If E, is the cluster
energy and N the number of molecule in the cluster, then
the initial kinetic energy of the deuteron is

Ey=(E /N)mp/(2mp+mg)=0.1E,, /N ,

where mp, and m are the atomic masses of the deuteron
and oxygen, respectively.

The thick-target yield Y (i.e., the probability that the
deuteron undergoes a fusion reaction while slowing down
in the target) is given by

Y(E,)= [dx npo ((E)

Ein 1
= —_— 1
np [ "dEj, e 7ax] o Bem ) (1)

where np is the number density of deuterons in the tar-
get, o is the fusion cross section, E_ ,, =Ey,/2 is the
center-of-mass energy for D+ D collisions, and dE,,;, /dx
is the stopping power for D in TiD.

The fusion cross section can be written in terms of the
astrophysical S factor, S (E), as*

S(E)

o, (E)= exp(—b/VE) . 2)

For the D+ D reaction,’
S(E)=S(0)=1.1X10"% keV cm?

(the sum of the pT and the n *He channels) and we can ig-
nore a slow, monotonic increase of S(E) with energy.6
The constant in the exponent is b =31.28 keV'/2.

The stopping power in the energy regions of interest
here (and in all cases below, unless noted explicitly other-
wise) is dominated by the ‘“nuclear” contribution and is
given by’

E
—f=3.43x10“5n“13,‘a{3 eV cm? (3a)
for D in Ti and
dE,,
—ab‘c—"=o.89x10“5nDE{a{3 eV em? (3b)

for D in D. Adding these two contributions gives

dE
—d)'ci’ =2.46X 10°E}{? keV /cm (3c)
for np=nr;=5.7X1022 cm™>. In these expressions, E,;,
is given in keV.
With the parametrizations (2) and (3c), the energy in-
tegration in Eq. (1) is elementary and we obtain

Y(E, )=2.3X 10 Sexp(—44.24/VE,,) , @)

where E,, is given in keV. Finally, we multiply by the to-
tal number of deuterons in the cluster to get the total
fusion yield per cluster

Y11 =4.6X 107N exp(— 140/ N /E,,) (5a)
and, for E, , =300 keV
Y11 =4.6X10"°N exp(—8.077V'N ) . (5b)

This yield is plotted in Fig. 2 as a function of N, together
with the predictions of the other models we discuss below
and the experimental data, as presented in Fig. 1.

B. Deuteron knock-on

We now consider the process in which an oxygen atom
from the incident water cluster molecule scatters elasti-
cally from a deuteron at rest in the TiD lattice, transfer-
ring energy U. This process might be important as it re-
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FIG. 2. Total fusion yield per cluster as a function of cluster size at a total energy of 300 keV. Note the logarithmic vertical scale.
The dotted curve is the thick-target fusion yield for the incident heavy-water deuterons. The dash-dotted curve considers substrate
deuteron knock-on by incident heavy-water oxygens. The solid curve assumes thermalization of the atomic degrees of freedom upon
impact. The dashed curve is the yield predicted by a thermal-spike model of the collision cascade. The experimental points are taken

from Fig. 3 of Ref. 1 and normalized as described for Fig. 1.

sults in deuterons with kinetic energies greater than those
that come from the heavy-water cluster directly. Indeed,
the kinetic energy of an oxygen atom from the cluster is
E,=0.8E,,/N and the maximum energy that it can
transfer to a stationary deuteron is U,,,, =0.395E; the
energy of D atoms in a cluster molecule is only 0. 125E,,.
Accounting for the slowing of the oxygen atom in the tar-
get, the fusion yield of the knocked-on deuterons is

_ £ 1
YKO""DNfo ETIE Jdx]
Uax{E) do(U,E)
X du y(u)&L =l
J, Y= =, ©

where do /dU is the differential energy-transfer cross sec-
tion for O-D collisions, and Y (U) is the thick-target yield

per deuteron given by Eq. (4). Using the appropriate
8

universal cross-section parametrization,® we find
do(U,E) —4/3p—1/3
—2——=g,U E , 7
dU 0 @

where 0,=2.2X 1077 yields the cross section in cm? if U
and E are expressed in keV. The stopping power for oxy-
gen in TiD calculated from universal stopping cross sec-
tions® is

dE /dx ~3.5X 10°[E'"*(keV)]keV /cm .

In contrast to Eq. (1), the energy integration in Eq. (6)
is nontrivial, but sufficient accuracy can be achieved with
asymptotic expansions to leading order. Thus, the total

fusion yield from the knock-on mechanism is

Yxo=7.5X10"1°E}/SN /S exp(—78.7V/'N/E,,) (8)
and, at a cluster energy of 300 keV,
Ygo=8.7X10"8N!/¢exp(—4.54V'N ) . 9)

It should be noted that the use of a cross-section parame-
trization different from that given by Eq. (7) would lead
to slightly different prefactors in Eq. (9). However, the
order of magnitude of the yield, dominated by the energy
exponential, is unchanged in the range of energies per-
tinent to the experiment. For small clusters (N $5), the
deficiencies of the parametrization (7) cause Eq. (9) to
overestimate the knock-on yield by about an order of
magnitude.

C. Multiple knock-on

Multiple knock-on processes achieve even higher
deuteron energies (and hence higher fusion yields) than
the single knock-on process discussed above. After a tar-
get deuteron is knocked on by an incoming oxygen, it
could backscatter by a target titanium atom and then be
further accelerated by colliding with another (or even the
same) incoming oxygen atom. This process, analogous to
the Fermi mechanism for accelerating cosmic rays,’
seems very unlikely as multiple nearly head-on collisions
are required to transfer a substantial energy to the deute-
ron. However, it cannot be discarded a priori since the
D +D fusion yield depends strongly on the deuteron en-
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ergy; even rare high-energy deuterons could significantly
increase the fusion yield.

Since we will discuss results of a full numerical treat-
ment of cluster impact in Sec. IV, we restrict ourselves
here to upper estimates of the yield from multiple
knock-on processes. Thus, we assume that every knock-
on process is followed by a second one in the manner as
described above. In the case where a deuteron of energy
U backscatters from a titanium atom and then again from
the oxygen, the final energy U of the deuteron is

U | My—Mp, 2My ?

—= ~2.23. 10
U Mo+Mpy My +Mp (19

Within the approximations stated above, the fusion yield
of the double-knock-on (DKO) process can then be deter-
mined directly from Eq. (6) by replacing Y(U) with

Y (U), giving
Ypko =8.7X 107 N %exp(—3.04V'N ) , (11)

which differs from the knock-on yield (8) by the constant
in the exponential.

To obtain an even less restrictive upper bound on mul-
tiple knock-ons (MKO’s) we can assume that every oxy-
gen atom transfers all of its energy to a deuteron in the
target through multiple backscatterings. Since every oxy-
gen in the initial (D,0)y cluster has energy
E,=0.8E,, /N, this results in N deuterons, each with
energy E,. Further assuming that this condition occurs
in every impact, the fusion yield can be directly calculated
from Eq. (4) as

Yumko=2.3X107°N exp(—2.86V'N ) . (12)

Even for the extremely optimistic assumptions behind
these estimates, the calculated fusion yield cannot explain
the rough constancy of the experimental data at large N
as the calculated yield for N ~1000 drops by more than
30 orders of magnitude with respect to the N =25 value.

D. Thermonuclear model

A model at the opposite extreme from the ‘“preequili-
brium” processes we have considered thus far arises from
assuming that the incident cluster thermalizes in the TiD
and produces a hot gas of atoms. This gas will expand
and cool as it involves more atoms in the solid. We take
the total energy of the expanding gas to be constant,
VT =V,T,, where V and T are the volume and tempera-
ture, and the zero subscript refers to the initial values. If
we assume that the cluster thermalizes with an equal
number of the target molecules, then 5(3/2Ty)=E, /N
(the factor 5 accounts for one Ti, one O, and three D nu-
clei), and V=N /np,o is the initial volume of the plas-

ma. Note that throughout we neglect the electronic de-
grees of freedom as the relatively slow nuclear motion
couples to them on a time scale much longer than that
relevant here.

;I‘he rate of D+D reactions per unit volume is given
by

R(T)=7.20X10°n}S,(keV cm?)r?exp(—7) ,  (13)
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where 7=42.48/T}’3 and Ty is the temperature of the
gas in 10° K. The total number of fusions in the impact
is given by the space-time integral of the fusion rate

TO 1
Yon= fo dT—l—T—\ V(T)R(T) . (14)

The cooling rate, T, is related to the expansion rate as
=—(T/V)V==3Tc(T)/V'/?,

where the expansion velocity ¢(T)=1/3T/my, can be
taken to be the thermal velocity at temperature 7T in the
target. Performing the integral Eq. (14), we find

N
E tot

173

Yin=1.4X107°E /SN 3/®exp | —36.7

(15a)

where E ., is measured in keV; for E,, =300 keV, we ob-
tain
Yrn=1.2X107'N13/6exp(—5.49N /%) . (15b)

The calculation assumes a hot gas in free expansion,
with a time scale ~ V)3 /¢ (T); this is 107410713 sec
for clusters of a few hundred molecules. A more refined
estimate of the confinement time must consider that ex-
pansion occurs within the cold solid. A fluid-dynamic
calculation shows that the effect of such “tamping” is to
increase the confinement time by about a factor of 3,'°
which still falls some 10'? orders of magnitude short of
explaining the yields reported in Ref. 1.

We have neglected any effect of electronic screening in
our estimate of the thermonuclear rate. Screening
enhancements are of the form exp(U/T), where U is a
typical electronic energy =10 eV. As the most impor-
tant values of T are close to T,=100’s of eV, such an
enhancement is negligible.

E. Thermal-spike model

Next, we lift the assumption that the cluster equili-
brates with an equal number of target molecules. In-
stead, we assume that the energy is deposited in a small
cylinder, coaxial with the path of the cluster through the
target; this is often called a thermal spike.!! As we show
below, this model emphasizes the energy deposition in
the first atomic layers of the solid, leading to a rather
weak N dependence of the temperature.

Consider the usual thermal-spike (TS) model,'! where
energy is deposited in a volume dV =2dx as the fast
atoms from the impinging cluster move a distance dx into
the target. A lower bound on X is the cross section of the
cluster

23
s=r |-V (16)
47TnD20

The target deuterons in a small cylinder, at a depth x
from the surface, are supposed to thermalize at a temper-
ature given by the relation
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_ 1 NdE(x)
S dx )

Here dE(x)/dx denotes the energy lost by each water
molecule to the atoms in the target (by far the main con-
tribution coming from the oxygen atoms). Using again
universal parametrizations,® we have

M arget T (X) (17

dE (x)/dx =4X10°E(x)""? keVem ™!,

where E (x) is the projectile energy in keV at a depth x.
For fixed E,, E scales as 1/N, yielding

T(x =0)~2.0X 10 2E}/2N 176 keV . (18)

Comparisons to the value T, =0.133E,,, /N used in our
thermonuclear model show that N dependence is much
weaker in the thermal-spike model but the characteristic
temperatures involved are smaller.

The total yield is given by the space-time integral of
the thermonuclear rate over the spike region,

Yrs= [ dx Zdt R(T(x,t
TS f s W (T(x,t))
Ey 1 T(E) 3
= dE——— dT——RI(T) . 19
fo idE/defo | T (7) (19)
One can now proceed to model the expansion as for Yy,
taking the total energy per unit length along the path to
be constant, 2T =32,T,. The different geometry and the
weak dependence of the temperature on cluster size affect
the overall prefactor as well as the energy exponential,
leading to

Y1s=1.6 X 10 E//*N 73/ exp(—68.9N /18 _1/6)
(20a)
and, for E,, =300 keV,

Y5 =7X107°N 73/ exp(—26.6N1/18) (20b)

This cluster-size dependence is much weaker than our
previous models and the yield drops by ‘““only”” some four
orders of magnitude over the experimental range of N.
However, it is achieved by the extreme assumption of
complete thermal isolation of the various segments along
the path. Further, the absolute value of the yield is about
ten orders of magnitude below the data.

F. Validity of thermal equilibrium

In a thermal model, high fusion rates can result from
the collision of two deuterons in the tail of the Boltzmann
distribution. Indeed, the yield is dominated by the ener-
gies close to the “Gamow peak,” i.e., E~E;= 1.22T%/3
keV. We find

E;=1.63(E,/N)*? keV
for the thermonuclear model and
E;=0.27(E /N3 keV

for the thermal-spike model at x =0, where E,, is in
keV. For E, =300 keV and N =100, this results in
E;=3.4 and 1.1 keV, respectively. The maximum ener-
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gy that can be imparted to a deuteron in a single collision
(by an incident oxygen) is about 1 keV. Thus, such a col-
lision can produce deuterons at the Gamow energy; how-
ever, it is extremely unlikely to occur, with a typical
mean free path of several hundred lattice spacings.

We can legitimately ask whether a different energy dis-
tribution can explain the observed yields. For example, a
power-law energy spectrum for the random collision cas-
cades in the target p(E)x<E ™™, was suggested by
Thompson.!? It is interesting to note that such a spec-
trum leads to a nonexponential dependence of the fusion
yield upon the cluster size N at fixed E,,, (or upon the in-
cident energy at fixed N), since a power-law spectrum has
no characteristic scale. We can derive this result by a
saddle-point evaluation of the rate integral

fd3v]d3vzo(|u1—uzi)lv,—uzlf(vl)f(vz), (21)
where the velocity distribution is given by
fw)=p(E)/v~p 2m*D

and the cross section is given by Eq. (2). Simple dimen-
sional analysis yields the saddle-point equation
d

—(—b/v—2mlnv)=0, (22)
dv

and hence the most effective energy, E,), is given by
Ey=b%/4m?=245/m?* keV , (23)

independent of the incident energy. Of course, the initial
energy of the cascade must satisfy

E;, >>245/m? keV (24)

to justify a saddle-point analysis. Since in the experiment
E, <3 keV for N <100, this requires m >>10, while ex-
periments and computer simulations'? strongly support
m =~2. Under these circumstances, the rate integral (21)
is best evaluated by asymptotic expansions, and the re-
sults behave much like the knock-on yield (see dash-
dotted curve of Fig. 2). This is as expected, since the en-
ergy cascade is initiated by knock-on processes.

We have presented in this section simple models for a
variety of mechanisms resulting in D+ D fusion during
cluster impact. These range from nonequilibrium pro-
cesses occurring early in the impact, to the partial equi-
librium of the thermal spike, to the full equilibrium of the
thermonuclear model. None of these can account for
both the magnitude and N dependence of the experimen-
tal data at fixed E,, =300 keV; the shortfall in all cases is
many orders of magnitude. Unexpected cooperative
effects that can enhance the rates by ten or twenty orders
of magnitude are, of course, still possible. However, our
multiple knock-on, thermonuclear, thermal-spike, and
collision cascade models all account, in different ways
and degrees, for some cooperative effect. The occurrence
of some new, unexpected phenomenon is most convinc-
ingly tested by molecular-dynamics simulations, as we de-
scribe in Sec. IV. However, in the next section, we ex-
ploit the analytical estimates presented above to explore
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the possibility that experimental artifacts are responsible
for the observed rates.

III. EXPERIMENTAL CONSIDERATIONS

Our discussion of the various models in Sec. II shows
that the salient feature of the data is the near N indepen-
dence of the fusion yield. For fixed E ., =300 keV, the
experimental yield varies by only about an order of mag-
nitude as N varies from 20 to 1000. Our “best effort” was
the thermonuclear model, which could explain the fusion
yield for one specific cluster size (N ~40) but could not
reproduce the constancy of the data, especially for large
cluster sizes. The rapid N dependence of all of our mod-
els is, of course, due to the rapid energy dependence of
the elementary D+ D cross section.

A. Contamination by light fragments

A natural explanation of an approximately N-
independent fusion yield is the contamination of the
beam with some fraction of smaller, higher-velocity clus-
ters (or even single deuterons). Since the mass spectrome-
ter in the experiments' is placed before the accelerator,
collisions of the (D,0)y cluster with the residual gas
molecules in the accelerator column can split off a small
charged cluster that would be accelerated to much higher
velocities than the original cluster. For instance, a pres-
sure of 10~ 7-107° Torr corresponds to a mean free path
of 10°-10° cm and for an accelerator length of some 10?
cm, there will be a small, but non-negligible, amount of
lighter clusters produced. Experimentally,"? the possibil-
ity of small high-energy clusters was investigated directly
by detecting the accelerated particles with a silicon detec-
tor shielded by an Al film to stop large clusters. From
these measurements, upper limits were derived for the
fractions f of high-energy D,O and D in the beam:
fp,0<2X10"*and f, <107°.

To estimate the effect of high-energy D,0O and D in the
beam, we adopt the thick-target calculations of Sec. I A.
Since a fully accelerated single deuteron has an energy of
300 keV, we must use a parametrization of the stopping
power that is valid over a broader range of energies than
that of Eq. (3) (i.e., we must include the electronic stop-
ping power). Thus, from Ref. 5, we take

dE wdx = Ao X 10°E [} keV/cm, E;, <20 keV ,

—1 —1 —1
dE lab — dElab dE lab
dx dx 1 dx 2 ’
Elab >20 keV ,
(25)
dElab
I 1= AEY%Y keV/em
dElab A 2
x|, B U As /Byt ALEyy,) keV /em.

The parameters (A, A, A,, A3, A,) are (5.03X10%
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5.98%10%2.77x107,2.4X10%0.0577) for deuterium
and (1.96X10°,2.29X10°,5.90 X 10%,1143,0.0047) for ti-
tanium, respectively. Numerical integration of Eq. (1)
with the stopping power Eq. (25) results in thick-target
fusion yields for a 300-keV deuteron and a 300-keV D,O
molecule of ¥(D)=2.9X10"7 and Y(D,0)=1.5X107"°.
Thus, fractions of high-energy D or D,0O fp~2X1073
or fp,o~5X107" would be sufficient to produce the ex-

perimental values. In view of the experimental limits
quoted above, the Al-film experiment cannot convincing-
ly exclude contamination of the beam with high-energy
deuterons as an explanation of the measured yields.

A further experimental investigation of possible beam
contamination has been performed by covering the target
with a gold foil. Two thicknesses of the foil were used,
t;=100 pug/cm? and t,=500 pg/cm® Preliminary re-
sults> show that the measured fusion yield is at least a
factor of 10 smaller in the case of ¢, relative to ¢,. This
result can be used to derive an upper estimate for the par-
ticle energy of a possible D contamination. The energy
loss of a deuterium ion in the foil can be computed with
the help of Eq. (25); the stopping-power parameters for a
gold target are’ (2.03X10%2.36X%10°2.17X10°%877,
1.3X107°%). The thick-target fusion yield is then deter-
mined as described above, but using the energy of the
deuterium as it exits the foil. Assuming that the yield de-
creases at least by a factor of 10 as the foil thickness in-
creases from ¢, to t,, one finds E(D)<50 keV or
E(D,0O) <500 keV. These results obviously give no fur-
ther information on single D,O contamination. Howev-
er, the thick-target fusion yield of 50-keV deuterons is
Y ~4.6X 1077, so that an explanation of the experimen-
tal data requires a contamination f ~ 10~ % this exceeds
the experimental upper limit by about two orders of mag-
nitude.

Further information on single D,O contamination is
provided by the results with light-water clusters. Our
discussion of knock-on yields (Sec. II B) reveals that, at
cluster number N =1, the knock-on yield falls about an
order of magnitude below the thick-target yield. Hence,
for single water-molecule impacts, we expect the H,O
yield to be <0.1 times the D,O yield, which is consistent
with experiment.

Reference 1 presented a preliminary study of the
beam-energy dependence of the D+D fusion yields, for
fixed cluster size, N =150. The results showed that the
fusion yield decreased by about one order of magnitude
as the beam energy decreased from 300 to 225 keV.
Again using Eq. (1) we can determine the D or D,O ener-
gy that would reproduce this energy dependence (i.e.,
that shows a decrease of the fusion rate by a factor of 10
for 25% decrease of the initial energy). The resulting
values are

Ep~9 keV, Y=8.6X10"",

Epo=~90 keV, Y=1.7X10""

which are large enough to agree with the data but are in
conflict with the assumption of small high-velocity debris
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as source of the observed fusion processes (i.e., they
would require the unreasonable assumption fp p o~ 1).

B. Effects of mass dispersion

The models discussed in the previous section have
idealized the true experimental conditions by assuming
that the incident cluster beam had a “monochromatic”
mass spectrum. Because lighter clusters have a higher
velocity (and hence a higher fusion yield), there are
corrections to our predicted yields due to the known (ex-
perimentally measured) mass dispersion at the quadru-
pole mass analyzer.

The mass spectrum of the beam, as selected by the
quadrupole analyzer, shows a dispersion of N about its
nominal value, N,. The experiments’ had a FWHM of
aN,, with a=0.4, and strictly excluded N <N, /2 at the
low-energy end of the accelerator. Assuming that no
fragments are accelerated with N <N, /2, we have inves-
tigated the effects of both Gaussian and Lorentzian mass
distributions on the yields predicted by our models. The
results, displayed in Fig. 3 (dashed lines) for Gaussian
distribution, show, at best, a two-order-of-magnitude in-
crease over the case of a single-mass beam for Yy, and
an even more irrelevant enhancement of Y pp.

A much more dramatic increase of the yield is
achieved by removing the restriction N > N,/2. Such a
distribution would better reproduce the actual experi-
mental conditions if some amount of cluster breakup oc-
curred during the acceleration. By folding the thick-
target and thermonuclear yields with the cluster-size dis-
tribution
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Py (N)x exp[ —(N —N,)*/2N§a*] , (26)
we can reproduce the order of magnitude of the observed
yields with the rather large value of a=0.5 (Fig. 3, dash-
dotted lines). A Lorentzian N distribution with the ex-
perimental FWHM, 0.4N,, would also reproduce the
data. In contrast, the resulting Y1y shows a much weak-
er energy dependence than the data (see Fig. 4 of Ref. 1;
note that two experimental proton counts are reported
for a 300-keV N =150 cluster in Fig. 3 and Fig. 4 of Ref.
1, and that they differ by a factor of 2). However, the
thick-target yield Y does reproduce the experimental
trend, but accounts for only 20% of the signal (Fig. 4).
We also mention here a private communication? showing
a much more rapid dropoff of fusion rate with cluster size
when the experimental mass dispersion was decreased.

Clearly, mass analysis of the projectiles after accelera-
tion would clarify the possible effect of beam contamina-
tion.

IV. MOLECULAR-DYNAMICS SIMULATION

Our physical intuition, as embodied in the models of
Sec. II, is far from exhaustive, and it is always possible
that some exotic, cooperative effect comes in to play dur-
ing the impact of a cluster to boost the fusion rate
significantly above our expectations. To investigate such
a possibility, we have performed and analyzed
molecular-dynamics simulations of the impact of heavy-
water clusters on heavy-water targets. Throughout, our
goal is not to do a physically exact simulation, but rather
to search qualitatively for processes that could explain

10_8 T T T T T roTrrg T T T T T T T T T T 177
10—12 — —
Y1071 - -
10—20 — —
\ 4

k Etot = 300 keV \\

L . 4
—24 [ \ ]

10 11 41 l 1 1 1 L1111 l 1 1 1 I\ 1111 l 1 1 1 L1111

100 10!

102 108

Cluster Size N

FIG. 3. Effects of mass dispersion of the beam, at a total energy of 300 keV. The dashed curves are obtained by folding Y1t and
Y~ with a Gaussian dispersion [Eq. (26)], with a=0.2. We have applied a cut, N > N, /2. The dash-dotted curves are obtained by
folding Y11 and YN with a Gaussian dispersion [Eq. (26)] with a=0.5 and no cut.
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Fig. 1.

the puzzling features of the experimental data that we
have discussed in the previous sections.

A. Model and numerical method

Deuterated polyethylene (CD,) has the stoichiometry
of heavy water, so that we can, with high confidence, sim-
plify our simulation by treating the impact of heavy-
water clusters on a heavy-water target. Also, we chose
D,O (rather than TiD) targets to maximize any effect of
local heating through the higher stopping power. Thus,
we consider a system of oxygen and deuterium nuclei
with numbers in the ratio of 1:2 with the Hamiltonian
P
2

m

2
+ 3 00— exp(~Ir,~rl/a) .

i >0 Iri—rj1

"-3

(27)

Here we have assumed a pairwise internuclear interaction
in the form of a screened repulsive Coulomb potential;
the nuclear charges Q; are, respectively, 1 and 8 for the
deuterium or oxygen nuclei. The screening length, a, is
taken to be 0.5 A, which is purposely rather large so as to
increase the interatomic cross section, and hence, the rate
at which the beam deposits energy in the target. This
larger screening length does not materially increase the
Coulomb barrier for D+ D fusion; the typical distance of
closest approach between two deuterium nuclei is about
0.1 A, so that only the prefactor in the fusion probability
is affected, while the dominant Gamow factor describing
Coulomb barrier penetration is unchanged. The masses
m; are 16 or 2 amu for the oxygen and deuterium atoms,

respectively.

It might be objected that the Hamiltonian we have
chosen does not bind the atoms into molecules. This is
true, but we note that the bombarding energies (300 eV
per deuteron for an N =100 cluster at E,,, =300 keV) are
quite large compared to molecular binding energies and
the impact time scales are quite short compared to the
thermal breakup time of a cluster of atoms (i.e., the bom-
barding velocity is much greater than the thermal veloci-
ty). Thus, the attractive tail of the true interatomic po-
tential is irrelevant and it is only important that we have
properly accounted for the short-range interatomic repul-
sion.

Our nuclei move during the simulation in accord with
the usual equations of motion. We study the evolution of
the system by calculating the force on each particle exert-
ed by all others and then stepping the equations of
motion in time. We use Verlet’s integration algorithm:'*

T,+1=rI,+v,At+a,At?/2, (28a)

V,+1=V,t(a,, ,+a,)At/2, (28b)

where r, v and a are, respectively, a particle’s location,
velocity, and acceleration, and n labels the time interval.
The size of the time step, Az, is chosen according to the
cluster’s incident velocity. We monitor energy conserva-
tion throughout each of our simulations and find that it is
constant with a relative error smaller than 1077

Our initial conditions correspond to the impact of a
heavy-water cluster on a heavy-water target. Both of
these systems are initialized separately through
molecular-dynamics simulations in cubic boxes with
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periodic spatial boundary conditions. The site of a box is
chosen to approximately reproduce the density of heavy
water. Each system is brought to thermal equilibrium at
about 300 K by repeatedly scaling the velocities. The ini-
tial conditions for the impact are then generated by plac-
ing the cluster next to, but not within, the target, and
boosting it with the appropriate beam velocity. We im-
pose no spatial boundary conditions on the impact simu-
lation, so that the asymptotic state of the system is the
dispersal of all atoms. This typically occurs on a time-
scale of some 50 fsec.

We have simulated the impacts of clusters composed of
N =32, 54, 80, 128, and 180 heavy-water molecules at
E, =100 keV. Because computational requirements
limit the size of targets we can simulate, we chose to run
at 100-keV total energy to increase the fraction of the to-
tal energy deposited in the target for small cluster and so
make it meaningful to compare the simulations for small
and large cluster sizes. For each cluster size, we have
performed four separate simulations corresponding to
four different configurations of the target. The latter was
composed of 1024 heavy-water molecules in a cubic box
of side 32 A (i.e., some 10 atomic layers). We have run
each simulation until the the -cluster-target system
disperses; this is about the time needed for the cluster to
pass through the target if there are no interactions. Any-
thing physically significant for fusion should happen dur-
ing this initial interval.

Finally, an important point needs to be made about the
reliability of the information obtained through molecu-
lar-dynamics (MD) simulation. The reported experimen-
tal fusion yields for CD, are about 1 in 10'” impacts. On
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the other hand, we simulate only a few cluster impacts.
The reason this is sufficient is that we are not simulating
the fusion yield. Indeed, this is given by the velocity dis-
tribution folded into the cross section. The latter is
known by quantum mechanics, and MD is concerned
only with the former. Because the cross section is a rap-
idly increasing function of energy, the Yield is dominated
by the upper end of the energy distribution.

Let the number of high-energy deuterons be n(E_,, ).
Then the yield per cluster is essentially [from Eq. (4)]

Y~n(E. )10 6 2V Emx _1g-10

max )
Therefore,

_4 44.24/\/E
n(E,. )~10"%*2V Emax
Even if conditions were created to boost the energy of a
target deuteron by, say, a factor of 40 over the initial en-
ergy of deuteron in the beam for cluster size N =150, one
would have

n(E ) ~6X10% .

Such distributions would be easily observed in a MD
simulation.

We also point out that no significant difference in ener-
gy and density distribution is found between the results
we present in the next section and those obtained in Ref.
3 by simulating several thousand cluster impacts. Final-
ly, it is obvious from the previous discussion that main
beam-energy dependence of the yield is given by the cross
section, not by the velocity distribution, and this makes
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FIG. 5. Energy spectrum of target deuterons for N =128 at time t =4X 10~ '* sec. The dashed line shows a spectrum proportional
to E "%, the dotted line shows the spectrum expected from a single knock-on process. The normalization is arbitrary.
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us confident in applying our 100-keV simulations to 300-
keV beam-energy experiments.

B. Results and analysis

In Fig. 5 we show the energy spectrum of the target
deuterium atoms following impact by an N =128 cluster
The high-energy spectrum is approximately p (E) < E ~
consistent with experimental study and other computer
simulation of sputtering yield results. It is not hard to
see that the spectrum is cut off for energies greater than
four times that of the incident deuterons (i.e., velocities
twice that of the beam).

In Fig. 6 we show the maximum velocity of a target
deuterium atom during the simulations. To meaningfully
compare impacts of different size clusters, we have nor-
malized the velocity by the beam velocity and use the
(noninteracting) depth of penetration into the target as
the independent variable. In all cases, at the end of the
simulation, the fastest deuterium atom belonged to the
target initially, as is expected form the knock-on process
described in Sec. II B. The maximum deuterium velocity
never exceeds twice that of the beam, which is about the
maximum speed that can result from a single knock-on.
Comparing the five curves corresponding to the five
different cluster sizes, we can see that V., /Vicam in-
crease very slowly with N. This is because, with the in-
creasing cluster size, the collision probability between
beam and target atoms increases and thus there is a
greater likelihood of a knock-on with large energy
transfer. However, even as N changes from 32 to 180,
the maximum velocity relative to beam velocity increases
by only 10-15 %.
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In Fig. 7 we show the maximum local deuterium densi-
ties attained during the various simulations as a function
of penetration depth. These correspond to an average
over a cubic box of side 5 A. It can be seen that the
highest compressions occur early in the simulation and
that the maximum local density is about five times the in-
itial density; this is far too small to enhance the fusion
rates by the amount required.

We have also analyzed the distances of closest ap-
proach for pairs of deuterium atoms during the simula-
tions. We found that the closest a pair ever approached
each other was 0.0847 A for N=32 impacts and 0.1605
A for N=180 impacts. Assuming vanishing impact pa-
rameter, these distances correspond to relative kinetic en-
ergies of 143 and 65 eV, respectively. Although it is
difficult to extract a meaningful fusion yield from our
data, it is clear that the yield will drop very rapidly with
increasing cluster size.

V. SUMMARY

In summary, we have analyzed several different mecha-
nisms that could lead to fusion when heavy-water molec-
ular clusters impact deuterated targets. We first con-
sidered the thick-target yield (Sec. II A); i.e., the fusion
yield expected assuming that cooperative effects, such as
heating, compression, or fluid-dynamic tamping, are
unimportant, at least on the time scale relevant to fusion.
This estimate is certainly appropriate if high-energy
deuteron contaminants are present in the beam. We have
elucidated the importance of careful beam analysis to
prevent both high-energy contamination and mass disper-
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FIG. 6. Maximum target deuteron velocity normalized to the beam velocity as a function of penetration depth of the beam.
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as a function of penetration depth of the beam; E,,, =100 keV.

sion of the beam (Sec. III).

The simplest mechanism beyond the thick-target yield
is knock-on of deuterons by heavy atoms in the incident
cluster. We calculated the yield expected if only the first
knock-on process is important, and subsequently refined
the estimate to include multiple knock-on events (Secs.
IIB and IIC). We point out that a knock-on yield is ex-
pected regardless of the isotopic composition of the clus-
ter hydrogen.

Should local heating and/or compression be important,
they are best described by the thermal-spike model we

considered (Sec. I E). The thermonuclear model we also
treated perhaps overemphasizes the effect of confinement
of a hot plasma in the target (Sec. II D). The assumption
of thermalization inherent in both models is appealing for
several reasons,!' not least because it allows an analytic
calculation. Unfortunately, thermalization is known to
be a poor description of single-molecule impacts, for ex-
ample, as shown by molecular-dynamics simulations of
sputtering processes.!* We have therefore also con-
sidered the cluster fusion yield expected in light of the
well-established results for ion-beam sputtering; this
essentially recovers the knock-on yields (Sec. IIF). We
believe that these latter estimates (or those of the thick-
target model, whichever is dominant) are the most realis-
tic expectations for cluster fusion experiments.

Each of the theoretical models we have considered em-
bodies a different intuition about fusion during cluster
impact, while at the same time allowing estimates to be
made by straightforward algebra. Nevertheless, the only
‘“assumption-free” estimate of cluster-impact fusion
yields can come from molecular-dynamics simulations (if
one is willing to accept Newtonian mechanics and stan-
dard nuclear reaction rates). We have performed such
simulations (Sec. IV). We found that no deuterium atom
ever moves more rapidly than about twice the velocity of
the incident cluster, that the relative energies of
deuterium-deuterium collisions decline significantly with
increasing cluster size at fixed total energy, and that
compressions no higher than fivefold are achieved during
cluster impact. These results imply that the D+ D fusion
yield from cluster impacts will be no larger than the
knock-on yields predicted in Sec. II B and that the yield
will decline precipitously with increasing cluster size.
Both of these conclusions are in contradiction with the
experiments reported in Ref. 1.
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