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Path integrals and non-Markov processes. II. Escape rates
and stationary distributions in the weak-noise limit

A. J. Bray, A. J. McKane, and T. J. Newman
Department of Theoretical Physics, University ofManchester, Manchester M13 9PL, England

(Received 7 July 1989)

The path-integral formalism developed in the preceding paper [McKane, Luckock, and Bray,
Phys. Rev. A 41, 644 (1990)] is used to calculate, in the weak-noise limit, the rate of escape I' of a

particle over a one-dimensional potential barrier, for exponentially correlated noise

(g(t)f(t') ) =(D/r)exp[ —
~t

—t'~/rI. For small D, a steepest-descent evaluation of the appropriate

path integral yields I -exp( —S/D), where S is the "action" associated with the dominant ("instan-
ton") path. Analytical results for S are obtained for small and large ~, and (essentially exact) numer-

ical results for intermediate ~. The stationary joint probability density for the position and velocity
of the particle is also calculated for small D: it has the form P„ix,x )-exp[ —S(x,x )/D]. Results

are presented for the marginal probability density P„(x) for the position of the particle.

I. INTRODUCTION

This paper is the second in a series devoted to the
study of a class of non-Markov processes using path-
integral methods. The first of these, ' to be referred to as
paper I, establishes the general formalism (and contains
extensive references to earlier work). The present paper
is concerned exclusively with obtaining concrete results
in the limit of weak noise, where the path integrals dis-
cussed in paper I can be evaluated explicitly by the
method of steepest descents. A preliminary account of
this work was given in Refs. 2 and 3.

We will be primarily interested in two quantities: (i)
the rate of escape I of a particle over a potential barrier,
and (ii) the stationary joint probability distribution
P„(x,x) for the position and velocity of the particle.
Both of these have, for small noise strength D, an ex-
ponential dependence on D. For example,
I -exp( S/D), wher—e S is the extremal action for a
path x (t) connecting the stable (or metastable) minimum
of the potential and the unstable maximum (see Fig. 1).
Such a path is an "instanton" of the theory, and the
leading exponential contribution to I can be obtained
from the simplest one-instanton calculation. To calculate
the prefactor requires allowing for multi-instantons, and
including small fluctuations around the extremal path.
Such refinements introduce considerable technical com-
plexities, and will therefore be deferred to a planned fu-
ture publication.

The system we consider consists of an overdamped par-
ticle moving in one dimension in a potential V(x) and
subjected to a random noise g(t) The Lange.vin equation
is

The noise g(t) will be assumed to be Gaussian (other
possibilities will be discussed briefly below), with zero
mean, so that it is completely specified by its second mo-
ment. We will be concerned almost exclusively with ex-
ponentially correlated noise:

(g(t)((t') ) =(D/r)exp( —
~t t'~/r), — (2)

P[g]=He px— I dt(g +Hg )
4D

contains only zero- and first-order time derivatives of g.
A change of variable from g(t) to x(t), using (1), yields
the probability density functional for x (t)

V{x}

which, as discussed in paper I, represents the simplest
departure from white noise. This is connected with the
fact (see paper I) that this one-dimensional non-Markov
process is equivalent to a two-dimensional Markov pro-
cess. In particular, the probability density functional for
g(t) [cf. Eq. (21) of paper I],

x = —V'(x)+g(t),

where overdots and primes indicate derivatives with
respect to x and t, respectively. An additional "inertial"
term, proportional to x, on the left-hand side of (1) intro-
duces no new points of principle. The effects of such a
term will be discussed in detail in a separate paper.

FIG. 1. Typical potential considered in this paper. The rate
of escape I from the left-hand well is governed by the "action"
S of the instanton associated with the "uphill" path 1:
I -exp( —S/D). The instanton associated with the "downhill"
path 2 has zero action. The point d is the inAection point of the
potential on the uphill path.
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P [x]=ÃJ [x]exp( —S [x]/D),

S[x]= ,' —f dt [(x+ V') +r (x +xV")2],

(4)

(5)

where J[x], the Jacobian of the transformation, is given
in paper I. Since J[x] is independent of D, it does not
enter physical quantities at the leading exponential order
considered in this paper.

As discussed in paper I, the forms (3) and (5) are ap-
propriate for paths defined on the infinite time interval
( —~, ~ ). If we wish to consider processes occurring on
finite (or semi-infinite) time intervals, additional "sur-
face" terms must be included, as in Eqs. (54) and (55) of
paper I. We will return to this point in Sec. VI, which
deals with the stationary probability density generated by
Eq. (l).

The outline of this paper is as follows. The equations
which determine the escape rate are derived in Sec. II,
and solved analytically for small and large ~ in Secs. III
and IV, respectively. Numerical results for intermediate
v are presented in Sec. V. Section VI is concerned with
the stationary probability distribution: a formal expres-
sion is derived for small D and numerical results present-
ed. Analytic results, which exhibit an interesting change
of behavior as ~ passes through a critical value, are de-
rived for the stationary distribution near the top of the
barrier. Section VII describes various extensions of the
instanton approach, in particular to multiplicative noise
and to field theory. The paper concludes with a discus-
sion and summary of the results.

II. ESCAPE RATE FOR EXPONENTIALLY
CORRELATED NOISE

Our goal in this section is to calculate the rate I for a
particle, initially located at the point a in the left-hand
well in Fig. 1, to escape over the barrier into the right-
hand well. At this point we can leave I" somewhat loose-
ly defined —we could, for example, take it to be the re-
ciprocal of the "mean-first-passage time, "being the mean
time to make the first traversal of the barrier. All
definitions will give the same result at the level of the
leading exponential behavior discussed here. The
definition will be made more precise in the next paper of
this series, ' when prefactors are calculated. In particular,
it can be shown that the probability that the particle
does not cross the barrier in time T has the form
exp( —I T).

Consider the conditional probability (density)
P&~&(c, T/2~a, —T/2) to find the particle at point c at
time T/2 given that it was at point a at time —T/2. In
general, as was stressed in paper I, this quantity is not
well defined until one specifies the distribution of veloci-
ties at time —T/2 (or at some earlier time). Such
subtleties need not concern us here, however: for the in-
stanton paths x, (t) which dominate the path integral for
P, ~, (c, T/2~a, —T/2), the velocity x, (and indeed all
higher derivatives} vanish at the turning points a, b, c of
the potential for T~ ao. Since the error in the action as-
sociated with taking T to infinity is exponentially small in
T, we will set T = ao ab initio: T reappears in the prefac-
tor for the conditional probability (see below) as a conse-

quence of the time-translational invariance of the action.
The instanton path x, (t) is obtained by minimizing the

"action" S[x] over paths satisfying x( —ao)=a and
x(~ )=c. In fact, it will turn out that the path can be
split into two subpaths, connecting the points a, b and
b, c, respectively. The former ("uphill" ) path has a finite,
nonzero action while the action for the latter
("downhill" ) path is precisely zero. This is in accord with
physical expectations: the descent from the unstable
maximum b to the new minimum c is a "free" descent,
and proceeds in the absence of external noise.

For exponentially correlated noise, Eq. (2), the action is
given by Eq. (5). By inspection, the zero-noise Langevin
equation, i = —V', gives zero action for all ~, and gen-
erates the desired "downhill" instanton path, with
x (

—~ ) =b and x ( ao ) =c. The "uphill" path, satisfying
x ( —~ )=a and x ( ~ ) =b, corresponds to a nontrivial
extremum of the action. The extremal condition
5S [x]/5x (t) =0 yields the fourth-order diff'erential equa-
tion

—x+ V'V" +H(x +3xxV"'+x V""

2 Vtlt Vtll ' Vtl2
) 0 (6)

Multiplying by x and integrating with respect to t gives

x —V' =H(2xx —x +2x V"' —x V" ) . (7)

y —V' =r (2y y"+y y' +2y V"' —y V" ) .

This is now only a second-order differential equation,

The integration constant (the "energy") vanishes for the
instanton paths, because x and higher derivatives vanish
when V'=0, i.e., at the turning points a, b, c of the poten-
tial.

In the original work using this approach, Eq. (7) was
solved analytically for small and large ~, for general po-
tentials, and numerically for general ~ for the quartic
bistable potential V(x) = —x /2+x /4 (in dimensionless
variables). The numerical solution requires fixing three
boundary conditions. Setting the logarithmic derivative
of x for t ~ + ~, to the values obtained by linearizing (6)
around a and b, respectively (and retaining only the dom-
inant exponential in the solution}, provides two of the
boundary conditions. For the third boundary condition,
we remove the invariance of the action under time
translations, x ( t }~x ( t + to ) [which follows from the ob-
servation that the integrand of the action functional (i.e.,
the "Lagrangian" ) contains no explicit time dependence],
by fixing x(0) to any value in the interval (a, b), e.g.,
x(0)=(a+b)/2 This appro. ach is a little inelegant,
however, as in practice the conditions on the logarithmic
derivative have to be applied at large but finite positive
and negative times, the contributions from the outer re-
gions computed analytically, and insensitivity to the
choice of boundary points verified.

Fortunately, however, a much more elegant approach
is available: translational invariance in time suggests that
we introduce the velocity y =x and solve for the function
y(x) instead of for x(t). Then x =yy', x'=y(yy" +y' ),
and (7) becomes
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defined on the Pnite interval (a, b), with the simple
boundary conditions

y(a)=O=y(b) .

The action can also be written directly in terms of y (x ):

S [y]= —,
' f (dx /y)[(y + V') +r y (y'+ V" ) ] .

a
(10)

I =const X exp( S/D) . —

Before presenting the results of solving (8) [with
boundary conditions (9)] numerically, it is instructive to
consider first the exactly soluble white-noise limit (i.e.,
r=0), and expansions around this limit in powers of r .
In Sec. IV, we will consider the opposite limit of large ~,
and obtain for the first time the leading correction to this
limit. These expansions for small and large ~ are valid
for general potentials V(x}. Finally, in Sec. V, we will
present numerical results for general values of ~ for the
special case of the "quartic bistable" potential (16).

III. SMALL-s EXPANSION

One can verify that the extremal condition
5S [y]/5y (x)=0 reproduces (8).

Finally, the leading-order contribution to
P&~&(c, T/2~a, —T/2) has the form constXT exp( —S/
D), where S is now the extremal action. The prefactor is
obtained by including small Auctuations around the ex-
tremal path x, (t), and will be discussed in detail else-
where. In particular, the factor T arises from the
above-mentioned invariance of S[x] under time transla-
tions. (It might be thought that there should be a
separate factor of T for the uphill and downhill paths,
giving a factor T overall. In fact, the uphill and
downhill instantons interact, and the integration over the
relative coordinate yields a T-independent contribution
to the prefactor. A single factor of T arises from in-
tegrating over the "center of mass" of the instanton pair).
Identifying the coefficient of T as the escape rate gives

tionary property of S[y], knowing y(x) to order r"
determines S [y] to order r "+ . Since the downhill path
has zero action for all ~, we consider only the uphill path
from now on. Setting

y(x)= g r "y„(x),
n=0

(14)

S=hv+v dx V'V" —r dx V' V'"b b

a a

+1 dx(v' v"" —6V' v"' —4V' V" v"' )
b

+O(rs) . (15)

This extends by one term the result quoted in Ref. 2. The
O(r ) term was first derived in Ref. 9. Obtaining higher-
order terms is straightforward but tedious.

Equation (15) is a special case of the small-r expansion
presented in Ref. 3 (see also paper I) for colored noise
with a general correlator

(g(t)((t') ) =(D /r)C ( ~
t —t'~ /~)

for which all the moments of C exist. Reference 3 also
shows how (15) may be generalized to non-Gaussian
noise.

While (15) is valid for general potentials, the numerical
results obtained for general ~ must preforce be restricted
to specific potentials. The form for V(x) most commonly
studied in the literature is the "quartic bistable" poten-
tial. In dimensionless units this is

substituting into (8), and equating coeScients of r ", one
obtains

yo= V',

y] =2V V

y2=2=14V' V'" +8V' V" V"'+10V' V"V""+2V' V""',

and

V(x)= —x /2+x /4 . (16)
For white noise, v=0 and (8) gives

y =+V' .
For this potential (15) becomes, after normalizing by
av=l

Since y =—x & 0 for both "uphill" ( V' & 0) and "downhill"
( V' (0) paths (i.e., paths 1 and 2, respectively, in Fig. 1)
the upper and lower signs in (12) correspond to uphill and
downhill instanton solutions respectively. The corre-
sponding action is given by (10) with r=0, i.e., S =0, for
the downhill solution and

S/b, V =1+—'r ——'r +—"'r6+0 (rs)
2 5 35

Before leaving this section, a comment on the nature of
the small-z expansion is in order. A perturbative treat-
ment of a differential equation like (8), which involves ex-
panding in the coefficient of the highest-order derivative,
yields a singular expansion. In particular, terms in x, (t)
[or equivalently y, (x)] which vanish faster than any
power of ~ for ~~0 are not picked up by the expansion.
In view of this, the small-~ expansion is likely to be at
best asymptotic.

Finally we remark that since the instanton method is
based on a steepest descent approach valid for small D,
the limit D ~0 is implicitly taken before the limit ~~0
in the above results. To obtain the analogous results
when the limits are taken in the opposite order requires a
different technique. '

(13)

for the uphill solution, the subscript zero indicating the
white-noise limit. Inserting this result into (11}gives the
standard Arrhenius formula I -exp( b, V/D) The —pre-.
factor is known for white noise from calculations based
on the Fokker-Planck equation. It will be calculated ex-
plicitly within the path-integral approach in a future pub-
lication.

The white-noise result is the starting point for a sys-
tematic expansion in powers of v . Because of the sta-

S—:So=I dx V'(x)= V(b) V(a):b,v- —
a
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IV. LARGE-v EXPANSION

y (x)= V'(x)/~ V"(x)~, (19)

i.e. , one takes the plus sign in the interval (a, d) and the
minus sign in the interval (d, b). The subscript oo in (19)
indicates the leading large-w solution. The corresponding
action, obtained by putting (19) into (18) [and retaining
only the O(1) terms in the integrand], is

The large-~ limit can be understood at a number of lev-
els. The leading term, Eq. (20) below, was first derived in
Ref. 9, using a path-integral approach. Subsequently, the
result was rederived using simple intuitive arguments. "
The idea is that for large ~ the noise fluctuates so slowly
that the particle adiabatically follows the noise, i.e., its
position x(t) satisfies V'(x)=g(t). This corresponds to
neglecting x in the Langevin equation, which is justified a
posteriori for large ~ since x is of order w '. The escape
rate is the rate for g to reach its maximum value V'(d),
where d is the inflection point of the potential (see Fig. 1).
Since g itself satisfies an Ornstein-Uhlenbeck process [Eq.
(13) of paper I], this rate can be calculated by elementary
methods, " and yields Eq. (20) below.

%hile the above approach is physically appealing and
intuitive, it is not obvious how to extend it beyond the
leading term. (A first attempt in this direction' gives re-
sults quite different from those derived below). The in-
stanton approach, on the other hand, provides the basis
for a systematic large-~ expansion. It turns out, however,
that this expansion is more delicate than the analogous
small-~ expansion, so we will limit our considerations to
the large-~ limit and the leading correction to it. %e em-
phasize that here, as elsewhere in this paper, the results
obtained are valid in the limit D~O, this limit underly-
ing the whole instanton method. In particular, it is impli-
cit throughout that the small-D limit is taken before the
large-~ limit.

Guided by the physical arguments above, which indi-
cate that the instanton width will be of order ~ for large
~, we first make the rescaling t ~~t. In terms of the vari-
able y =x, this means y ~y/~. Then the action function-
al (10) becomes

S[y]=(&/4) f dx[(V' /y+yV" )+2~ '(V'+yy'V")
a

(18)

To leading order for large v we retain only the O(1) terms
in the integrand. Extremizing with respect to y yields im-
mediately

y (x)=+V'(x)/V"(x) .

The required solution, corresponding to path 1 in Fig. 1,
has y &0 everywhere. Since V"(x) changes sign (from
positive to negative) as x passes through the inflection
point d, the required solution is

These leading order results agree with those obtained in
Refs. 9 and 11.

The leading correction to (20) is naively obtained by
using (19) for y in the O(w ') terms in the integrand of
(18), which give (naively) an O(1) contribution to the ac-
tion. The resulting integrals, however, diverge, indicating
that the large-~ behavior is more complicated than a sim-
ple expansion in powers of ~ '. In fact, we shall show
that the leading correction to (20) is a term of order ~'

A heuristic argument serves both to illuminate the ori-
gin of the ~' term, and to suggest a scheme for calculat-
ing its coefficient. The key point is that y„(x), given by
(19), diverges at the inflection point x =d. Expanding
around this point, via x =d +x, yields

y = V'/~ V'"x
~

(22)

for small x, where we have suppressed the subscript on y,
and the derivatives of V are understood to be evaluated at
x =d. Consider now the term yy' V" in the second brack-
et in (18). For small x, this term is of order

yy'V"-( V'/~ V"'~ )x (23)

The integral of this term over X therefore diverges at
x =0. %e may estimate its contribution to the action,
however, by cutting off the divergent integral at the point
where the expansion in powers of v

' starts to break
down, i.e., when (23) becomes comparable with the
leading-order terms

iV'(x) /y-~yV"(x) -~V'~ V'"x~ . (24)

Comparing (24) with (23) shows that the i ' expansion
for y breaks down when

We estimate the leading correction to (20) by cutting off
the divergent integral of (23) at xo. This gives a contribu-
tion

5S —[ V'(d)'/~ V'"(d)
~

]' T' (25)

to the action. As a check on the internal consistency of
this approach, we compare the relative sizes of terms in
the first and third brackets in (18). While the third
bracket is nominally down by a further factor of v.

compared to the second bracket, the integrand is more
divergent, yy' ~ ~x ~

. In fact, all three terms in (18}be-
come comparable for ~x

~
-xo, and cutting off the diver-

gent integral at this point gives another contribution of
the same order as (25).

The above heuristic arguments suggest the following
scaling treatment of the large-~ limit. The key observa-
tion is that the O(r' } contribution is associated with a
breakdown of (19) near the inflection point for large but
finite ~. Near the inflection point, therefore, we rescale
the variables according to

5„=(~/2) V'(d ) (20) y =( V'/~ V"'~xo)g (x /xo) . (26)

For the quartic bistable potential (16), this becomes
The condition that (22) be recovered for x »xo requires

g(z)~l/~z~, z~+~ . (27)
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Substituting the form (26) into (18), changing the integra-
tion variable to z =X/Xo, subtracting off the leading-
order contribution (20}, and expanding the remainder to
O(r'~ ), gives

&S = (r'"l4)[V'(d) ll V"'(d)I]'"

X f dz {1/g (z}+g(z)[g'(z) —z]2 —2IzI I . (28)

The extension of the limits to +~ is justified by the con-
vergence of the integral.

Equation (28) has the same form as (25), but now the
integral gives a universal (i.e., potential-independent) pre-
factor. The equation for g(z) is obtained by substituting
(26) into the general equation (8) (after the rescaling
y ~y/r) and again expanding to leading order for large

The result is

0.5

p-:x
I'

I
-1 y ~'0

/

g g"+g g' —2g —z g +1=0 (29}
0

which is to be solved with the boundary conditions (27}.
Since, by inspection g(z)=g( —z) satisfies both the
differential equation and the boundary conditions, we
solve (29) numerically for z ~0 only, using (27) for one
boundary condition and g'(0}=0 for the other. The final
result is, including the leading-order term (20),

S =(r/2) V'(d) { I+r ~ A[V'(d)I V"'(d)I]

+
A =2.046 204. . . ,

(30)

(31)

where A is a universal number, independent of the details
of the potential.

For the special case of the quartic bistable potential
(16), we obtain d = —1/~3, V'(d) =2/3~3,
I
V"'(d)

I
=2&3, and

S =rhV( —'+Ar+ , ) (32)

where

A, =2(2 /3 )' A=0. 550844. . . . (33)

V. NUMERICAL RESULTS FOR GENERAL v

The results of solving (8} numerically, with boundary
conditions (9), for the quartic bistable potential (16},are
presented in Fig. 2. The equation was solved using the
cOLSYs package, ' which requires an initial guess for the

Equation (32) may be compared with the action obtained
from the solution of the full difFerential equation (8). Ac-
cording to (32), ~, =lim, „(S—S„)/r' 5V. The
right-hand side is found to decrease steadily with increas-
ing ~, approaching a constant value for large ~. For
v= 10 it has the value 0.5509. . . , consistent with (33}.
The numerical solution also allows us to estimate the next
term in the expansion in (32). Anticipating an expansion
in powers of ~, we form the quantity
[(S—S„)/b, V —Ar'~ ]r'~ and examine numerically its
behavior for large ~. We indeed find that this quantity
approaches a constant ( =0.37), verifying that the next
term in the braces in (32} is of order r and suggesting
a systematic expansion in powers of z

FIG. 2. Instanton action S as a function of the noise correla-
tion time ~, plotted as (S Sp)/S vs loglp'7 for the "quartic
bistable" potential (16), where Sp and S„are the ~=0 and
~~ ~ results (13) and (21), respectively. The dashed curves are
the small- and large-v expansions (17) and (32). The inset shows
the general form (schematic) of the uphill (continuous curve)
and downhill (broken curve) instanton solutions in the x —~
plane.

solution. It is the initial guess that distinguishes between
uphill and downhill instanton solutions: these satisfy the
same differential equation (8) and the same boundary con-
ditions (9), which read y( —1)=O=y(0) in this case.

For the uphill solution of interest here, one has (see the
inset in Fig. 2) y & 0 everywhere, and the qualitative form
of the solution suggests the parabolic initial guess
y' '(x) = —Lx ( I+x). The value of ~, was fixed by linear-
izing the differential equation near the boundary points
x = —1,0 to determine the behavior of the solution near
these points. This gives y' '=l, -,(1+x) for x near —1,
and y' '= —A~ for x near 0, where A, -, =min(2, 1/r)
and Ao=min(1, 1/r). In practice, the compromise value
'=(A, &+Ao)/2 was used in the initial guess. Conver-
gence to the final solution was very fast in all cases.

For convenience of presentation, we do not plot S
directly, but rather the ratio (S —So )IS„,where So and
S„are the white-noise and large-r results (13) and (21)
respectively. Similarly, we use log, o~ rather than ~ as
abscissa in order to present results for a large range of ~
without unduly compressing the region r=O(1), which
contains most of the structure. The small- and large-~ ex-
pansions (17) and (32) are shown by the broken curves on
the figure. We note that the "bridging formula" suggest-
ed in Ref. 11, connecting the ~=0 and large-v. reg™s,
corresponds to S =So+S„,i.e., to (S —So)/S„= l. It
is clear from Fig. 2 that this is a good approximation only
for very large ~, where So is in any case negligible com-
pared to S„~

To check that the differential equation has indeed been
solved, we look at the derivative of the action with
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respect to the "scale" of the instanton, i.e., the derivative
with respect to the scale change y, (x)~b 'y, (x). ' In
terms of x, (t), this corresponds to the time rescaling

x, (t)~x, (bt). For an extremal path one has
0 lnS (b) /db

~ b, =0. In practice we find that this quanti-

ty is typically of order 10 ', indicating that the
differential equation has been solved to rather high pre-
cision, i.e., the numerical results for S are essentia11y ex-
act.

The reader may wonder what advantages this numeri-
cal approach has over, for example, direct numerical
solution of the corresponding two-dimensional Fokker-
Planck equation [Eq. (35) below]. The key point is that
the small-D limit has been taken explicitly, through the
use of the steepest-descent method, to obtain Eq. (11).
The evaluation of the action S is then a comparatively
trivial task, and may be accomplished with almost arbi-
trary precision. For v =1, for example, one obtains
S/b, V =1.251 761 6, with an estimated error of 1 in the
final place.

here. The Fokker-Planck equation for P(x,x, t) [Eq. (89)
of paper I] reads

ap
at

= —x +—[1+r V"(x) ] (xP). aP & „a
ax

V(x) aP D a'P
ax r ax

(35)

P„(x,x )-exp[ f(x,x—)/D] . (36)

Putting this form into (35), and retaining only the leading
order [i.e., 0 (D ')] terms for small D, yields

()= — ——
I V'(x)+x [1+~V"(x)]I

1 af 1 , , af
ax

The stationary solution is obtained by replacing the left-
hand side by zero. In the limit D ~0, we seek a solution
of the form

VI. STATIONARY DISTRIBUTIONS

In addition to calculating escape rates, the instanton
approach may also be used to compute stationary distri-
bution functions in the weak-noise limit. In Sec. VI A we
derive a general formal expression for P„(x,x ), the sta-
tionary joint probability distribution function for the po-
sition and velocity of the particle. The stationary mar-
ginal distribution for the coordinate is then obtained
from P„(x)=f" dx P„(x,x). Here, as elsewhere in

this paper, the results obtained are limited to exponen-
tially correlated noise.

A. The joint probability distribution I'„t,x,x )

P„(x,x )-exp[ —S(x,x )/D I . (34)

Here S(x,x) is the minimum of the action S[x] over
paths x(t) such that x( —ao )=a, x( —ao)=0, x(0)=x,
x(0)=x, and we have taken the final time to be r =0
without loss of generality. The calculation of the preex-
ponential factor in (34) is beyond the scope of the present
paper. Equation (34) is the leading small-D result in the
following sense:

lim D lnP„(x, x) =S(x—,x ) .
D~O

Equation (34) can also be obtained from the Fokker-
Planck equation for the two-dimensional Markov process
which, for exponentially correlated noise, is equivalent to
the one-dimensional non-Markov process considered

It is convenient to consider in the first instance the
conditional probability density P, ~, ( xx, t~ a0, t p), corre-
sponding to the particle being at rest at the local
minimum a of the potential (see Fig. 1) at time tp For.
tp~ —(x), this conditional probability becomes indepen-
dent of t and equal to, up to normalization, the required
stationary probability density. Evaluating the path in-

tegral for P by the method of steepest descents gives, to
leading order for small D,

Guided by Eq. (34), but choosing to work with the "ve-
locity" y (x)=x instead of x (r), we make the ansatz

f (xp xp)=S(xp xp) (38)

where S is the minimum over paths y (x) of the action
functional

S [y]= —,
' I (dx /y) [y + V'+ ry (y'+ V" )]

a
(39)

(5S),„,r= —[xp+ V'(xp)]surf 4 0 (40)

from the upper limit. The analogous contribution from
the lower limit vanishes since, by assumption, x and
V'(x) both vanish at x =a. Equation (40) is just the con-
tribution (r/4)g (0) which arises from integrating over
the noise for times t & 0 [cf. Eq. (54) of paper I].

Finally we must check that the ansatz (38) satisfies (37).
It is simple to show that

as = (r/2) 2 (xp, xp ),
Bxp

BS
A (xp xp)[ 1+[V (xp)/xp]

BXO

—r[y,'(xp )
—V"(xp)]],

where

A (xp, xp)= txp+ V'(xp)+vxp[y, '(xp)+ V"(xp)]I, (43)

and y, (x) is the extremal (or "classical" ) path (we reserve

and the minimum has to be taken over paths for which

y (xp ) =xp ~ [The subscript zero will be added to x and x
where necessary to avoid possible confusion between the
endpoint and other points x(t) on the path. ] The in-
tegrands in (39) and (10) diff'er by an additional "cross-
term" present in (39) which can be integrated immediate-
ly to give
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the word "instanton" for an extremal path connecting
turning points of the potential). Substituting these results
into Eq. (37) (with f =S), one finds that the equation is
indeed satisfied. Thus the form (36), with

f(x,x)=S(x,x), has been obtained both directly from
the path-integral representation and via the equivalent
two-dimensional Fokker-Planck equation.

Numerical results for the quartic bistable potential (16)
may be obtained by solving (8) on the interval ( —l, xo )

with boundary conditions y( —l}=0 and y(«0)=«0.
Since results have been obtained for only part of the
(x,x }plane, due to technical difficulties in the solution of
(8} in certain part of the plane [where y, (x) is mul-

tivalued], numerical results for the joint probability den-
sity will not be presented here. Instead, we will concen-
trate on the marginal distribution P„(x), for which pre-
cise numerical results are readily attainable. Before do-
ing so, ho~ever, we should discuss an important point of
principle in the calculation of S(x,x ).

First note that for any even potential V(x) = V( —x),
only one sign of x (say, x &0}need be considered: results
for positive x follow from the inversion symmetry
P„(—x, —x ) =P„(x,x ). It follows that S ( —x, —«)
=S(x,x ). A corollary of this symmetry argument is the
following observation. To calculate P„(x,x ) for points in
the right-hand potential well, one should use the
minimum at x =1 as a reference point, rather than the
minimum at x = —1. This means that Eq. (8) should be
solved in the interval (xo, 1), with boundary conditions
y(1)=0, y(«0)=xo, corresponding to a classical path
which starts at x = 1 and ends at x =xo. More generally,
the correct prescription is to calculate separately the ac-
tion for classical paths starting at each local minimum of
the potential, and ending at the desired point with the
desired velocity. The dominant contribution to P„ for
small D is associated with the smallest action.

This discussion generalizes to asymmetric potentials
where the two (or more) minima have different depths, as
in Fig. 1. Then the stationary probability densities for
the two minima will, in general, be different. One can
use, however, as a common normalization point, the
probability density to find the particle with zero velocity
at the top of the barrier (point b in Fig. 1}. Relative to
this point, the probability densities to find the particie
with zero velocity at the minima a and c of Fig. 1 are, up
to prefactors, exp(S,b/D) and exp(S,b/D), respectively,
where S,& and S,& are actions for instantons starting at a
and c, respectively, and ending at b. To calculate
P„(xo,xo) for the asymmetric case, the actions S, (xo,xo)
and S,(xo,xo), corresponding to classical paths starting
at a and c, respectively, are calculated. In the weak noise
limit, D~O, the path which gives the largest contribu-
tion to P„dominates. In this limit, therefore,
P„-exp[—S(xo,xo)/D), with S =min[S, (xo,xo)

S,b, S,(xo,x—o ) S,b ]. —

8. The marginal probability distribution P„(x)
The marginal distribution is obtained by integrating

the joint distribution over all velocities. For D~0, this

-exp( S(x—,O)/D I, (44)

where we have used the fact (see below) that the action is
minimal for x =0. The preexponential factors for
P„(x,x }and P„(x)differ by the contribution to the latter
from the Gaussian integral over x around x=0. Con-
sistent with the spirit of this paper we consider only the
dominant exponential term: calculation of the prefactors
is beyond the scope of the present work. The function
S (x,O) is sometimes called the "weak-noise potential. "

We now argue that S(x,x) is minimized by « =0.
First, we demonstrate that the function A (x,x ), Eq. (43),
vanishes for x =0, so that S is stationary with respect to
x, through Eq. (41). Then we consider whether the sta-
tionary point is a maximum or a minimum.

To prove stationarity we set xo=0 in (43), but retain
the term in xoy,'(xo):—y, («0)y,'(«0) since it will turn out
to be nonzero. Thus, dropping the subscripts for brevity,

A (x,0)= V'(x ) + r(yy ')
~

(45)

To express the right-hand side in terms of x alone, we use
Eq. (8) for y (x). Setting y =0 explicitly, but keeping the
terms which contain derivatives ofy, gives

—V'(x) =r (2y y"+y y' ), (46)

for y ~0. Since the left-hand side in nonzero in general,
the product yy' must approach a constant, say C, for
y~0. Then y"~—(C/y )y'~ —C /y, and (46) be-
comes,

—V'(x) = —HC = —~ [(yy')~ 0] (47)

The negative square root being required on physical
grounds (see the inset in Fig. 2), one has
(yy')~» 0= —V'(x) and hence A (x,O) =0 from (45).
This shows that x =0 makes S(x,«) stationary for fixed
X.

It remains to show that the stationary point corre-
sponds to a minimum, rather than a maximum. Unfor-
tunately, we have as yet been unable to do this by analyti-
cal means, except when x is near a turning point of the
potential (see, for example, Sec. VID below). Explicit
numerical solution of (8}, however, has shown x =0 to be
a local minimum of S(x,x ) in all cases studied. We will
henceforth assume that the global minimum of S(x,x }
for fixed x occurs at x =0.

C. Numerical results

Numerical results were obtained for the quartic bi-
stable potential (16}, for xo &0, by solving Eq. (8) with
boundary conditions y( —1)=O=y(xo), using the coL-
sYs package' with an initial guess corresponding to an
uphill path (i.e., with y &0 if 0&xo & —1 and y &0 if

integral can be evaluated by the method of steepest des-
cents, i.e., it is dominated by the velocity for which the
action is minimal:

P„(x)=I dx P„(x,x )

dx exp —S x,x D
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xo & —1). The corresponding action S(x0,0) is calculat-
ed from Eq. (39). Results for xo & 0 are obtained immedi-
ately from the symmetry P„(—x)=P„(x), i.e.,
S( —xo, O)=S(x0,0), where it is iinplicit that for xo&0
the boundary conditions y (xo) =O=y (1) would be used.

The results are presented in Fig. 3, as plots of S(x,O)
versus x for various r. By construction, S( —1,0)=0
=S(1,0), reflecting the fact that the minima of the po-
tential are the reference points for the calculation of
probability. For white noise, ~=0, one obtains
S(x,O) = V(x) —V(+1), equivalent to the Boltzmann dis-
tribution through (44}. For this case, S(x,x ) is indepen-
dent of x: the classical path follows the instanton trajec-
tory y = V'(x). If a final velocity inconsistent with this
trajectory is imposed, the noise can make a sudden jump
to the value go=xo+ V'(xo) at the final instant, since for
white noise the action contains no time derivatives of the
noise.

The data show, with increasing ~, an increasing proba-
bility of 6nding the particle close to the minima of the
potential. The most distinctive feature of the data, how-
ever, is the "plateau, " centered on x =0, that develops
for ~& 1. The length of the plateau is an increasing func-
tion of ~. For ~~ 00, the plateau covers the entire region—I/v'3 &x &1/&3 between the two inflection points of
the potential. The reason is as follows. For the instanton
path y, (x), the large-~ solution (19) implies that the lead-
ing action (20), as calculated from (39}, arises entirely
from the interval ( —1, —I/&3) for r~ao. The interval
( —I/&3, 0) contributes a negligible amount to the ac-
tion.

The ~=2 data can be compared with that of Hanggi, '

obtained by solving the equivalent two-dimensional

Fokker-Planck equation. Hang gi calculates directly
P„(x), for v=2 and D =0.1, for the potential (16), and
plots his data as lnP„{x) against x. Multiplying his data
by —D gives data which can be compared with our data
for S(x,O). While the comparison reveals qualitative
similarity, the rather pronounced plateau evident in our
~=2 data is absent in Hanggi's. This diA'erence probably
reflects the nonzero value of D used in Hanggi's calcula-
tion: the limit D~O is implicit in all our results. A
quantitative measure of the discrepancy is through the
difference S(0,0)—S(+1,0). For r=2, we find this
difFerence to be =0.40, whereas the value inferred from
Hanggi's data is =0.64.

The striking, and unexpected, appearance of the pla-
teau in the data for w & 1 has prompted us to investigate
analytically the behavior of the weak-noise potential for
small x. This we do in Sec. VI D. We 6nd that a change
in behavior occurs at r = 1 [more generally when
1+xV"(0}=0].For x&1, S(x,O}—S(0,0} is quadratic
in x for small x. For ~=1, however, the coefFicient of the
quadratic term vanishes, and for v & I a new behavior
emerges in which S(x,0)—S (0,0) is of order ~x

~

'+'.
This remarkable result accounts for the extreme "flat-
ness" of S (x,O} for small x and large r.

D. The weak-noise potential near the top
of the barrier

The analysis starts from Eq. (37) for f (x,x )

[=S(x,x)]. Near the unstable maximum x =0, we ap-
proximate the potential by the inverted parabola
V(x}=—x /2 [using units for x such that V"(0)=—1,
as in (16)]. In this regime we anticipate that (37) will
have the solution

f (x,x )=f (0,0)+(a/2)x +(P/2)x2 . (48)

Substituting this into (37) [with V(x)= —x /2] verifies
that this form is a possible solution, and yields the equa-
tions

P =r(1 —r)P

for the coefficients a and p. Hence either

P=r(1 r), —
(49)

FIG. 3. Classical action S(x,O) (or "weak-noise potential"),
which determines (see text) the stationary probability density
via P„(x)-exp[ S{x,0)/D], for the q—uartic bistable potential
(16). The curves are labeled by the value of v. The r=O (white
noise) curve is (apart from a constant shift which can be ab-
sorbed into the normalization) just the potential, S(x,O)= V(x) —Vlkl), and for ~=0 P„{x)~exp[ —V{x)/D), the
usual canonical distribution.

or a=O=p. For ~& 1, the nontrivial solution (49) is
physically reasonable: p&0 and a&0 imply that small
velocities are more probable than large, and that f (x, O)

has a local maximuin at x =0 [corresponding to a local
minimum in the distribution P„(x) at the top of the bar-
rier]. For r&1, however, the signs of a and p for the
nontrivial solution are reversed. In particular, f(x, O)
now has a local minimum at x =0, contrary both to
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5f (x,x ) =const x [(x —x)'(rx +x)]~ "+', (50)

where the exponent p is still undetermined. The arbitrary
constant prefactor is a consequence of solving a linear
equation.

The exponent p can be determined by a simple argu-
ment. The factor (rx+x) in (50) vanishes along the line
x = rx in —the (x,x) plane. On physical grounds, this
should be a simple zero of 5f, which requires p = I+r
Alternatively, the same result can be derived by consider-
ing special points (x,x ) which lie on the instanton trajec-
tory, i.e. , on the extremal path y, (x) connecting the turn-
ing points ( —1,0) and (0,0) of the potential. Introducing,
as before, subscripts zero to distinguish the endpoint of
the path from other points on the path, we will consider
special points (xo,xo) with xo=y, (xo). Subtracting from
the expression (39) (with a = —1) for the action the same
expression with x0=0, and using f—:S, gives for small xo

5f = —
—,
'|(dx/y, )[y, —x +ry, (y,

' —1)]2, (51)
0

where we have again used the form V(x)= —x /2 for
the potential near the top of the barrier. Using this form
also in (8), and solving for x ~0, gives for r ) 1 the result

y, = —X/7+K( —X)'+ (52)

where E is an arbitrary constant. Substituting this form
into (51), and evaluating the integral yields, for x0~0,

5f = —
—,'lC'r ( —xo)" . (53)

The dependence on E is a consequence of the fact that
the leading-order terms cancel inside the square brackets
in (51).

We emphasize that (53) holds only for special points
(xo,xo) for which xo=y, (xo). However, the result en-
ables us to determine the exponent p by comparing (53)
with the general result (50) evaluated at these same spe-
cial points. Using (52) in (50), the leading-order terms
again cancel to give, for xp~0

$f (
}2P~I(1+x)xp (54)

Comparison of (53) and (54) yields p = 1+r. In addition,
the const term in (50) is related to the amplitude K in
(52). Its value is not determined by the form of the po-

physical intuition and to the numerical data presented in

Fig. 3. We conclude that for ~) 1 the trivial solution
a=O=P must be adopted: if the difference

~f (x,O) —f (0,0)
~

decreases as a power of x for x ~0, the
power must be greater than 2.

Guided by the above, we try a, solution for
5f (x,x ) =f (x,x ) —f (0,0) of the form

fif (x,x ) =x~G(x/x ),
a homogeneous function of x and x of order p & 2. Sim-
ple power counting on (37) shows that the term nonlinear
in f is negligible for x ~0 at fixed z =x/x. The resulting
linear equation [with V(x) = —x /2] can be exactly
solved. In the regime x & 0, x )0 (which we consider for
later convenience) the solution is

tential in the vicinity of the unstable maximum, but de-
pends on the whole function V(x).

It is instructive to apply a similar analysis of 6f to the
case r & l. Instead of (52) one obtains, for small x,

y, = —x+K'( —x)' '+ (55)

The difference between (52) and (55) can be understood as
a switch of dominance, at ~=1, of the two exponentials
in the asymptotic behavior x, ( t ) = A exp( t )—
+B exp( t/r—) of the instanton path in the original (x, t)
variables. Putting (55) into (51), one finds that now the
leading-order terms in (51) do not cancel, and the leading
small-xo behavior is

5f = —
—,'(1 —r) xo . (56)

5S(x,0)= —const X ~x
~

'+'+, r ) 1 . (57)

The result explains the appearance in the data, for ~ & 1,
of a "plateau" which becomes more pronounced with in-
creasing ~. A numerical study of the behavior near the
maximum confirms the ~x ~

'+' dependence. Similarly, a
study of the x dependence of S(x,x) at fixed x =0
confirms the expected variation as ~x ~

'+".

VII. GENERALIZATIONS OF THE
INSTANTON APPROACH

In this section we consider various generalizations of
the Langevin equation (1) to which path-integral and in-
stanton methods can be applied.

A. Multiplicative noise

The methods applied above to the "additive" noise
problem (1) can be simply extended to the Langevin equa-
tion with "multiplicative" noise:

x= —V'(x)+g(x)g(t) . (58)

Perhaps the simplest approach' is to convert the multi-
plicative noise into additive noise via the change of vari-
able u = f"dx'/g (x '), which requires that g (x) nowhere

vanish, to obtain

u = —V'(u)+g(t),

V'(u) = V'(x (u) )/g(x (u) ) .
(59)

It is simple enough, however, to apply path-integral
methods directly to (58), to calculate, for example, the es-
cape rate over a potential barrier. The analog of Eq. (5)
for the action is obtained by substituting g=(x+ V')/g
in Eq. (3). In terms of the variable y =x, one has

This time the amplitude is determined, because E' does
not enter the leading-order result. Furthermore, (56)
agrees precisely with (48) [with a and P given by (49)]
evaluated at the special points x = —x = —xp.

The above analysis confirms that the change in behav-
ior, at ~=1, of the weak-noise potential near the top of
the barrier, inferred originally on physical grounds, is
indeed correct. We summarize the result for x =0:

—
—,'(1 —r)x +, r&12
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S[p]=—,
' f y+ V'

y'+ V" (y + V')g'+ y

2

(60)

instead of (10). Clearly one can derive, via
5S [y]/5y (») =0, a differential equation for the instanton

y, (»), and solve it for any given functions V(») and g (»).
Here we content ourselves with calculating the white-
noise result and the leading (order r ) correction to it.
To this order one can use the white-noise instanton solu-
tion y, = V' (which is unchanged by the multiplicative
noise) to obtain

S = f 1» +r f d» V'
a g a g

2
V'g'

+O(~ ),

(61)

consistent with the result obtained by a different method
in Ref. 10.

For large ~, the calculation proceeds as in Sec. IV. As
far as the leading-order result is concerned, the only
modification is the replacement of V' by V'/g. Instead of
(20) one finds

S„=(r/2)[max ( V'/g)] (62)

Since our primary purpose in this section is to demon-
strate the utility of path-integral methods, rather than to
present results, we will pursue multiplicative noise no fur-
ther.

B. Decay of a metastable state

In this subsection we show that the methods used in
this paper can be generalized from the dynamics of a sin-
gle particle to the dynamics of a field theory. As a con-
crete example, we calculate the decay rate for a scalar
(Euclidean} field theory, initially prepared in a metastable
minimum of the potential, to reach the stable state. A
physical realization could be an Ising ferromagnet in the
equilibrium state with, say, negative magnetization. If a
weak positive magnetic field is switched on, one is in-
terested in the rate for the system to reach the stable
equilibrium state, which has positive magnetization. We
will consider white noise only.

For a simple dynamics with no conservation laws, the
Langegin equation reads,

g=(y + V')/g, and using g=y dg/d», the action for the
"uphill" instanton path reads

2

(65)

with V(P) having two (asymmetrical) minima, much as in
Fig. 1, located at P+ with the stable minimum at P+.
The analog of (5) for the action follows immediately froin
the probability weight

S[P]=,' f—dtfd» [P VP—+ V'(P)] (66)

The instanton solution which gives the dominant con-
tribution to the escape rate for weak noise connects the
metastable minimum P=P of & with the saddle point
Ps(x) which is a nontrivial solution of the extremal equa-
tion Wf/5/=0, i.e.,

0= —V Ps+ V'(Ps ), (67)

with boundary conditions $(0)=P+, and P(x)~P for
~x~ ~~. The function Ps(x) describes the "critical drop-
let" (centered on x=0) that must be nucleated to reach
the stable state.

The equation for the instanton is 5S[P]/5/=0, i.e.

0= /+V P—VV'(P—) V"(P)V—$+ V"(P)V'(P) .

(68)

By inspection of Eq. (66), one solution of (68) must corre-
spond to

/=V (P)—V'(P), (69)

since this gives S its smallest possible value of zero. The
extremal solutions P+ and Ps are all stationary solutions
of this equation. Equation (69) is in fact the "downhill, "
zero-action, instanton solution [the analog of (12), with
the minus sign] that takes the system from the saddle
point Ps to either of the local minima P+. It is easy to
check that (69) satisfies (68). The corresponding "uphill"
solution can be guessed by analogy with (12): it is

$= —7'(P )+ V'( P ) . (70}

Again, it is easily verified that (70) satisfies (68). Equation
(70) has the same stationary solutions as (69). The action
for the path which connects the metastable minimum P
to the saddle point Ps is obtained by setting P=P, in
(66), where P, (x, t) satisfies (70):

S=f dt fdxP, [—V P, + V'(P, )]

= f dx f dp, (»)(5&/5$)t,

P[(]=JVexp —f dt fd» g(x, t) /4D

for the noise on expressing the noise in terms of P via Eq.
(63):

P(x) = —Mf/5$(x)+g(x, t),
where

(g(x, tg'(x', t')) =2D5 (x—x')5(t t') . —

We will take &[/] to have the conventional form

(63)

(64)

(71)

This action will be a finite number, since Ps(x) differs
significantly from P only over a finite region, i.e., within
the critical droplet. The rate for the system to reach the
stable state, by nucleation of a critical droplet, is given by
the usual result I -exp( S/D). As expected —on physi-
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cal grounds (one speaks of a nucleation rate per unit
volume), the prefactor is proportional to the volume of
the system. In the instanton approach, this is a conse-
quence of the translational invariance (in space) of the in-
stanton (whose center can be anywhere in the volume), in
addition to the usual time-translational in variance.
While these results have been obtained before by other
methods, ' the instanton approach outlined above is
more physically transparent than earlier derivations.

Further generalizations of the path-integral approach,
involving a more general correlator than (2), have been
discussed elsewhere. If the noise is not exponentially
correlated, the probability weight for the noise contains
higher time derivatives than appear in (3): in general an
infinite number of terms appear, involving arbitrarily
high-order derivatives, as discussed in paper I. If the
correlator has the scaling form (g(t)g(t'))
=(D/r)C(~t t'~/v)—, involving the single timescale r,
then the higher derivative terms which modify (3) also
contain higher powers of ~, so that a small-~ expansion is
still possible. For general ~, a compact form for the ac-
tion may still be derived, by means of auxiliary variable
methods, but the instanton equation then becomes an
integrodifferential equation and much of the simplicity of
exponentially correlated noise is lost.

A different type of generalization is to non-Gaussian
noise, corresponding to (for example) higher powers of g
appearing in Eq. (3). This poses no additional problems
of principle, and generalizations of Eqs. (6)—(8) may
readily be derived, and solved numerically.

VIII. SUMMARY

The path-integral formalism developed in an earlier pa-
per has been used to discuss the behavior of a heavily
damped particle driven by (exponentially correlated)
colored noise. This approach is especially fruitful in the
weak-noise limit, where a steepest-descent evaluation of
the path integrals is possible. In this limit we have ob-
tained essentially exact leading-order results for escape
rates over a barrier, and stationary distributions. For the
escape rate we find I -exp( S/D—), i.e., a generalization
of the usual Arrhenius result, with S no longer simply the
height of the barrier. The stationary distribution has the
form P„(x)-exp[ f (x)—/D]. The results are "leading
order" in the sense that we calculate the arguments of the
exponentials but not the prefactors. While these can be
calculated in principle, the computations are technically
diScult and will be presented in a future publication.
Various generalizations, including nonadditive, nonex-
ponentially correlated, and non-Gaussian noise have been
briefly discussed. The extension to field theory is
straightforward, and provides a physically intuitive
method to calculate the lifetime of a metastable state.
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