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We develop the path-integral formalism as applied to non-Markov stochastic processes in order
to allow us to study the effects of colored external noise on a physical system. The system we initial-
ly consider consists of a Langevin equation x = — V’(x)+ &, where £ is a Gaussian noise with zero
mean and correlator (£&(¢)&(¢')) =(D/7)C(|t —t'| /1), T being the noise correlation time. Starting
from the Langevin equation, we obtain a path-integral representation for probability density func-
tions on the infinite time interval — o <t < o0, and show how in certain cases a simple representa-
tion also exists in terms of a sum over paths on a finite time interval. The weighting factor for paths
in this latter case consists of an exponential factor which is a generalization of that originally found
by Onsager and Machlup but also contains nontrivial boundary terms depending on the initial

preparation of the system.

I. INTRODUCTION

When investigating the effects of noise upon a system
described by a macroscopic deterministic equation, it is
usual to distinguish between the cases where the noise is
external and where it is internal."? In the former case
the noise is due to an external source and is not
influenced by the system itself. By contrast in the latter
case it is intrinsically tied up with the evolution of the
system. External noise’® is typically nonwhite, i.e.,
colored, and as a consequence many of the techniques
developed for the study of Markov processes®*> are not
applicable. This paper is the first in a series concerned
with the application of path-integral techniques to the
study of the effects of external (and hence generally
nonwhite) noise.® In it we restrict ourselves to the
derivation of various path-integral representations for
probability density functions. In subsequent papers we
shall try to convince the reader that the application of
steepest-descent techniques to these path integrals pro-
vides an efficient way of calculating interesting physical
quantities in the weak noise limit.

The system we consider is described by a single vari-
able x (¢). There is no reason why the formalism we shall
set up, and the methods we will later discuss, should not
be applicable to systems described by more than one vari-
able, but for simplicity and clarity of exposition we will
not consider such systems here. We assume that the
deterministic macroscopic equation of motion has the
simple form

x=f(x). (1

The effect of external noise on the system can be modeled
by constructing the appropriate Langevin equation

x=f(x)+g(x)&), (2)

where £(¢) is the noise and g (x) is a given function. For
definiteness, it is useful to think of the system as a parti-
cle moving in a potential ¥ (x) and subject to a damping
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force —ax. The macroscopic equation for such a particle
of mass m is mX =—ax —V'(x). Scaling time by a, it
reduces to the form (1) in the overdamped limit
m /a?—0, with f(x)=—V'(x). The finite m/a? prob-
lem can also be studied using path-integral techniques;
the results of such a study will be reported elsewhere.’

The noise will be taken to have zero mean, and correla-
tor

(EMEL)Y=(D/T)C |t —t'| /1), (3)

where 7 is the noise correlation time and C is an arbitrary
function, apart from restrictions to be imposed below. It
will be normalized so that

J ascw=1, )

and hence D is a measure of the strength of the noise.
For the moment we will assume that the noise is Gauss-
ian, so that all higher cumulants vanish and hence the
stochastic process £(¢) has been completely specified. It
will be shown below that these techniques apply to non-
Gaussian noise as well. It is, however, better for our pur-
poses to define such processes through the probability
density functional, rather than by specifying higher cu-
mulants, and hence we postpone the discussion of this
point.

The simplest and most widely studied stochastic pro-
cess involving colored noise is the case where the noise is
exponentially correlated:

Ct—rt'l/m)=exp(—|t—t'| /7). (5)

This reduces to the white-noise result, C(s)=28(s), in the
limit 7—0. The finite correlation time 7 in (5) makes the
process non-Markov in contrast with the case of white
noise. It is perhaps worth remarking that if the noise
were internal and nonwhite, we would expect to have to
modify the Langevin equation (2) to include a memory
kernel. No such term is required in the case of external
noise.
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It remains to specify g (x) in (2). If g(x) is constant the
noise is said to be additive; otherwise it is said to be mul-
tiplicative. The distinction is somewhat artificial, since in
many cases a change of variable will transform a
Langevin equation with multiplicative noise into one with
additive noise. There is some discussion of systems with
multiplicative noise in the second paper® in the series (to
be referred to as paper II from now on); for the rest of
this paper we set g(x)=1. We shall for the most part
leave the potential V(x) unspecified. However, when
carrying out calculations we shall assume that it has the
generic form shown in Fig. 1. The reason for this is as
follows. The generality and power of our approach is
most obvious when studying problems involving escape
over a potential barrier, e.g., the calculation of mean first
passage times. As we plan to discuss in a third paper,’
the regime in which our methods are applicable is one in
which a coarse-grained conditional probability satisfies a
two-state master equation. For a multidimensional po-
tential with n wells, an n-state master equation would ap-
ply. One can therefore view the calculation of escape
rates described in later papers as a method of calculating
transition probabilities per unit time between wells, these
then being used as input into the appropriate master
equation. Thus there is really no loss of generality in as-
suming that V' (x) is a double-well potential.

Calculation of probability density functions, mean first
passage times, etc., have traditionally been accomplished
by the solution of the Fokker-Planck equation.>*> This
is because in many cases of interest the system is acted
upon by white noise and hence such an equation exists.
When the noise is colored, no simple Fokker-Planck
equation in x and ¢ exists. As a consequence, most of the
previous approaches to the study of colored noise have
been concerned with the derivation of approximate
Fokker-Planck equations. There are a vast number of pa-
pers on this topic. We mention an early review by van
Kampen'? and refer the reader to a selection of pa-
pers'! 728 written on this topic in the last decade. Many
of these papers contain conflicting results and recently a
number of authors have tried to clarify the situation by
comparing the methodology and results of various
groups.?? 32 Numerical work on the effects of colored
noise has also been carried out; 233738 Ref. 3 has a num-
ber of papers reviewing the current situation. We do not

V(x)
A
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FIG. 1. Typical potential considered in this paper.

follow any of these approaches and bypass the use of
Fokker-Planck equations as a method of calculation. In-
stead, our starting point will be expressions giving proba-
bility density functions as path integrals. Such represen-
tations are well known for Markov processes,”""0 and
various non-Markov generalizations have been de-
rived.*"*? Some authors, notably Fox,!”!® have used
functional integral methods to derive approximate
Fokker-Planck equations; we will stress the usefulness of
path integrals as a calculational tool and not just as a for-
mal device. The evaluation of the path integrals is made
possible by the observation that in the weak noise limit
(D —0) the integral is dominated by the appropriate in-
stanton solution of the theory. In other words, the path
integral is evaluated by the method of steepest descent,
the instanton being a saddle point in the function space.
The instanton calculus allowing, for instance, the calcula-
tion of small D corrections to the leading behavior is well
developed,** ™ and has been applied to the study of
Markov stochastic processes.*”* The method comes
into its own, however, when the processes are non-
Markov, the lack of a simple alternative being all too ob-
vious from the literature cited above. A preliminary ac-
count of our work has already appeared.*>*® Luciani
and Verga®"*? and Forster and Mikhailov®® have also
studied colored noise by applying the method of steepest
descent to a path integral. These authors, however, ex-
press the path integral in a form which is not very useful
when studying exponentially correlated noise [Eq. (5)] or
performing a small 7* expansion. In addition the results
of Luciani and Verga are mainly restricted to piecewise
linear forces.

The outline of the paper is as follows. We begin in Sec.
II by giving a precise specification of the type of noise we
will be considering. Rather than defining the process
‘through the cumulants of the noise, it is more convenient
for our purposes to define it through the probability den-
sity functional. We give expressions for various probabil-
ity density functions as path integrals over an infinite
time interval in Sec. III and discuss how these are
equivalent to path integrals over a finite time interval in
Sec. IV. Finally, in Sec. V, the path-integral representa-
tions given in Sec. IV are rederived by considering the
Markov processes into which the non-Markov processes
under consideration have been embedded.

II. SPECIFICATION OF THE STOCHASTIC PROCESS

If the noise is Gaussian with zero mean, then it is com-
pletely specified by (3). The process is defined over the
infinite time interval — o0 <t < o and it is therefore con-
venient to work with the Fourier transform of the corre-
lator defined in (3):

((w)E(w")) =D2mdw+w')CloT) (6)
where
é(mf)=f:°ds expliors)C(|s|)
= fowds exp(iwts)C(s)+c.c. )]

Assuming that the integrals
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L, = fowdssz"C(s) ®)

exist, we can expand C(w7) as a power series in (o7)%:

Clor)=2 3 (—1)"wr)*"u, /(2n) .
n=0

9)

In the case of white noise C(|s|)=28(s), hence C=2.
Therefore, to regain the white-noise result when 7—0 we
normalize C(w7) by taking o= 1, which is (4).

The probability density functional P[£] is Gaussian by
assumption. Using (£(w)) =0 and (6) we can write it as

L ope, 1 o]~
PIE1=Nexp | =55 [ © dog&(~o)Clon] ™ o)

(10

where N is a normalization constant. From the power-
series expansion (9) we have

[Clon ] '=1(1—p P /2 +p,r e /81— -+ - )]

=%(1+K17'2w2+lc27'4a)4+ e, (11)

where

K=y /2
s (12)
Ky=ui/4—p,/24,. .. .

If the function C is such that some of the integrals (8)
do not exist then an expansion such as (9) cannot be
made, and the methods we will develop do not apply. An
extreme example of this is the case where C(s) is
Lorentzian: C(s)=#"'(1+s2)"!, so that C(wT)=2exp
—|w|r. In this case, the dependence of C(wT) on |w|
prevents us from taking the Fourier transform of (10) to
obtain a simple expression for the probability of a path
&(t), and our approach is not appropriate.

For white noise u, =0=«k,, n>0, and (10) reduces to
the familiar Gaussian white-noise functional. When the
noise correlator has the form (5), u, =(2n)! hence x, =0,
n>1 and the sum (11) terminates at the second term. Ex-
ponentially correlated noise is in this sense the simplest
non-Markov process. A hierarchy of processes can be
defined by continuing in this way; we will define an mth-
order process as one for which «,, =0, n > m. In paper II
we will be concerned, amongst other things, with carry-
ing out perturbation expansions in 7. When working to
order 7™, terms of order 2™ *? and higher which appear
in (11) are ignored; this is equivalent to assuming that the
process is an mth-order one. For this reason, such pro-
cesses arise naturally when perturbing about the Markov
limit. It is useful to view them in another way by embed-
ding them into higher-dimensional processes which are
Markov.

To illustrate this for the exponentially correlated
(m=1) case, consider the Ornstein-Uhlenbeck process

E=—(k, ) V2% +(k,72) V2, (13)

where 7 is a Gaussian white noise with zero mean and
strength D. The process is defined on the interval
— o <t < w. Taking the Fourier transform of (13) yields
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(w)
()=—-TLL ____ 14
Slo [1—iw(k,7)17?] (14
with §(t = — 0 )=§(t =0 )=0. A process with a corre-

lation time 7 will have no “memory” of the value of &,
imposed at an initial time, after a period of the order of
several 7’s. Hence the imposition of an initial condition
in the infinitely distant past is irrelevant for the process
under consideration. Similarly for a final condition set in
the infinitely distant future.

Given that 7 is Gaussian with zero mean, we see from
(14) that & is a Gaussian noise with zero mean but with

_ 2D278(0+')

(éw)E(w')) 1+ 5,702

(15)

in agreement with (6) and (11), if the process is a first-
order one. Hence we have shown the correspondence be-
tween the one-dimensional process consisting of the
Langevin equation (2) with the noise specified by (15), and
the two-dimensional process consisting of the Langevin
equation (2) and the subsidiary Langevin equation (13)
where 77 is white noise. In other words, we have shown
explicitly how the one-dimensional non-Markov process
can be embodied into a two-dimensional Markov process.

To generalize this to the mth-order process x,=0,
n >m is straightforward. Consider the process defined
by

é= —(eyr) e+ ()G,
é:]: _(azT)_lgl"'(azT)ﬁ‘gz N

&=—(ayr) &+ (ayr) T, (16)

em—1=—(ap) a7 Iy,

where 7 is a Gaussian white noise with zero mean and
strength D. The a,, n =1,2,...,m, are complex num-
bers satisfying Re(a, ) > 0 and the process is again defined
on the interval — o <t < . Taking the Fourier trans-
form of (16) with §,§, (n =1,2,...,m —1) equal to zero
at t =t oo yields

_ gx(m)
g(w)— l—ialw‘r ’

( )_—é-(w—)— =2 —1 (17
[ ) l—ia,,wr’ n=2,...,m )

¢, _l(a,)__zz(_ai_ )

1—ia, ot

The initial and final conditions are equivalent to demand-
ing that £ and its first m —1 derivatives vanish at both
end points. Once again this choice will be irrelevant for
the physics in any finite time interval. Using the proper-
ties of n we see from (17) that £ is a Gaussian noise with
zero mean and with correlator
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(E(w)E(w'))
- 2D27d(w+w')
(1+ad?*P?) 1+ ade??) - - - (1+ak, 0’?) '

(18)

Comparison with (6) shows that the process is an mth-
order one, and from (11) we see that we require

m m
S k0= [ (1+aie’r?), k=1 (19)
n=0 n=1

to make contact with the previous formulation. If the x,
J

are given, then the a, are the m solutions of
a2m_K1a2(m—l)+K2a2(m~2)_ e +(_1)me =0 (20)

with Re(a, )>0. The one-dimensional non-Markov pro-
cess defined by (2), (3), and (11), with x, =0, n > m, has
been embedded into the (m +1)-dimensional Markov
process in the variables (x,£,§,62, - - -, —1)-

Let us now return to the probability density functional
(10) and substitute in the expression for [C(7w)]™!. One
finds

P[g]=Nexp _‘4'_15 _:dwz—t_ré'(—w)[1+K17'2w2+K27'4w4+ < ) )
1 o .
=Nexp —Zl_)—f—wdt EDED) — kP E@) +rym E()— -+ ] ]
=Nexp

We have used the fact that £ and its first (m —1) deriva-
tives vanish at t =1 o for the process under considera-
tion, if it is mth order. In general, the sum in (11) will
not terminate, the process will be an infinite order one,
and we will specify that £ and all its derivatives vanish at
the end points t ==+ o0.

Finally we can generalize (21) in the case where § is not
Gaussian by including higher powers of £ and its deriva-
tives:

PIE1=Nexp | == [~ dilgn+rE%

+K2'r4_€2(t)+ s
+wo&e)+ -

+u i+ 1. 2

This expression allows us to investigate the effects of
noise, of a very general character, on a simple physical
system such as (1).

III. PATH-INTEGRAL REPRESENTATION
OF PROBABILITY DENSITY FUNCTIONS

In Sec. I we introduced the Langevin equation describ-
ing the time development of the system acted upon by

J

(Flx=[ [II dE(t) ]P[é‘]F[xg]

=J [Hd§<t)]fx<,o)=x() I dx (o)

t>1,

Det[8£/6x]

1 ®© . ..
‘2—5f_wdt[§2(t)+K172§2(t)+K21'4§2(t)+ cee] ] . 1)

f

external Gaussian noise as
x=—V'(x)+§. (23)

This equation, together with an initial condition
x(ty)=xy, can be viewed as defining a mapping &—x
from the noise to the coordinate. Averaging over the
noise can be carried out by using the identity

1= [ II [dx()8(x ()=x(1))]

l>10
= I1 dx () |Det(88/6x)
x(t0)=x0 (>t
x [T 8 +V'(x)—£) . 24)
l>lo

Here x(t) is the solution of (23) for some particular reali-
zation £(¢) of the process. Note that since x (¢,) has been
specified, there is a unique solution for a given &, and
hence no problems arise because of multiple solutions, as
sometimes happens in the theory of disordered sys-
tems. 34

Averaging over the background noise can now be
achieved by multiplying (24) by the quantity to be aver-
aged and using (22). This leads to

II 3G +V'(x)—§) |P[E)F([x], (25)

t>1,

where we have dropped the subscript £ on x, since the §-function constrains x to be a solution of (23) for ¢t >¢,. The £
integration from times in the infinitely distant past to ¢ =t, can be carried out independently of x, since the latter quan-
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tity has only been defined for # > ¢,. This gives

(FIxD=[_ _ ‘ I dx o | | TT 40

>
>ty = 1)

where P[£] is the probability density functional for &(t),
t 2ty, which, in general, will include boundary terms
coming from the integrations carried out for t <t,.
These will be discussed in more detail in Sec. IV. The
remaining £(¢) can be integrated out using the § function,
and we find

(FixDd=[_, _ | Il ax() |PIxIFx], @7
where
P[x]=Det[8&/6x1P[£]| (28)

E=x+Vix) "

The evaluation of the Jacobian factor has been extensive-
ly discussed in the literature.*®%¢ It is given by

Det[8£/6x]=C exp , (29)

1 ® ”n
2 [ dvi

where C is a constant. For colored noise the factor in the
exponential is definitely 1, but for white noise it can be
any number between 0 and 1. This ambiguity is due to
the singular nature of white noise; the choice we have
made in (29) corresponds to the Stratonovich prescrip-
tion. It arises naturally when white noise is viewed as the
7—0 limit of colored noise. Hence we adopt it in this pa-
per.

The probability density functional P[x] takes on a par-
ticularly simple form if ¢;— — o, which, as we shall dis-
cuss shortly, is also a physically interesting limit. We can

_

Po(X,tps - X )V=P (X505 . x50 1X0,20)

Det[8&/6x] [ 8(x +V'(x)—&)P[EJF[x],

(26)

t>1,

f

now drop the tilde since P|&] contains no boundary
terms and is the probability density functional over the
infinite range — o0 <t < . Assuming that the noise is
Gaussian, and using (21), (28), and (29), we have

P[x]=MNexp(—S[x]/D), (30)
where V' is a normalization constant and
SIx1=1[" dr{[x + V') P+ 5 3V (x)P
+r P XXV (X)X V(0P
——gf_idt V'(x) (31)

is the generalized Onsager-Machlup functional for the
system. In subsequent work we will frequently refer to
the first term in (31) as the “action” and incorporate the
second term coming from the Jacobian into the prefactor.

Probability density functions can now be expressed as
path integrals by using (27). For example

Pl(xl,tl)EP(xl,tl’xO,to)

=<5(X(ll)—xl)>!x(10)=xo

=(8x (1) =x1) -+ 8(x (£,) =X, )) x(1))=x,

x(tg)=x,

= IT ax (o)
l>f0

= B IT ax () P[x18(x(t)—x,),
x(1g)=x, >t
(32)
and more generally
P[x18(x(t;)—,x;) - 8(x(t,)—x,) . (33)

(In our notation, a numerical subscript on a probability distribution function indicates that the dependence on the
preparation of the system has been suppressed.) Conditional probability densities are defined using Bayes theorem, in

the usual way;

fx(,o)zxo I dx (o)

l>to

Pz(x2,t2;xl,t1)

ﬁ[x]S(x(tl )-—xl )8(x(12)'—x2)

P1|1(xZat2|xl’t1): Pl(xptl) N

fx<,0>=xo I1 dx(2)

P[x]8(x (t;)—x,)

1>t
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For a Markov process Pi(xy,t,0x,,1))
=P(x,,t,]x,,2,;X0,2o) is independent of the initial con-
dition on the Langevin equation. However, this is not
true in general; for non-Markov processes, the
specification of the initial condition is a physical choice not
a mathematical one. As we will see in paper II, for our
purposes this choice is unimportant and we will frequent-
ly assume that the initial condition on x is set in the
infinitely distant past. Then, for example,

P(xl,t1)=fICd[x]P[x]S(x(tl)—xl) (35)
and
Plx,,t51x,,t;)
B flcd[x]P[x]S(x(tl)—x1)8(x(t2)—x2)
- J AxIPx180x (1) =x))

b

(36)
where we have introduced the notation
d[x]= ] dx (1) (37)
t
and where IC stands for the initial condition

x(—)=x,. This choice corresponds to ensuring that
the system has equilibrized before anything is calculated.
With this choice probability density functions only de-
pend on time differences and in particular Eq. (35) defines
the stationary probability density P(x ).

Equations (35) and (36) are the starting point for the
calculations to be described in paper II.

IV. PATH INTEGRALS OVER A FINITE
TIME INTERVAL

The path-integral representation for the conditional
probability (36) was obtained from the Langevin equation
and is defined over the infinite time interval (— oo, ).
But, as is well known, another form is possible if the pro-
cess is Markov. One can start from the Fokker-Planck
equation and express Py);(x,,?,|x,,7,) as a path integral
in exactly the same way as in quantum mechanics, where
one starts from the Schrodinger equation and expresses
the transition amplitude {x,,f,|x,¢,) as a path integral.
Equivalently, one can transform the Fokker-Planck equa-
tion into a Schrodinger-like equation (in imaginary time)

]

M dx

<
l‘l <l_tz

fx(t‘ )=x, [

Pyy(xg,15]x,, )=

Pu[x]S(x(tz)——xz)fx(tz):xz l IT dx (0

and use the quantum-mechanical formalism directly. Ei-
ther 5;vay, one finds, using the Stratonovich prescrip-
tion,

Pm(xz,t2|x1,t|)=f xli)x P[x]s(x(tz)_xZ) ’

x(tl)z
(38)
where
_ Lot 2
Plx]=exp |~ 5 f,I dt[x+V'(x)]
xexp |+ [ de viix) (39)
Pzl -

This result is formally derived by subdividing the interval
(t,,t,) into N time segments of equal duration €. Then

172
N
) 1
= lim [] dx (t'"), Ne fixed (40
Dx NI“I’I:‘;"1=1 A7De x (t') € fixe (40)
€—

where x (¢/”)=x, and x (t'V)=x,. The representation
(38) gives Py)(x,,t,]x,t,) as an integral over all paths
starting at x, at time ¢, and ending at x, at time ¢,. We
will now derive (38) from (36) and show how, in some
cases, a non-Markov version of (38) can be obtained by
following the same steps.

Let us begin with the more general expression (34),
where we have not taken t;— — «. If the noise is white,
then specifying x (¢,)=x, means that P[x] factorizes into
a part for t <t, (which we denote by P_ or P;) and a
part for ¢t >t (denoted by P, ). This is due to the fact
that P[x] contains no time derivatives of x higher than
the first. Writing P[x]=P _[x]P. [x], Eq. (34) becomes

Plil(xZ,t2|xl,t1)

Loere | TLax 0 |Po 3180k (1))

>t

fx(,],le IT dx(0) |P, [x]

1>t

(41)

The integrals over paths for ¢ <¢, have cancelled top and
bottom, as expected for a Markov process. A further fac-
torization in the numerator of (41) yields

Pylx]

I>12

fx(rl)=x|

IT dx ()

t>t

(42)
P [x]

In the above, region Il is t; <t =t, and region III is ¢ >¢,. Integrating an analogous expression to (24), with x, and
to replaced by x, and ¢,, respectively, and with weighting P;;[£], gives
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J | II d&) |Pylgl= x“ s, ‘ I1 d&o) | | TT dx (1) |Det(8&/8x) [T 8(x + V'(x)—E)Py[£]
12t 1>t 1>,
=J = 11 dx(2) |Pyylx] . (43)
x tz)—x2 (>0

This shows that the right-hand side of (43) is independent of the value of x,, as is the denominator of (42). Moreover,
P[&] factorizes for white noise and so

Pylxl=I1 [° _dE(nP(E() (44)
I

121

[ | Idx
)c(tz)—x2 >0,

Hence we may write (42) as

Pn[xls(x(tz)_xz)

<
Il<l_t2

fx(ll)=xl ‘ II dx(t)

Pyi(xg,tylx,t)=

I [ dswpem

t <t=t,
=fx“l)=x]i)x P[x]8(x (t,)—x,) , (45)

in the notation of (39) and (40). We have therefore arrived at the form (38), but starting from the Langevin equation in-
stead of the Fokker-Planck equation.

Let us now attempt the above derivation when the noise is not white, but exponentially correlated. We again begin
with (34), but now P[x] does not factorize as P _[x]P, [x] since it contains second derivatives. However, if both x (,)
and x(¢,), and not just x (¢, ), were specified then it would factorize. We can arrange for this to happen by introducing
the identity

1= [ di,8(x(t,)—x,) (46)

into the integrand of the numerator of (34). This latter quantity now has the form

Jaxi [, IT dx(0) |P[xI8Ck(e)—x)8Cx () —x) [ IT dx () [P [x18(x (1;)—x,)
x(15)=x, - Xt )=xy
I <t:= tl “l) x'l t>tl
= [dx, cioren | T dx (o) |[P[x180k(2,) =% )8(x (£,)—x,)
00 70 <<y,

P [x]8(x(ty)—x,)

xfx l[[dx

x(l )= xl

L. =x, | L dx(0) P [x]

t> L

fx(t )= IT dax () |P, [x]8(x(t;)—x,)
/=%

!>l1

i(e)=%,

fx(tl) Xy [ H dx t)

t>tl

= [di,P(xy,x,,1,1x0,10) 47)

P [x]
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We will now show that the quantity in curly brackets
has the simple form

f ey DX PIx]B(x (1) —x,) (48)
xUp)=x
ie)=x,
where the appropriate measure is now
N 2 172
Dx = lim ;| dx(t"), Ne fixed (49)
N"SQ 1=1 47De
€—

and ?[x] will be defined below. The denominator of (47)
is

fm r—o | IT dx(2)d&(2) | Det[5/8x]
xu:>=x: r>1
X I 8x+V'—£P, [£]
l>ll
“J« IT dé@) |P, [€] (50)
§' t>!]

using (24)—(28). In the numerator we can follow similar
steps, to find that the integrals for ¢ > ¢, reduce to

f§(t2)ﬁxed :gzdg(t) Pil€] . (51)

In this case £(¢,) is fixed since we have chosen to carry
out the £(¢) (¢t >¢,) integrals first, and all the variables
defined for ¢, <t <t, are kept constant. Only &(¢,) is

time cutoff ¢', which we will subsequently take to infinity.
The normalization constant in P [x] multiplying the ex-
ponential cancels between the numerator and denomina-
tor. In the same way, we can replace [] dx (t) by Dx,
defined by (49), over the appropriate time interval. The
integrals (50) and (51) become

lim DE exp

t'— o0 ¥ §(1,) fixed

op J drg+ e

i=12. (52)

This is a Gaussian integral which can be evaluated by
standard techniques. The result consists of a term which
is exponentially small in D multiplied by the prefactor

{4mD7sinh[(¢+'—1t;)/7]} "2 . (53)

As t'— oo the ratio of the prefactors between (50) and
(51) tends to exp[(z,—t,)/27]. The exponential factor
multiplying (53) is simply exp[ —(7/4D)&(¢;)?], and so
the curly bracket in (47) equals (48) with

Plx]=exp ———f dr (£2+ %2 )]
X exp ——[§(t2)]2 exp 4;[§(t1)]2]
xexp |1 [, zdt[V"(xH-‘r_l]] , (54)
1

relevant for the evaluation of (51), however. where £=x +V’'(x) and X(¢t,)=x%,, x(¢,)=%,. A neater
It is convenient in what follows to imagine an upper  expression for P[x] is
J
2 " -1
P[x]=exp ———f dt(E+7E)? |exp ;ft‘ dt[V"(x)+r ]] ;§=X+V’(x)
= LR+ v+ els +iv0])? L ar v oo+ (55)
=exp thl t{x x)+7[X+xV"(x)]}* |exp 7ftl t[ x)+77']1.
Dividing (47) by P(x,t,|x,,?,) and using (48) we finally find that
P(x,,xy,t|x0,20)
Plll(xZ,tzixl, fdx, xl’t1|xo,t0) fx('l)=x1$x P[X]B(x(tz)_xZ) > (56)

i))=x%,
with P[x] given by (55). This is a considerably more complicated equation than the corresponding white-noise result
(45). We stress again that the conditional probability will, in general, depend on the initial condition x (¢5)=x,. It
should also be noted that the derivation of (56) assumed that the noise was switched on in the infinitely distant past;
however it will be shown in Sec. V that the same expression is valid independently of the preparation of the system.
The expression for P;|; simplifies in two cases:
(1) t— — . The initial condition is now irrelevant and (56) becomes

P(x,,x,,t,)
)=J a5

Pl I(XZ tzlxl
| ’ ot xl,tl)

fx(, )=x Dx P[X]S(x(tz)—xz) . (57)
1 1
x(1)=x,
(ii) £, =t,. Equation (56) applies if the initial condition is set at a time 7, <t¢,.
fx(t‘)=xl‘@x p[x]S(x(tz)—'xz)

fx(tl )=xl$x ?’[X]

If it is set at time ¢, then

Py (x5,851xy,1,)= , (58)
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where 7'[x] is given by

1 f . T
Plx]=exp | = dt(§2+1'2§2)] exp —“i[§(t1)]2+[§(tz)]2}J
4D f'l E=x+V'(x) 4D E=x+V'(x)
)
X exp ]%f, dt[V"(xH—T_l]] . (59)
1
The simplest way to see this is to start with the basic definition
Pm(xz,t2|x1,t])=P(x2,t2fx1,t1)
:(S(x(tz)—-xz)ﬂx(,l):x]=f . IT ax(6) |P[x]8(x (t;)—x,) . (60)
TN 1>,
Here P contains the result of integrating £(¢) from minus infinity to ¢,, which is
fé(q)ﬁxed H dgit) P_[£]. (61)

1<ty

The expression (61) has the same form as (51) and can be evaluated in the same way. To avoid problems with normali-
zation we divide by

II dx () |P[x] . (62)

x(t,)=x
! Vo>

The prefactor, given by (53) with (¢'—t;) replaced by (¢; —t’), cancels between numerator and denominator as
t'— — . Hence (61) may be replaced by exp[ —(7/4D)&(t,)?] and we have

- 2 .
fml)=x, tgldx(” P [xlexp | = 560107 [80x (1) =x,)
Py (x,y,t,x,t)= ’ .
__T 2
fx(ll)=xl {II>III dx(t) P>[x]eXP 4D§(t1) ]

where £(t,)=x(t;)+ V'(x,). This expression is very similar to the one appearing in curly brackets in (47). Proceeding
as we did in that case, we obtain (58). Up to normalization, this result coincides with the expression given in Ref. 42.

It is clear that all of the above formalism carries over to a correlator for which C ! terminates at order 7°™. If the
initial condition is set at ¢, <t, then we need to introduce a generalization of (46); namely

1= [dx dit, - - dx{™8(x (1))—%,)8(%(1,)—%,) -+ 8(x ™1 —x{™) . (64)
Following the same steps as for m=1 we arrive at
P(x\™, . .., x,x,t]x0,t0)
P Jlxg,t)= | dx, - dx (™ Dx P[x18(x (t,)—x,) , 6
(xa, byl 1) = [ dx, x TP fm x P[x]8(x (1,)—x,) (65)
where {x} stands for {x (t;)=x, X(t;)=x,...,x'™(t;)=x{""]. In this case, the measure is defined as
, 172
Dx = lim ﬁ ImI %7 L dx (t'")], Ne fixed
_N_>So,=1 N € 4mDe » e ixe L
€—
while
1 H m . m .. 2 1 5 m
Plxl=exp =0 [t |6+ | 3 a, [é+ | 3 apay [E+ | lexp |5 [ Cdr V04 3 (@, (©7)
n=1 n<n' ! n=1

The boundary terms have been incorporated into the cross terms in the first part of the exponent in (67). We have also
used the fact that

. 1 e G O " ?
tllmf{gli)gexp—“—Dfl[dt E+ | 3 a, §+l > a,a, &+ ] (68)
! n=1 n<n'
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depends on t;, but not on the boundary values {£] ={£&(t,)=§&,,...,E™(t)=£™).
If the initial condition is set at ¢ =t¢,, then the result (58) still holds, but with 7'[x] now given by
t .
Plx]=exp | =+ lzdt[§2+K11'2§2+ ek, PM(E))
1
Xex —L(B +B,) |ex lftzdt V'(x)+ 3 ( )~ !
P|=%p ' BiTE: P17, ngl a,r
1 ’2d m . m .. 2
= —_—— t + , e
exp{—op [, dt|& 3 a, £+ | 3 anay i+
1 ’2 m
X exp(—B, /2D)exp 5[{ dt |V'(x)+ S (a,n '], (69)
! n=1
[
where B, and B, are the boundary terms obtained by in- _
tegrating out the noise from minus infinity to ¢, and from (F[x])= fx“ v=r | IT @x () |P[x]F[x],  (72)
t, to infinity, respectively. We shall not give explicit ex- "y '2‘=5‘Z 1>1
pressions for the B, as they are not particularly simple.
As m increases the factors depending on  Where

PR (m) 3 = ~
X,%,...,x]™ in (65) and (69) become unwieldy, and Plx]:Det[S"/ax]P[n]|n=[x+V']+1—[5e+;eV"] . (73)

the usefulness of defining path integrals on a finite time
interval becomes questionable.

V. PATH-INTEGRAL REPRESENTATION
FROM THE EQUIVALENT MARKOV PROCESS

In Sec. II we explained how the non-Markov colored
noise process of interest to us in this paper could be em-
bedded in a higher-dimensional Markov process. This
correspondence suggests an alternative method of deriv-
ing the results of Sec. IV. We proceed by setting up the
equivalent Markov process as a path integral, and then
projecting the resulting expression onto the one-
dimensional subspace of interest.

Again, this is most simply illustrated in the case of ex-
ponentially correlated noise. Here the Markov process is
two dimensional, the auxiliary equation being given by
(13) (we take k;=1). Differentiating the Langevin equa-
tion (23) with respect to time and using (13) gives

A% +xV" ()] [x+V'(x)]=7, (70)

where 7 is white noise. To set up the path-integral repre-
sentation for this process starting from the Langevin
equation (70), we proceed as we did for (23) et seq. The
main difference is that in order for the mapping p—x to
be well defined we must specify x(zy) as well as x (7).
Thus the analogous expression to (24) reads

IT dx(2)

1>t

= Det[87/8x]

x(tg)=x,

2(tg)=3xg

X I 8((x+V)+r(%+xV")—n) .

I>Io

(71)

Ensemble averages are calculated from

The tilde on P again symbolizes that the noise has been
integrated out for ¢ <t and incorporated into this factor.
This is trivial in the case of white noise: the integration
just gives a constant since there are no boundary terms
for white noise. The Jacobian factor again has the form
(29), up to a constant, since

Det[6n/8x]=Det[67/8&]1Det[8& /6x]

_ 1 re ’ -1
=Cexp 2flodt[V(x)-i-'r 11 - (74)

An expression for the constant C can be obtained by tak-
ing the continuous limit of discrete representations of the
functions 7(z) and x (¢). This expression can then be used
to derive the measure (49).

For the two-dimensional process under consideration
here, it is natural to define the probability density func-
tions

P](Xl,x],tl)EP(J&],XI,Il'XO,xO,to)

=(5(X(t1)'—J'Cl)S(X(tl)—xl)”xuo):xo

x(tg)=x,
(75)
and more generally
P, (X,,X,,t,5. . 3% 1,X58,)
=P (X, Xpslpse - 3% 15X 581 %0sX0s20)
=(80x(t,)=%,) - 8x (1)) =% Dy(y)=x, - (76)
x(1g)=5%g
The conditional probability density

Py (X5,%5,15]%,x,1,) is therefore given by
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f“ o | T dx (o) |PLx180k (1) —%,)8(x (1))
xtp)=Xg

t>1,

—x)8(x(2,)—%,)8(x (t,)—x,)

#1g) =%, 7
- [,[I. dx (1) | P[x]80k (1) —%,)8(x (1,)—x,)
x(tg)=%, 0
Since both x (¢,) and X (¢, ) are specified, P[x] factorizes, and following the discussion of Sec. IV we see that
Lo oo | T dx (o) Py [x]180k(2,)—%,)8(x (£,)—x;)
) ‘_).“ )
Py (R, %0, 5%, x0,2)= e (78)

The cancellation of all contributions for ¢ <¢, confirms
that the process is Markov. Proceeding as in (42) et seq.
we arrive at the result

P”l(xz,xZ,tzlxl,xl,tl)

= Dx P[x]6(x(t,)

X(l])=xl _x.Z)S(x(tz)_xz) s

£(1)=%,
(79)
where Dx is defined by (49) and

P[x]=exp

f . , 12
—Dj't1 di[(x + V) +rx+xV")]

X exp (80)

1 ph v —1
3flldt(V +7r7

Given the Markov nature of the process these formulas
could have also been obtained from the relevant Fokker-
Planck equation, which we give below.

The condition probability P,}, is now easily found us-
ing (79). The condition on X, can be integrated out
directly, while that on %, can be integrated out using

P(xz,tzlxl,tl;xo,xo,t0)=fd)'clP(xz,t2|fc,,xl,t1)

P(il,xl,tl|x0,x0,lo)

P(xy,t,|%0,%0,t0)
(81)

Notice how the dependence on events that occur at
times ¢ <t;, characteristic of non-Markov processes,
enters through (81). From (79) and (81) we find that

P(xy,t;]x),115%0,X0,20)

P(x,t1X0,%0,20)

X[ DxP[x]8(x(1y)—x,) . (82)
x(tlj—)c1

x(t)=%,

P(X,x,,t11%0,X0,20)

Provided that the preparation of the system has been
specified [in other words, the initial distribution
P (xg,xq,ty) is known] then the conditional probabilities

fx(l )=x, l H dx(t

)P [x]

which appear in (82) can be expressed as ratios of joint
probabilities. If the resulting equation is then multiplied
by the factor

Py(x,t1;%0,%0,t0)

Py(x,,t;X0,tp)
one obtains

P3(x2,12;x,,t1;x0,x0,to)

Py(x,t5x0,t)

-—fdx1

X Dx P[x]5(x (t,)—x,) . (83)
1

x(t)=x

Py(Xy,x,t3%0,X0520)

Py(x,,t5%0,0)

x(e))=x,
Integrating over x, then gives

Pi(x,,t5;x,t5X0,t0)

Pz(xl,tl;xO,to)

f Py(X,x,t;x0,t0)
X |
Py(xy,t5x0,t0)

X J iy DX PLBCx (1) =x3) (84)

X(1)=%,

which has the same form as (56) when written in terms of
conditional probabilities. Note that this derivation holds
independently of the preparation of the system, whereas
the derivation of (56) was valid only for systems in which
the noise had been switched on in the infinitely distant
past. In this sense, Eq. (84) is a generalization of Eq. (56).

It is worth contrasting the approach used here with
that of Sec. IV, in relation to the setting of boundary con-
ditions. In Sec. IV, the noise £(¢) was treated on a
different footing to the coordinate x (¢). Conditions on
£(t) at t =+ were imposed in order to obtain the
Fourier transform of the noise. At times of the order of
several 7 from these endpoints, the system has ‘“forgot-
ten” these conditions. This contrasts with the initial con-
dition which has to be set on x at some time ¢, in order
for the problem to be well defined. In this section both
x (t) and &(t) satisfy Langevin equations and are treated
on the same footing. Consequently, initial conditions on
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x (t) and &(¢) [or equivalently, x (¢) and %(¢)] need to be
set.

To obtain the generalizations of (79) and (80) for the
mth-order process is straightforward. We need only note
that, from (16),

n(t)= (alT)_

+1
dt

d
(azT) dt +1

&), (85)

d
(a,,T) a +1

where £=x + V'(x), and also that
Det[6n/8x]=Det[6%/8§,, —,1Det[8E,, —1/8Em —2]1 " -
X Det[6& /6x]

fdt

=Cexp V'(x)+ 2 (a,)”

n=1

(86)

P]“(X(ZM), e

= f] ’ﬂx ?)[x]‘s(x(m)(tz)_x(zm)) e

>x21t2|x(1m), PN ,xl,tl)

S(X(tz)—xZ)
(87)

with Dx and P[x] given by (66) and (67), respectively.

We have remarked already that path integrals such as
(79) and (87) could have been obtained directly from the
appropriate Fokker-Planck equation. We conclude by
writing down these differential equations. Their deriva-
tions are standard®** and will not be given here. For the
two-dimensional system consisting of (13) and (23) with
K, =1,

L - i-vimreg)+i L o+ 222

9§ o€

b

(88)

where Q is a function of x, &, and ¢t. Transforming to new
variables x, x, and ¢, (88) becomes

_agz_i(xp) 9 [V"(x)+1-_'](XP)+T_1V’(x)P
ot ox ax

D 3P

+=— (89)

™ 3x ]
For the mth-order process,
%?—=—ii[~w +£10) ~ gllamn T —£+600)

- ngl aé',, (@, )7 (=§, 46, 41)Q]
D _3Q

——(a,, )" (=&, —)Q]+

agm—l 27’2 agm—l .

(90)

The corresponding equation in the variables {x} and ¢
can be derived from (90), although it does not have an
especially simple form.

VI. CONCLUSION

In developing the formalism described in this paper, we
had in mind applications to the study of systems under
the influence of external colored noise. However, the
path-integral representation of non-Markov processes has
not received much attention in the past and we hope that
our work will stimulate some interest in this topic. For
example, action functionals containing higher time
derivatives are worthy of studying in their own right.

In the following papers in this series, these results will
be combined with standard path-integral techniques to
derive various quantities of physical interest in the weak
noise limit.
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