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Effect of barrier layers in burnthrough experiments with 351-nm laser illumination
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The time-resolved x-ray emission is measured from spherical targets consisting of glass shells

overcoated with plastic in which thin signature layers are embedded. These targets are illuminated

at 351 nm by the 24-beam OMEGA laser system at the Laboratory for Laser Energetics of the Uni-

versity of Rochester. We measure a large burnthrough rate for bare plastic targets that can only be

replicated in one-dimensional hydrodynamic simulations with laser intensities in excess of ten times
the nominal intensity. We observe that the burnthrough times are affected by the presence of a thin

outer coating (barrier layer). The burnthrough times depend strongly on the barrier-layer material
and thickness, whereas one-dimensional simulation results predict only a small effect ~ Several pro-
cesses are considered to explain these results: illumination nonuniformity, early shinethrough of the
laser light through the plastic, prepulses, filamentation, self-focusing of hot spots, and the

Rayleigh-Taylor instability. We conclude that mixing due to the Rayleigh-Taylor instability,
enhanced by early shinethrough, is the most probable cause of the observed large burnthrough
rates.

I. INTRODUCTION

In direct-drive inertial-confinement fusion (ICF), ad-
vanced target designs' require low-Z ablators (Z &6),
such as plastic, in order to minimize the radiative preheat
of the fuel. It is therefore of importance to study the in-
teraction of laser light with low-Z materials. One major
area of study has been the measurement of the time-
resolved mass-ablation rate in parylene [or polyparaxy-
lylene (CH)„] by means of burnthrough experiments (see
Ref. 2 and references therein). In these experiments, the
laser irradiates a spherical target that consists of a glass
shell or a solid glass sphere overcoated with a parylene
layer, in which one or more thin signature layers of
moderate- to high-Z material have been embedded for di-
agnostic purposes to signal the penetration of the heat
front. The onset time of the characteristic x-ray emission
lines from a signature layer, which determines the mass-
ablation rate, is compared to the onset time obtained
from hydrodynamic code simulations. In transport ex-
periments previously carried out on the OMEGA laser
system at the Laboratory for Laser Energetics (LLE), the
burnthrough time through a layer of (CH)„overcoating a
solid glass sphere occurred earlier than predicted by one-
dimensional (1D) code simulations. These burnthrough
times were successfully modeled by assuming that a small
fraction of the laser energy (&10%) was present in the
laser-intensity distribution on target at two to three times
the nominal laser irradiance (Io), defined as the laser
power divided by the target surface area. It was conjec-
tured that small hot spots ( & 20 pm in diameter) were re-
sponsible for the large burnthrough rates. This con-
clusion was supported by subsequent measurement and
modeling of the laser far-field pattern which showed that
such hot spots could be produced by small phase errors
present in the beam before focusing.

While it was concluded in Ref. 2 that laser illumination

nonuniformity (mainly caused by hot spots) was the prob-
able cause of departure from predicted behavior, other
processes have been suggested to explain the results.
These processes can be divided into two types: laser in-
teraction processes and hydrodynamic instabilities.
Laser interaction processes include, in addition to laser
irradiation nonuniformity, shinethrough of the laser light
early in the pulse while the parylene is still transparent,
prepulses, filamentation, and self-focusing of the hot
spots. Shinethrough and prepulses lower the effective
areal density of the parylene while filamentation and
self-focusing produce regions of intensity higher than
nominal. The main hydrodynamic instability is the
Rayleigh-Tayolor instability, which can be "seeded" by
target imperfections and laser interaction processes.
There are two unstable regions, the ablation surface and
the (CH)„signature-layer interface. The evolution of the
Rayleigh-Taylor instability in either of these regions
could result in mixing, which would bring signature-layer
material closer to the heat front and produce an early
burnthrough signal.

In this paper, we report on two series of burnthrough
experiments on imploding spherical shell targets under-
taken to study to what extent the various processes dis-
cussed above contribute to the measured enhance
burnthrough rate. In particular, we had observed in im-
plosion experiments that slower burnthrough rates result-
ed from the addition of a thin barrier layer of Al (&0.1

p, m) on the outside of the target. In the first series of ex-
periments, we studied the effect of adding an Al barrier
layer; in second series, we studied the effect the varying
the material and the thickness of the barrier layer. We
show that the laser interaction processes cannot produce
the observed burnthrough times. We conclude that mix-
ing due to the Rayleigh-Taylor instability is a possible ex-
planation of the enhanced burnthrough rate observed in
these two series of experiments.
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II. DETAILS OF THE EXPERIMENT
AND SIMULATIONS

The first series of experiments was carried out to study
the efFect of adding an Al barrier layer and of varying the
thickness of the parylene layer of the burnthrough rate.
The targets consisted of 3-pm-thick glass shells, with di-
ameters ranging from 300 to 400 pm, coated with a layer
of (CH)„with thickness varying from 0 to 9 iMm (some of
the targets contained more than one layer of parylene
separated by O. l-pm layers of either Mg or Al). Several
targets were overcoated with a 0.1-pm-thick barrier layer
of Al. The targets were irradiated by the OMEGA laser
system at 351 nm with 600-ps full width at half-
maximum (FWHM} Gaussian pulses at intensities rang-
ing from 6X10' to 1X10' W/cm . The beams were fo-
cused tangentially to the targets to optimize overall uni-
formity and absorption. The burnthrough time was
defined as the onset of the signature layer emission (H-
and He-like resonant lines) as measured with SPEAXS.
SPEAXS is a time-resolving spectrometer in which an el-
liptically curved PET (pentaerythritol) crystal analyzer
disperses the x-ray spectrum (1.5 —2.5-keV range) onto
the slit of an x-ray streak camera. An absolute timing
reference to the incident laser pulse was provided by a
separate 264-nm fiducial signal generated by quadrupling
a small fraction of the OMEGA 1.054-pm pulse. The
simulations were carried out with the (1D) hydrodynamic
code LILAC, in which the ionization levels and the radia-
tion opacities and emissivities for the signature and bar-
rier layer materials were calculated from a non-loca1-
thermodynamic-equilibriuin, (LTE} average-ion formula-
tion. The value of the flux limiter was taken as f =0.06
(sharp cutofF method). This value for the flux limiter is
routinely used in a11 target simulations at LLE as it gives
the best agreement with measured laser absorption frac-
tions and implosion velocities over a large range of exper-
imental conditions, including the present ones (see, for
example, the results of simulations of high-density experi-
ments in Ref. 7).

The results of these experiments are displayed in Fig.
1, in which the burnthrough time is plotted against the
ablated areal density of the parylene obtained from tar-
gets with increasing thicknesses of parylene. (The value
of the ablated areal density is almost equal to that of the
thickness of the parylene layer in centimeters since the
density of parylene is 1.1 g/cm .) For a given parylene
thickness (or ablated real density) the burnthrough time
is earlier for the bare parylene targets (triangles) than for
the Al-coated targets (squares). The rate of ablation of
the parylene (the inverse of the slope of a curve drawn
through the points) is larger for the targets without an Al
barrier layer. The dashed lines, which are the results of
simulations at laser intensities bracketing the range of ex-
perimental intensities, have a slightly slower ablation rate
than for the targets with the Al barrier layers. Actual
case-by-case simulations required laser intensities of
about ten times the nominal intensity to match the
burnthrough times of the bare parylene targets and about
three times the nominal intensity for the Al-coated ones.
It should be noted that the burnthrough rates measured
for the bare parylene targets are larger than those mea-
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FIG. 1. Effect of a 0.1-pm Al barrier layer on the
burnthrough time for various thicknesses of parylene. The
burnthrough time is plotted as a function of the parylene areal
density, which is equivalent to the parylene layer thickness in
centimeters (the density of parylene is 1.1 g/cm ). Each experi-
mental point represents an individual target with a given
parylene thickness. The simulation results bracket the nominal
laser intensity range in the experiment.

sured in Ref. 2, in which the targets were also bare. This
difference may be attributed to changes in the OMEGA
system driver between the two experiments.

It is di%cult to attribute the large burnthrough rates
for the bare parylene targets solely to hot spots with in-
tensity larger than ten times the nominal intensity. This
would require the presence of hot spots with intensities
larger than twenty times nominal in individual laser
beams because the intensity of single-beam hot spots rela-
tive to nominal intensity is reduced by about a factor of 2
from the overlap of the 24 beams of OMEGA. In Ref.
2, the value of the intensity required to simulate the mea-
sured burnthrough time was interpreted as a measure of
the intensity of the hot spots in the laser illumination. In
light of the present results, this intensity should now be
interpreted as an indication of the strength of the pro-
cesses that cause the early onset of x-ray emission from
the signature layer.

The second series of experiments was conducted in or-
der to investigate two main issues: whether a non-opaque
barrier layer would also reduce the burnthrough rate and
whether materials with a higher Z than Al would be
more efFective as barrier layers. To that end, targets with
parylene layers of the same thickness were overcoated
with barrier layers of varying materials and thicknesses.
Of particular interest were transparent materials with a
nuclear charge Z larger than that of (CH}„,such as KCI.
The targets consisted of 3-pm-thick glass shells covered
with a signature layer of 0.1-pm-thick Al (except for the
bare target and AL barrier layer target which had an Au
signature layer}, a 6-pm-thick layer of (CH)„, and a bar-
rier layer with the materials and thicknesses listed in
Table I. These targets were irradiated by the OMEGA
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TABLE I. Onset times of the x-ray emission from the signature layer for the various barrier-layer targets. The measured

burnthrough times through 6 pm of parylene and the simulation burnthrough times for increasing laser intensity are tabulated. All

times are with respect to the peak of the pulse. The last column indicates the normalized intensity required in simulations to match
the measured burnthrough times.

Barrier
Layer

Laser
intensity
(W/cm ) Measured 1.5 Io

Burnthrough times (ps)
Simulation

3 Io 5 Io 10 Io

none
0.1-pm Al
0.1-pm KC1
0.1-pm CsI
0.015-pm Au
0.05-pm Au

13
18
54
79
79

8.1x10"
7.5 x1Q"
8.2x 10"
8.0x 10"
7.9x 10'
7.9x10"

—250+20
—25+20

—150+20
0+20

125+20
350+20

-400
nb'
290

-400
270
320

150
—350(120)

140
160
140
210

20
70
30
40
30

160

—100
—50
—80
—60
—60

—100

—220
—170
—180
—160
—130

12.3+ 1.3
4.1+0.4
7.4+0.6
4.1+0.2
2.1+0.2

1.5

'nb indicates no burnthrough observed.
Time in parentheses is for the Al case run with the KCl laser conditions.
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FIG. 2. Emission from the signature layer for various barrier
layer targets. The time is with respect to the peak of the laser
pulse and the layer thickness in microns. The parylene continu-
um emission has been subtracted.

laser system at 351 nm with 600-ps FWHM pulses at an
iritensity of 8+1X10' W/cm . The beams were focused
tangentially to the targets and the burnthrough time was
measured with SPEAXS as described previously.

The temporal profiles of the Al Ha line emission or of
the Au M-band emission near 2 keV [the continuum from
the (CH)„was subtracted] are shown superimposed in

Fig. 2. The burnthrough times with respect to the peak
of the laser pulse, defined as the time at which the signa-
ture emission reaches 10% of the maximum value, are
listed in Table I ~ The burnthrough times for the bare tar-
get and for the Al-coated target (parylene areal density of
about 6.7X 10 g/cm ) are about the same as those mea-
sured in the first series of experiments (Fig. 1). With the
exception of the KC1 barrier layer, the burnthrough time
increases as the average nuclear Z of the outer layer ma-
terial increases from none [bare (CH)„] to 79. The KCl
case is an exception because the burnthrough time is 125
ps earlier than that for Al, even though KC1 and Al have
roughly the same average Z (18 and 13) and mass density
(2.7 and 2.0 g/cm ). The fact that the laser intensity was
slightly lower for the Al barrier layer case is not suScient

to explain this difference (this point will be discussed with
the simulation results in the next paragraph). Finally, in-

creasing the thickness of the gold layer delays the onset
of the burnthrough signature, but by a larger amount
than would be expected from the substantial increase in
the barrier layer areal density. (This point will be dis-
cussed in more detail in Sec. III.) The burnthrough is

marginal for the 0.05-pm gold case, as can be seen from
the weak emission from the signature layer, i.e., the heat
front barely reached the signature layer.

Simulations were performed with the hydrodynamic
code LILAc to determine whether the change in
burnthrough time with Z is due to the added mass of the
barrier layer and to the energy lost to ionization and x-

ray radiation in the high-Z layer. Each of the cases was
first run at nominal intensity and then at progressively
higher intensities until the burnthrough time matched the
measured time. The results are shown in Table I, along
with the experimental conditions and results already dis-
cussed. There is no burnthrough at nominal intensity for
any of the cases and the burnthrough is marginal
(burnthrough times greater than 300 ps after the peak of
the pulse) at one and a half times nominal intensity for
most of the cases. The dependence of the burnthrough
time on the laser intensity normalized to the nominal in-

tensity is shown in Fig. 3 for the following cases: bare,
Al, and KC1. It nearly follows a curve of constant ener-

gy, i.e., the locus of times at which the integrals of Gauss-
ian laser pulses with increasing peak power yield the
same energy. The curves in Fig. 3 do not exactly follow
the curve of constant energy because the absorption is
larger at low intensity than at high intensity. Because the
burnthrough time is very sensitive to the laser intensity at
low intensities, for the marginal burnthrough cases a
sma11 change in the laser intensity can result in a large
change in the burnthrough time. For example, at twice
nominal intensity in Table I, when the Al case was calcu-
lated with the same laser intensity as the KC1 case, the
burnthrough time, shown in parentheses, was 20 ps less
than for the KC1 case rather than 210 ps longer.

The burnthrough time itself is not the best quantity for
analyzing the results because comparison can only be
made between cases with the same target conditions
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FIG. 3. Dependence of the burnthrough time on the normal-

ized laser intensity for targets without a barrier layer (bare) and

with an Al and KC1 barrier layer. The horizontal bands are the

experimental times from Fig. 2. The width of the bands is the

experimental uncertainty.

(especially the parlyene thickness) and the same laser pa-
rameters (laser intensity and pulse width). A preferable
quantity is the ratio I /Io, where I is the laser intensity
required in the simulations to match the measured
burnthrough times. This quantity is obtained from Fig. 3

by determining the intensity at which the measured
burnthrough time (the horizontal bands) matches the
time from the simulation. The matching intensities I
for all the cases are listed in Table I, where the uncertain-
ties in I are obtained from the experimental uncertainty
in the burnthrough time (the width of the horizontal
bands). The value of I decreases from its largest value,
over 12 times nominal for the bare parylene case, as the
nuclear Z of the barrier layer increases and is only 1.5
nominal for the thick gold case. Again, the KC1 barrier
layer case is an exception to the trend.

III. DISCUSSION

The results of LILAC simulations lead to three observa-
tions: (1) there is little difference in the effect of the Al,
KC1, CsI, and 0.015-pm Au barrier layers; (2) the addi-
tion of these barrier layers should change the
burnthrough time by at most 50 ps; and (3) the 0.05-pm
Au barrier layer has the most effect on the burnthrough
time, i.e., the simulation requires only 1.5 Io to obtain the
experimental value. (No burnthrough was observed at
1.25 Io). This is in contrast to the experimental results
where the burnthrough time increases with the nuclear Z
of the barrier material (expept for the KC1 case), where
there is a large difference in burnthrough time between
the bare case and the aluminum-coated case, and where
the burnthrough rate for the KC1 barrier layer case is
much larger than that of the Al case. One source of
agreement between the experimental and simulation re-
su1ts is the fact that the onset of the signature layer for
the thick-gold barrier layer is delayed from that of the
thin-gold barrier layer. Even there, the difference in the

onset time is smaller in the simulation than in the experi-
ment.

In order to attempt to explain the results, we investi-
gated with the code LILAC the possibility that the follow-
ing processes, discussed in the introduction, could lead to
enhanced burnthrough rates: hot spots of intensities
exceeding ten times nominal; shinethrough of the laser
light early in the pulse (or of a prepulse) while the
parylene layer is still transparent; a prepulse that would
ablate part of the bare parylene layer; self-focusing of the
hot spots and filamentation; mixing caused by the
Rayleigh-Taylor instability. To appreciate how the bar-
rier layers can affect these processes, the electron-density
profiles in the corona 300 ps before the peak of a nominal
intensity pulse are displayed in Fig. 4 for four barrier lay-
er cases: bare (CH)„, 0. 1 pm of AI, 0.015 pm of Au, and
0.05 pm of Au. This particular time was chosen because
it shows conditions in the corona just before the observed
burnthrough time for the bare (CH), case. The electron
density is plotted as a function of radius; the electron
temperature in the corona is about 1 keV in all cases.
The thicker part of the line shows where the barrier-layer
material is present. The profile for the thick-gold case
has been shifted to the left for clarity. Two observations
should be noted in Fig. 4: The density profiles for all the
cases except the thick-gold case are approximately the
same; the Al and the thin-gold barriers layers have been
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FIG. 4. Calculated density profiles in the corona 300 ps be-

fore the peak of the pulse for four targets at nominal intensity:
bare, 0.1 pm of Al, 0.015 pm of Au, and 0.05 pm of Au barrier
layers. The thicker part of the profile shows where the barrier-
layer material is present. At this time, the nominal laser intensi-

ty is 4.7X10' %/cm and the laser intensity at 0.1 critical is

2.0X10' W/crn'. The initial target radius was 150 pm. The
density profile of the 0.05-pm Au case is shifted to the left for
clarity.
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ablated to densities below one-tenth the critical density.
The first process considered is the presence of hot

spots, which can result in two effects: an enhanced
penetration of the heat front (as discussed in Ref. 2) and
hole drilling, which, through lateral transport, brings
laser-heated material in contact with colder surrounding
material, including the signature-layer material. One-
dimensional simulations of burnthrough experiments in-
dicate that hole drilling can lead to earlier burnthrough
than the enhanced penetration of the heat front. In this
explanation the effect of the barrier layers would be the
smoothing of the hots spots with x rays. There are three
reasons why the presence of hot spots does not explain
the observed burnthrough rates. First, in order to ex-
plain the experimental results, the hot spots in individual
beams would have to be about 20 times nominal because
the superposition of the 24 beams of OMEGA smooths
out the illumination pattern. But time-integrated x-ray
and equivalent-target-plane imaging do not show the
presence of hot spots with such high intensities. Second,
the barrier layers cannot be expected to smooth out the
hot spots. By 300 ps before the peak of the pulse (see Fig.
4) the aluminum and thin-gold barrier layers are already
far into the blow-off, at densities below 0.01 critical densi-
ty. Up to that time the x-ray radiation efficiency was lim-
ited by the low electron temperature. For times later
than —300 ps, when the effect of the hot spots is more
pronounced because of the increasing laser intensity, the
barrier layer material is too far in the blow-off to be
effective. The third reason is that the Z dependence of
the burnthrough rates is not consistent with radiation
smoothing: the KC1 case has a larger burnthrough rate
than Al even though its average Z is larger. Finally, hole
drilling can also be ruled out as a possible process be-
cause the same arguments on radiation smoothing apply.

The second process considered, shinethrough, assumes
that, because (CH)„ is transparent to uv light at room
temperature, laser light would penetrate to the signature
layer early in the pulse before breakdown. The process is
very attractive because it would explain both the effect of
adding a thin barrier layer of aluminum and the
difference in burnthrough time between the Al and KC1
cases. (CsI is also transparent at room temperature, but
its use as a photocathode material implies that free elec-
trons can be created very quickly by the laser pulse. ) The
aluminum layer is thick enough to block the laser light
early in the pulse (its skin depth for 0.351-pm light is
0.0120 pm), while KC1 seems to behave partly like
parylene and partly like an opaque conductor. An
opaque barrier layer can prevent prepulses or the early
part of the pulse from penetrating into the target and de-
positing energy inside the target where breakdown
occurs. Breakdown thresholds for high-intensity laser il-
lumination in parylene and glass are not well known. '

In the targets used in this experiment, breakdown prob-
ably occurs at the parylene —signature-layer interface,
especially when the signature layer is an opaque material
which absorbs some of the laser light reaching it. This
interface can also be the site for impurity deposition dur-
ing the target coating process and for target imperfec-
tions.

A simple model was developed in LILAc to study the
effects of breakdown due to shinethrough. The purpose
of the model is not to describe exactly the complex break-
down process in the parylene, but to present a probable
behavior of the parylene during the shinethrough phase
of the interaction. In the model, the parylene is assumed
transparent to the laser light until breakdown occurs. At
a given intensity threshold (10"—10' W/cm ), the break-
down at the interface is modeled by depositing all the
laser energy into electrons at the boundary of the
parylene and signature layers. The electron temperature
increases in the region immediately in front of the deposi-
tion region because of thermal conduction. (The electron
thermal conductivity used in the model is that of
Spitzer' with a floor at 1 eV. ) A critical surface is creat-
ed in that region as the parylene ionizes or breaks down.
Because it is difficult to model the breakdown and the
ionization of parylene at solid density and temperatures
below 1 eV, this critical surface cannot be created self-
consistently. Instead, the laser light is deposited in the
zone where the electron temperature reaches a few elec-
tron volts (varying this threshold temperature makes lit-
tle difference). This causes an "ionization wave" to prop-
agate quickly (in about 50 ps) from the signature layer to
the target surface. As the laser intensity increases in
time, the critical surface reaches the outer surface of the
target. (About one joule has been deposited in the plastic
by this time. ) At that point, a cavity with density varying
between one-third solid and almost three times solid den-
sity has formed in the slowly expanding parylene layer.
An ablation surface is then established and the plastic
layer is recompressed to conditions very near those ob-
tained in the absence of shinethrough. As a result,
burnthrough times are not affected by shinethrough.
However, a possible effect of shinethrough is that a
nonuniform energy deposition at the parylene —signa-
ture-layer interface may lead to a nonuniform low-density
plasma in the parylene layer by the time the ablation sur-
face is established. These conditions may seed the
Rayleigh-Taylor instability during the recompression,
which may lead to mixing of signature layer material into
the parylene. This process will be discussed later.

The presence of a laser prepulse is also a possible ex-
planation because the burnthrough rates increased from
that of Ref. 2 after changing the oscillator and removing
the prepulse suppressor in the OMEGA laser system. A
prepulse absorbed on or close to the surface of the target
would have the effect of removing target material before
the arrival of the main pulse. As such, the presence of a
0.1-pm Al barrier layer should not make any difference.
Also, from Fig. 1 we estimate that about 4 pm of
parylene would have to be ablated to bring the 8-pm
burnthrough time for the bare target in line with the time
for the aluminum-coated target. Ablating 4 pm of plastic
requires about 600 J of energy, which is far more than
can be delivered by a prepulse. Prepulse measurements
on the OMEGA laser have led to the conclusion that if a
prepulse existed, its energy would be less than 1 mJ.
Therefore the presence of a prepulse must be ruled out as
a cause of the enhanced burnthrough rate.

Filamentation and self-focusing could be responsible



5588 DELETTREZ, BRADLEY, JAANIMAGI, AND VERDON 41

for the observed fast burnthrough times because they can
lead to local laser intensities larger than those applied to
the target and, therefore, to higher estimates of the max-
imum intensity in the laser illumination. A distinction is
made between the two processes: Alamentation arises
from initial small perturbations in the laser illumination,
whereas self-focusing involves the entire beam or a hot
spot treated as a beam. For the burnthrough experi-
ments, self-focusing of hot spots, rather than of the entire
beam, is considered because the laser beams are focused
tangentially to the target. These processes are divided
into two types, ponderomotive and thermal, depending
whether the plasma is forced out of the high-intensity re-
gion by the ponderomotive force of the laser light or by
the high pressures resulting from high temperatures.
Filamentation and self-focusing have no laser intensity
thresholds for their onset. (There exists a critical laser
power for ponderomotive self-focusing, but its value is or-
ders of magnitude lower than the laser powers of in-
terest. '

) A requirement is that there should be enough
plasma for the two processes to develop and for the light
to focus to high intensities, i.e., their growth lengths must
be shorter than the plasma scale length. Also, self-
focusing occurs only for initial hot-spot radii larger than
the equilibrium radius for self-trapping, ' which is of the
order of a few vacuum wavelengths. Code results for
simulations of thermal filamentation or self-focusing are
not available for the experimental conditions that apply
here; a sub-nanosecond laser pulse illuminating a solid
plastic pellet and creating electron-density scale lengths
of the order of 50 IMm. The only characterization avail-
able for filamentation and self-focusing is their growth-
length scaling as obtained from simple models that as-
sume uniform plasmas and usually neglect laser light ab-
sorption and heat conduction.

The growth lengths for ponderomotive and thermal
filamentation are given, respectively, as the axial wave
number of the fastest growing mode

2 2
Cc)pe

koc

1 vo
k =—

and

COpe UP

7.5kpc vt})

where vo is the quiver velocity, v, I, is the thermal veloci-

ty, co, is the plasma frequency, ko is the laser wave num-

ber, and k, ;, the electron-ion collision mean free path. It
should be noted that the ponderomotive growth length is
independent of the Z of the material. At the time of the
burnthrough in the parylene the conditions are T, =1
keV and I =1X10' W/cm . For these conditions and
for the ratio of the critical density to the electron density
n, /n, =10, the ponderomotive growth length is about 2
mm and the thermal growth length is 1.6 mm. While es-
timates of these growth lengths may vary (for example,
another estimate' yields about 1.0 and 0.6 mm for the
ponderomotive and therma1 filamentation growth
lengths, respectively), the growth lengths exceed by about
an order of magitude or more the distance between the
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FIG. 5. Temporal evolution of the distance between the 0.1-

critical-density surface and the critical-density surface for the
four targets described in Fig. 4. Time is with respect to the

peak of the pulse. The measured burnthrough time for the bare
parylene target is indicated as a reference.

tenth-critical and the critical surfaces at burnthrough
time (see Fig. 5 for distances typical of the experiments
discussed in this paper).

The growth lengths for self-focusing are more difficult
to obtain, but a rough estimate of the ponderomotive
growth length is available. ' The inverse of the pondero-
motive self-focusing distance is given by

' —1/2
pe UP ]

R 1—
&3koc U, z ro n,

where ro is the beam or hot-spot radius. For the condi-
tions described above, we get R =3.5 ro, or for a hot
spot of 20 pm, R =35 pm. It is therefore possible for
hot spots with intensity two or three times nominal to
self-focus and to produce intensities ten times nominal.

To compare the effectiveness of ponderomotive self-
focusing in the presence of the various barrier layers, we
compare the scale lengths in the corona obtained from
the simulations for each of the barrier layer cases (the
ponderomotive self-focusing does not depend on the Z of
the material). Figure 4 shows that, 300 ps before the
peak of the pulse, the scale lengths for bare CH and for
the aluminum and thin-gold layers are almost the same.
For the thick-gold layer, the scale lengths are shorter
than for other layers because the quarter-critical surface
has barely burnt through the gold layer. The distance be-
tween the critical surface and the one-tenth critical sur-
face, where self-focusing is more likely to occur, is plot-
ted as a function of time in Fig. 5. This distance is longer
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early in the pulse for the low-Z barrier layers, reflecting
the steepening of the scale length for higher Z materials.
But, after the one-tenth critical surface has burnt through
the barrier layer, the effect is reversed and the scale
lengths are longer for the higher-Z cases. This is caused
by early radiation preheat which heats the cold (CH)„
and increases the mass-abalation rate. Despite these
differences, the distances between the two surfaces for
(CH)„, aluminum, and thin gold are the same within less
than 10 p,' only the thick-gold case leads to much shorter
distances. Thus, if self-focusing were occurring, it should
be no different for the bare, aluminum, and thin-gold
cases; this is especially true since, as early as 300 ps be-
fore the peak of the pulse, these layers have been ablated
below one-tenth critical and should not affect self-
focusing between that surface and the critical surface.

We now consider the Rayleigh-Taylor instability,
which occurs when a light fluid is accelerated against a
heavier fluid and which could cause the large observed
burnthrough rates by mixing signature-layer material
into the parylene layer. The instability can occur in two
regions of the target: at the ablation surface and at the
signature-layer —parylene interface. Near the ablation
surface, the cold dense shell material is accelerated by the
hot, less-dense ablating material during the inward ac-
celeration phase of the target motion. This situation is
analogous to the classical Rayleigh-Taylor fluid instabili-
ty' and is often referred to as the acceleration phase or
ablation surface instability. Numerical simulations have
shown, however, that the linear and nonlinear growth
rates for the ablation surface instability are different from
those expected from the classical case because they are
modified by the ablation process. ' ' In the
burnthrough experiments the possible existence of unsta-
ble flow development is further complicated by the pres-
ence of the unstable interface located at the
parylene-signature-layer boundary, where the lighter
parylene is accelerated against the denser signature-layer
material. The unstable evolution of this interface is ex-
pected to be nearly classical.

The Rayleigh-Taylor instability is analyzed by decom-
posing the fluid perturbation into Legendre modes. The
evolution of the instability can then be characterized by
the growth rates of these modes. The growth rates are
usually functions of wave numbers (k), which are related
to the Legender modes (l) by k =1(l + I )/Ro, where Ro
is the average radius of the perturbation. In the refer-
ences cited above, the growth rates were calculated most-
ly for single modes. However, a number of recent experi-
mental and theoretical studies ' ' have shown that the
contributions of all potentially unstable modes and their
mode-mode interactions must be considered. The treat-
ment of all of these modes, including both their linear
and their nonlinear evolution, during the pellet motion is
presently beyond the capabilities of ICF simulation
codes. However, models have been developed that esti-
mate the unstable growth and the potential effect of the
Rayleigh-Taylor instability on pellet implosions from the
zeroth-order (unperturbed} hydrodynamic information
obtained from one-dimensional simulations. ' The evolu-
tion of the unstable growth is carried out in a postproces-

sor to LILAC and, thus, the effects of the instability are
not fed back into the one-dimensional simulation.

A model similar to that described in Ref. 21 has been
developed to estimate the amount of shell distortion and
mixing that could take place during the inward motion of
burnthrough targets. This model computes the modal
amplitudes due to the Rayleigh-Taylor unstable flow de-
velopment (assuming random phases) and estimates from
these amplitudes the mixing region depth, which is of the
order of o,m„where o,m, is given by '

1/2
1

l() 1) m

where AI are spherical harmonic modal coefficients.
Starting from small perturbation seeds, the modal ampli-
tudes grow exponentially, with growth rates that are
different at the two unstable surfaces because the rates for
the ablation surface instability are modified by the abla-
tion process. (This phase of the development of the insta-
bility is called the linear growth phase and the rates are
referred to as linear growth rates. ) As the instability
evolves into the nonlinear phase, bubbles develop inward
toward the high-density side of the ablation surface and
spikes grow toward the outside of the target. The model
tracks the growth of individual modes using the linear
growth rates until some saturation amplitude is reached,
at which point the amplitude rms is obtained from a phe-
nomenological model. Details of the treatment of satura-
tion, which are too complex to review here, are found in
Ref. 21.

We first consider the development of the ablation sur-
face instability. For low-Z ablators, which have short-
density scale lengths near the ablation surface, the linear
growth rates can be expressed as' ' y=a&ka —PkV„
where k is the unstable mode wave number, a is the ac-
celeration, and V, is the ablation velocity given by m /p
(m is the mass flux rate and p is the peak density). The
constant values a =0.90 and P =3 —4 provide an ade-
quate fit to the growth rates obtained from full two-
dimensional simulations over a wide range of initial pa-
rameters. The constant a is approximately equal to

where A is the Atwood number defined as
[(p~ —

pL )/(p~+pL)], where p~ is the density of the
heavy fluid (the signature-layer material) and pL is the
density of the light fluid (parylene). Comparisons with
growth rates determined by simulations with the two-
dimensional hydrodynamic code QRcHID (Ref. 23}for the
experiments of interest showed that this expression with

P=3 gives a good fit. For this case we are interested in
the development of the bubble, which has the potential of
reachin~ into the signature layer. Its amplitude is given
by ' &2o, , After a given mode has reached saturation,
the amplitude of the bubble is assumed to continue to
grow linearly in time. (Studies have shown that, for
finite fluid layers in the nonlinear phase, the motion of
the bubble departs from constant velocity as the layer
thickness gets small. However, since this model is used
only to illustrate the potential effects of the instability, no
attempt has been made to treat the saturation stage more
accurately. )
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For the evolution of the parylene —signature-layer in-

terface instability during the implosion the linear growth
rates are given by y =&A ka /(kL + 1 }, where A is the
Atwood number and L is the mass-density scale length.
In this case we are interested in the evolution of the spike
because we want to estimate to what extent the
signature-layer material can penetrate into the parylene
layer toward the laser. During both the linear and non-
linear growth phase, the amplitude of the spike is taken
as &2(1+A)a, ,

In order to obtain an estimate of the mixing layer
depth in burnthrough targets, we consider a range of sim-

ple initial amplitude cases. We assume that the laser il-

lumination nonuniformity produces the dominant source
of initial amplitude seeds to the Rayleigh-Taylor instabili-

ty and can be represented by AI (r =0)
=goexp[ (b,R/R—)l] (ium/mode), where I is the Legen-
dre mode number. (The modes are assumed to be sym-
metric in the azimuthal direction. ) For the purpose of
this paper, the constant b,R/R controls the mode spec-
trum of the initial seed amplitude. For the first case we

consider b,R /R =0.05 and three values of go such that

o, , =0.304 pm, o, , =0.167 pm, and o, , =0.0304

pm, where e, , is defined as before. For the second case
we set b,R/R =0.01 and adjust go such that the same
values of o.„,are obtained. The spectral distribution for
the two values of b,R/R are shown in Fig. 6. The two
values were chosen to emphasize different regions of the
spectrum: the case in which AR /R =0.05 contains
mostly lower-order modes whereas the other case,
AR/R =0.01, has a Oat mode spectrum. The targets are
3-pm glass shells coated with parylene thicknesses vary-
ing from 4 to 10 pm and with radii and incident laser in-
tensity similar to those in the experiments described in
this paper. Figure 7 displays an example of the model
prediction for the thickness of the mix layers that could
potentially be generated by the growth of the Rayleigh-
Taylor instability as a function of time for two cases: a
4-ium parylene layer [Fig. 7(a)] and a 6-pm parylene layer
[Fig. 7(b)]. The initial conditions for both cases are
cr„~,=0. 167 pm and b,R/R =0.05 pm. The solid line is
the in-fiight thickness of the parylene, defined as the
difference between the position of the overdense portion
of the target and the position of the parylene-glass inter-
face. The position of the overdense portion of the target
is determined by searching for the location of the peak in
the density from the outer radius inward and determining
the radial location of the e fold from the peak density
outward. The dashed lines show the increase with time
of the thickness of the unstable regions associated with
the ablation surface (A) and with the parylene-glass inter-
face (I). For the initial conditions used in this example
the ablation surface instability has the largest mixing re-
gion. No mode coupling was assumed between the abla-
tion surface and the parylene-glass interface in order to
illustrate the respective evolution of the two unstable re-
gions. (If a coupling of the form exp( kyar) wer—e as-
sumed, ' where hr is the distance between the two sur-
faces, larger growth would be obtained at the parylene-
glass interface. )

The signature times, defined as the time of the earliest
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crossover of either of the dashed curves with the parylene
thickness curve, are shown in Fig. 8 for parylene
thicknesses of 4—10 pm. The curves labeled 1, 2, and 3
represent the signature times for the cases with initial
amplitude of 0.304, 0.167, and 0.0304 pm, respectively.
Figure 8(a) is for hR/R =0.05 and Fig. 8(b) is for
AR/R =0.01. The resulting signature times show that,
depending on the modal spectrum and amplitudes, the
Rayleigh-Taylor instability could grow fast enough to
cause the signature-layer material to reach the heat front
and emit at the early times observed in the experiments.
For example, curve 3 (cr„,=0.0304 IMm) in Fig. 8(b)
yields signature times close to the observed burnthrough
time for the bare parylene target in Table I ( —250 ps for
6 pm). If the initial mode spectrum were like that given
by AR/R =0.05, larger initial values of o„, would be
needed to produce the same signature time. The signa-
ture times from the mixing model should be used only as
an indication because they were obtained with a
simplified model of the evolution of the Rayleigh-Taylor
instability and because they were based only on a reason-
able guess of the amplitude and spectrum of the initial
perturbations. The results do indicate, however, that for
reasonable initial rms perturbation levels, the Rayleigh-
Taylor instability could lead to the early mixing of low-Z
ablator and signature materials.

The difference in the burnthrough times between the
bare parylene target and the Al-coated target can be ex-
plained as follows. Early shinethrough can create density
perturbations at the parylene —signature-layer interface in
the form of a low-density cavity, as was discussed previ-
ously. These perturbations can lead to larger Rayleigh-
Taylor amplitudes than in the absence of shinethrough
because the initial rms amplitude levels are higher and
because the Atwood number is larger (pL is smaller).
Figure 8, which illustrates only the effect of increasing
the rms of the initial perturbation, shows that the initial
amplitude rms would have to be less than 0.03 pm to re-
plicate the burnthrough time for the targets with an
aluminum barrier layer.

The effect of adding different types of barrier layers can
be explained by the fact that the various layers let
different amounts of laser light shinethrough, producing
variations in the initial perturbation. For example, KC1
is probably more transparent to the laser light than
aluminum, and thus the KC1-coated targets should sus-
tain larger initial perturbations than the aluminum-
coated target. Also, the difference in the burnthrough
time between the thick-gold case and the thin-gold case,
which can be partially explained by the LILAC simula-
tions from the increase in the amount of gold to be heat-
ed and ablated (about 60 ps out of the 225-ps difference),
could be due to differences in the early shinethrough (the
thick-gold layer is more opaque than the thin-gold layer)
and by increased radiation preheat from the thick-gold
barrier layer which radiates for a longer time than the
thin one. Radiation preheat tends to decrease the density
gradients in the target, thus reducing the Rayleigh-
Taylor growth rate.

The preceding analysis of mixing due to the Rayleigh-
Taylor instability may explain the fast burnthrough rates
observed in the experiment. However, it should be noted
that, if the Rayleigh-Taylor instability were present, its
effects on the overall implosion dynamics may not be ob-
servable experimentally. The thickness of the mixing re-
gion is less than 10 Ium throughout the implosion (see
Fig. 7), which is less than the resolution of the time-
resolved imaging x-ray diagnostics (about 15 pm). Also,
LILAC simulations of OMEGA gas filled and cryogenic
target implosions show reasonable agreement with ex-
perimental observables such as laser energy absorption,
x-ray conversion for moderate-Z materials, implosion ve-
locity, and time of core formation. This indicates that
the unperturbed one-dimensional How obtained by LILAC
approximates well the gross features of the implosions.
Numerical simulations of the development of the non-
linear evolution of Rayleigh-Taylor unstable Aow have
shown that there exists no large departure in the motion
of the centroid of mass of the shell between implosions
that are uniform and those that are distorted due to un-
stable growth. ' Therefore, if the Rayleigh-Taylor insta-
bility were present in the burnthrough experiment, its
presence could not be confirmed from the usual array of
diagnostics deployed during OMEGA implosion experi-
ments. It may be possible to do so with a framed x-ray
backlighting system having a spatial resolution less than
2 pm (the typical size of the perturbations) and a tem-
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poral resolution below 10 ps to avoid blurring. Since this
is currently beyond our diagnostic capabilities, we have
planned further burnthrough experiments to confirm in-
directly the presence of the Rayleigh-Taylor instability.
By using a signature layer with a mass density nearly
equal to that of parylene we hope to greatly suppress the
interface instability and be able to study the burnthrough
characteristics of targets in which the ablation surface in-
stability should dominate.

IV. CONCLUSIONS

Burnthrough experiments have been carried out using
targets coated with a barrier layer consisting of different
materials and thicknesses. The results show that
burnthrough occurs progressively later during the pulse
for the following succession of barrier 1ayers: none,
aluminum, KC1, CsI, thin gold, and thick gold. Simula-
tion results predict that there should be only small
differences (-50 ps) between the burnthrough time of all
the barrier layers, except for the thick-gold barrier layer.
Several processes that could lead to fast burnthrough
rates have been considered: severe hot spots (intensities
ten times nominal), shinethrough, the presence of a
prepulse, filamentation, self-focusing, and mixing due to
the Rayleigh-Taylor instability. None of these processes,
except mixing due to the Rayleigh-Taylor instability,
could adequately explain the experimental results, either
because measurements did not show their existence
(severe hot spots, prepulse), because they were unaffected
by the barrier layers (hot spots, self-focusing), or because
1D simulations showed they had lit tie effect
(shinethrough). We have shown that the Rayleigh-Taylor
instability has the potential of mixing signature-layer ma-
terial far enough into the parylene that early time x-ray
emission from the signature layer would be observed.
The effect of an opaque barrier layer is to prevent the tar-
get damage caused by shinethrough, thus reducing the in-
itial perturbations that seed the instability. Varying the

material and the thickness of the barrier layer also affects
the shinethrough, thus affecting the magnitude of the
seed of the instability. Since little is known about the
transmission and breakdown characteristics of materials
to 351-nm laser light at laser intensities below 10'
W/cm, experiments have begun that investigate the
shinethrough behavior of thin barrier layers.

The experiments reported in this paper have shown
that opaque barrier layers improve the behavior of
parylene-coated targets when compared to one-
dimensional simulations. Already, aluminum barrier 1ay-
ers are being used to improve the results of the high-
density implosion experiments that are presently carried
out on the OMEGA laser system. Finally, burnthrough-
type experiments with improved laser illumination uni-
formity could produce qualitative information on the
mixing of the signature layer into parylene due to the
Rayleigh-Taylor instability. Such experimental results
could be used to check the validity and the normalization
of mixing models.
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