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The WKB method is commonly used in semiclassical approximations to the wave function in both the classically allowed and the forbidden regions of a one-dimensional potential. In a multidimensional space, the method can be adapted to construct wave functions in an "allowed" region from classical trajectories or wave normals. However, in the "forbidden" region the WKB wave function is in general specified by two sets of wave fronts, the equiphase and the equiamplitude surfaces or equivalently by two sets of paths defined to be normal to these surfaces, respectively. We present a Huygens-type construction for obtaining these wave fronts and paths, which reveals that for non-normal incidence the paths are coupled to each other. The analysis enables us to answer some of the basic questions concerning tunneling in multidimensional nonseparable potentials. A special and important case occurs when the incident wave is normal to the turning surface. We show that for normal incidence the path equations are decoupled and are equivalent to Newton's equations of motion for the inverted potential and energy.

## I. INTRODUCTION

Multidimensional tunneling processes can be important in many areas of quantum physics, such as nuclear reactions ${ }^{1}$ and fission, ${ }^{2,3}$ the tunneling of the false vacuum state in field theory, ${ }^{4,5}$ chemical reactions, ${ }^{6,7}$ and electron tunneling, e.g., in the scanning tunneling microscope ${ }^{8-13}$ (STM) and point-contact junction devices. ${ }^{14}$ In principle, to study these phenomena, one should solve the Schrödinger equation or other appropriate partial differential equations (PDE). However, in practice, we rarely have exact analytical solutions to those equations. Approximations are therefore often employed both in the calculations and the formal analysis of tunneling processes in a multidimensional space. ${ }^{15-24}$

A convenient formalism for introducing approximations to tunneling theories is the Feynman path-integral formulation of quantum mechanics. ${ }^{25,26}$ In this approach, for a single particle, one constructs the Green's function $G\left(\mathbf{r}_{f}, \mathbf{r}_{i} ; t\right)$ by summing over all the possible paths connecting points $\mathbf{r}_{i}$ and $\mathbf{r}_{f}$, i.e.,

$$
\begin{equation*}
G\left(\mathbf{r}_{f}, \mathbf{r}_{i} ; t\right)=\int_{\mathbf{r}_{t}}^{\mathbf{r}_{f}} \exp \{i S[\mathbf{r}(t)] / \hbar\} D[\mathbf{r}(t)] \tag{1.1}
\end{equation*}
$$

where the action functional is defined by

$$
\begin{equation*}
S[\mathbf{r}(t)]=\int_{0}^{t} L(\dot{\mathbf{r}}, \mathbf{r}, \tau) d \tau \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
L(\dot{\mathbf{r}}, \mathbf{r}, t)=\frac{1}{2} m \dot{\mathbf{r}}^{2}-V(\mathbf{r}) \tag{1.3}
\end{equation*}
$$

is the Lagrangian. The symbol $D[\mathbf{r}(t)]$ denotes summation over all paths. As $\hbar \rightarrow 0$, the leading term $S_{0}$ in the expansion of the action $S$ in a power series in $\hbar$ (known as the WKB method) gives ${ }^{26}$

$$
\begin{align*}
G_{\mathrm{WKB}}\left(\mathbf{r}_{f}, \mathbf{r}_{i} ; t\right)=\sum_{\alpha} & {[i /(2 \pi \hbar)]^{d / 2}\left|\operatorname{det} \frac{\partial^{2} S_{0 \alpha}}{\partial \mathbf{r}_{f} \partial \mathbf{r}_{i}}\right|^{1 / 2} } \\
& \times \exp \left[i\left(S_{0 \alpha} / \hbar-n \pi / 2\right)\right] \tag{1.4}
\end{align*}
$$

where $\alpha$ labels the classical paths from $\mathbf{r}_{i}$ to $\mathbf{r}_{f}, d$ is the dimension of the space, $S_{0 \alpha}$ is the action along the $\alpha$ th classical trajectory, and $n$ is the sum of the orders of the focal points along $\alpha$.

For tunneling, it is more convenient to express the Green's function as a function of energy rather than time. By performing a Fourier transformation, we have

$$
\begin{align*}
\widetilde{G}_{\mathrm{WKB}}\left(\mathbf{r}_{f}, \mathbf{r}_{i} ; E\right)=i \sum_{\alpha} & {[i /(2 \pi \hbar)]^{d / 2-1} \sqrt{\left|\widetilde{D}_{\alpha}\right|} } \\
& \times \exp \left(i W_{0 \alpha} / \hbar-i n \pi / 2\right) \tag{1.5}
\end{align*}
$$

Here, $\widetilde{G}$ is the Fourier transform of $G$, and $\widetilde{D}_{\alpha}$ and $W_{0 \alpha}$ are defined as follows:

$$
\begin{align*}
& \widetilde{D}_{\alpha} \equiv \frac{\operatorname{det}\left(\partial^{2} S_{0 \alpha} / \partial \mathbf{r}_{f} \partial \mathbf{r}_{i}\right)}{\partial^{2} S_{0 \alpha} / \partial t^{2}}  \tag{1.6}\\
& W_{0 \alpha}\left(\mathbf{r}_{f}, \mathbf{r}_{i} ; E\right)=S_{0 \alpha}+E t \tag{1.7}
\end{align*}
$$

It can be shown that $S_{0 \alpha}$ satisfies the Hamilton-Jacobi equation, and the Hamilton characteristic function $W_{0 \alpha}$ satisfies the following time-independent equation:

$$
\begin{equation*}
\frac{1}{2 m}\left(\nabla W_{0 \alpha}\right)^{2}+V(\mathbf{r})=E . \tag{1.8}
\end{equation*}
$$

The solution of Eq. (1.8) is the lowest-order WKB approximation to the phase of the Green's function. It is not difficult to recognize that Eq. (1.8) also appears in classical mechanics. As is shown in Sec. II, it is also the zeroth-order approximation to the phase of the wave function. In an allowed region, Eq. (1.8) can be solved by the "method of characteristics." ${ }^{27}$ This method expresses
a first-order PDE in terms of a set of second-order ordinary differential equations (ODE). Specifically, the solution for $W_{0 \alpha}$ can be written as an integral

$$
\begin{equation*}
W_{0 \alpha}=\int_{\alpha} \sqrt{2 m[E-V(\mathbf{r})]} d \xi \tag{1.9}
\end{equation*}
$$

taken along the classical trajectory labeled $\alpha$. The classical paths themselves satisfy Newton's equation. This method of characteristics is reasonably successful in the calculation of the wave functions and eigenstates in bound-state problems. ${ }^{28,29}$

In quantum tunneling, a forbidden region always separates any two allowed regions so that they are not linked by any classical trajectory. However, the pathintegral formalism allows the existence of trajectories even in the forbidden region. The Green's function can be evaluated by summing over all the possible paths across the forbidden region. In tunneling, it is more convenient to divide space into several regions. It has been shown ${ }^{30}$ that the global Green's function can be expressed in terms of the Green's functions of subdomains. This decomposition into local Green's function has also been carried out by Auerbach and Kivelson ${ }^{21,22}$ (AK) using path-integral formulation. They refer to this technique as the path decomposition expansion (PDX). The method allows one to calculate independently the local contributions to the global Green's function. Auerbach and Kivelson applied the method to double-well problems and showed that the dominant contribution in the forbidden region comes from a single (instanton) path. This path can be obtained by solving Newton's equations of motion with the inverted potential and energy, i.e., $V(\mathbf{r}) \rightarrow-V(\mathbf{r})$ and $E \rightarrow-E .^{31}$

The method of AK has the additional flexibility of allowing the calculation of the local or site restricted Green's functions in different approximations. This enables them to circumvent the problem of the turning surfaces which characterize the WKB method. Here we should emphasize that we are concerned with the extension of the WKB method to multidimensional nonseparable potentials. In this we differ from AK who are concerned with a calculation of the Green's function for tunneling and not especially with the WKB method.

In comparing the approaches of AK with ours one has to recall that, in contrast with the one-dimensional WKB approximation, the multidimensional semiclassical approximation is a solution of a partial differential equation and hence cannot be discussed without references to specific boundary conditions. We are concerned with the tunneling transmission of an incident wave (including a plane wave from infinity). On the other hand, AK are concerned with a particle tunneling from a well. In the latter case, one can always demonstrate that there are classical paths normally incident on the turning surface. For these paths, the transmission probability is exponentially larger than for the obliquely incident paths. This contrasts with the obliquely incident beam where the boundary conditions exclude normal incidence. In this case, the Hamilton characteristic function $W$ must be complex. This, however, is excluded by AK in their semiclassical treatment, which leads to a purely imagi-
nary $W$. Thus the semiclassical treatment of AK is more restricted than our approach.

In this paper, we show that two coupled sets of paths, the $R$ and $I$ paths, are required to characterize the general complex action $W$. An extended Huygens construction is proposed to determine these paths and the associated wave fronts. The method, while not easy, is the only WKB-type approximation available for the general obliquely incident beam. However, it reduces to the simpler version of the semiclassical approximation advocated inter alia by AK when the WKB wave is normally incident on the turning surface. A detailed analysis is presented in Sec. II. A discussion of the results and conclusions are given in Sec. III.

## II. WKB APPROXIMATION IN MULTIDIMENSIONAL SPACE

We could start the formal development with Eq. (1.8), which is the lowest-order WKB approximation. However, an equivalent but somewhat more transparent approach is to expand the wave function in a power series in $\hbar$. This approach is similar to one of the standard developments of the one-dimensional approximation. ${ }^{32}$

## A. Asymptotic series expansions in $\hbar$

In the stationary-state Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \Psi(\mathbf{r})+V(\mathbf{r}) \Psi(\mathbf{r})=E \Psi(\mathbf{r}), \tag{2.1}
\end{equation*}
$$

let

$$
\begin{equation*}
\Psi(\mathbf{r})=\exp [i W(\mathbf{r}) / \hbar] \tag{2.2a}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\frac{1}{2 m}[\nabla W(\mathbf{r})]^{2}-i \frac{\hbar}{2 m} \nabla^{2} W(\mathbf{r})+V(\mathbf{r})-E=0 . \tag{2.2b}
\end{equation*}
$$

Expanding $W(\mathbf{r})$ in a formal power series in $\hbar$,

$$
\begin{equation*}
W(\mathbf{r})=W_{0}(\mathbf{r})+W_{1}(\mathbf{r})+\cdots \tag{2.3}
\end{equation*}
$$

substituting Eq. (2.3) into Eq. (2.2), and collecting the coefficients of equal powers in $\hbar$, we obtain the following equations:

$$
\begin{align*}
& {\left[\nabla W_{0}(\mathbf{r})\right]^{2}-2 m(E-V)=0+O(\hbar)}  \tag{2.4}\\
& 2 \nabla W_{0}(\mathbf{r}) \cdot \nabla W_{1}(\mathbf{r})-i \hbar \nabla^{2} W_{0}(\mathbf{r})=0+O\left(\hbar^{2}\right) \tag{2.5}
\end{align*}
$$

where $O(x)$ denotes a quantity which has the same order of magnitude as the argument $x$. Equation (2.4) is identical to Eq. (1.8). Therefore the zeroth-order approximation of the wave function is also the lowest-order approximation in the path-integral formalism. As seen from Eq. (2.4), $W_{0}(\mathbf{r})$ may in general be complex. Hence we may write

$$
W_{0}(\mathbf{r})=W_{0 R}(\mathbf{r})+i W_{0 I}(\mathbf{r}),
$$

and Eq. (2.4) becomes a pair of coupled equations

$$
\begin{align*}
& {\left[\nabla W_{0 R}(\mathbf{r})\right]^{2}-\left[\nabla W_{0 I}(\mathbf{r})\right]^{2}=2 m[E-V(\mathbf{r})],}  \tag{2.6a}\\
& {\left[\nabla W_{O R}(\mathbf{r})\right] \cdot\left[\nabla W_{0 I}(\mathbf{r})\right]=0} \tag{2.6b}
\end{align*}
$$

The simultaneous solution of Eqs. (2.6), discussed below, constitutes the zeroth-order WKB approximation of the complex phase of the wave function Eq. (2.2a).

## B. Zeroth-order solutions in a classically allowed region

In a classically allowed region, a particle can be described by a real $W(\mathbf{r})$, i.e., $\nabla W_{0 I}=0$, and Eq. (2.6a) reduces to

$$
\begin{equation*}
\left[\nabla W_{0 R}(\mathbf{r})\right]^{2}=2 m[E-V(\mathbf{r})] \tag{2.7a}
\end{equation*}
$$

or

$$
\begin{equation*}
\nabla W_{0 R}(\mathbf{r})=\hbar k \widehat{\mathbf{e}}=\hbar \mathbf{k}(\mathbf{r}) \tag{2.7b}
\end{equation*}
$$

where $\widehat{\mathbf{e}}$ is the unit vector and

$$
\begin{equation*}
k(\mathbf{r})^{2}=\frac{2 m}{\hbar^{2}}[E-V(\mathbf{r})] \tag{2.8}
\end{equation*}
$$

It is well known that by integrating Eq. (2.7b) along a classical path, one obtains the expression for $W_{0 R}(\mathbf{r})$, which is given in Eq. (1.9). ${ }^{17,31}$ The above derivation shows that the zeroth-order approximation, in $\hbar$, of $W(\mathbf{r})$ reduces the solution of the Schrödinger equation to the solution of a first-order PDE, that is, Eq. (2.7a). As stated in the introduction, a first-order PDE is equivalent to a set of ODE's. Rather than proceed with the method of characteristics, we present a formal constructive procedure that will facilitate the comparison with the solution in the forbidden region, which is presented in Sec. II D.

Equation (2.7) can be solved by constructing equiphase [ $W_{0 R}(\mathbf{r})=$ const] surfaces. We assume that the $i$ th equiphase surface (with phase equal to $W_{0 R}$ ) is known. The $(i+1)$ st surface (with phase $W_{0 R}+\Delta W_{0 R}$ ) is constructed pointwise from the $i$ th surface; the (new) point, on the $(i+1)$ st surface, is a distance $\Delta \xi=\Delta W_{0 R} / \hbar k(\mathbf{r})$ away from the initial point on the $i$ th surface in the direction of $\hat{\mathbf{e}}$. This is the analog to Huygens construction of traveling waves in optics. ${ }^{33}$ Besides the equiphase surfaces, the construction also determines a set of paths each one of which is perpendicular to all $W_{0 R}$ surfaces. It is easy to show that these paths satisfy the Euler-Lagrangian equations obtained from the Hamilton variational principle, which in terms of the time independent action reduces to $\delta W_{0 R}(\mathbf{r})=0$, i.e.,

$$
\begin{align*}
2[V(\mathbf{r})-E] \frac{d^{2} x_{i}}{d \xi^{2}}+\frac{d x_{i}}{d \xi} \sum_{j} \frac{d x_{j}}{d \xi} \frac{\partial V(\mathbf{r})}{\partial x_{j}} & =\frac{\partial V(\mathbf{r})}{\partial x_{i}} \\
i & =1,2,3 \tag{2.9}
\end{align*}
$$

where $x_{i}=x, y, z$. The proof of this assertion is presented in Appendix A. We note that Eq. (2.9) can be also derived directly from Newton's second law.

## C. First-order solution in a classically allowed region

The first-order correction can be easily obtained once the zeroth-order solution is available. With $W_{0 I}(\mathbf{r})=0$, Eq. (2.6a) reduces to Eq. (2.7a). Using Eq. (2.7b), Eq. (2.5) becomes

$$
\begin{equation*}
\nabla W_{1}(\mathbf{r}) \cdot \widehat{\mathbf{e}}=\frac{\hbar}{2} i\left(k^{-1} \widehat{\mathbf{e}} \cdot \nabla k+\nabla \cdot \widehat{\mathbf{e}}\right) \tag{2.10}
\end{equation*}
$$

Integrating this equation along the classical trajectory from $\mathbf{r}_{1}$ to $\mathbf{r}_{2}$ yields

$$
\begin{equation*}
W_{1}^{(2)}-W_{1}^{(1)}=\frac{1}{2} i \hbar\left(\int_{1}^{2} k^{-1} \frac{d k}{d \xi} d \xi+\int_{1}^{2}(\nabla \cdot \widehat{\mathrm{e}}) d \xi\right) \tag{2.11}
\end{equation*}
$$

Here, as noted above, $\hat{\mathbf{e}}(\mathbf{r})$ is the unit vector tangent at a point $\mathbf{r}$ to the classical trajectory, $\xi$ is the arc length, and the superscripts 1 and 2 denote, respectively, the initial and final points. The integration in the first term on the right-hand side of Eq. (2.11) can be easily carried out. To evaluate the second term, we consider a tube formed by classical paths as shown in Fig. 1. Let $\sigma(\xi)$ be the cross section of the tube. In the limit of small $\sigma$,

$$
\begin{equation*}
\nabla \cdot \hat{\mathbf{e}} \sigma(\xi) \Delta \xi=\nabla \cdot \hat{\mathrm{e}} \Delta V \tag{2.12}
\end{equation*}
$$

Hence, applying the Gauss theorem to the element of tube with volume $\Delta V=\sigma \Delta \xi$, we obtain

$$
\begin{equation*}
\nabla \cdot \hat{\mathrm{e}} \Delta V=\sigma(\xi+\Delta \xi)-\sigma(\xi)=\sigma^{\prime}(\xi) \Delta \xi \tag{2.13}
\end{equation*}
$$

Note that only the surfaces perpendicular to the paths contribute to Eq. (2.13). This in fact is the consequence of the conservation of flux. Combining Eqs. (2.12) and (2.13) we have

$$
\begin{equation*}
\nabla \cdot \hat{\mathrm{e}} d \xi=\frac{\sigma^{\prime}(\xi)}{\sigma(\xi)} d \xi \tag{2.14}
\end{equation*}
$$

With the help of Eq. (2.14), the integral in the second term of Eq. (2.11) can now be evaluated to obtain an expression for $W_{1}(\mathbf{r})$. With the result obtained in Sec. II B, and on substituting the expressions for $W_{0 R}(\mathbf{r})$ and $W_{1}(\mathbf{r})$ into Eq. (2.2a), the wave function including the zeroth- and the first-order approximations is


FIG. 1. A tube element formed by $\hat{\mathrm{e}}$ field. $\sigma$ is the crosssection area and $\xi$ is the arc length.

$$
\begin{equation*}
\Psi(\mathbf{r})=\frac{C}{\sqrt{k(\mathbf{r}) \sigma(\mathbf{r})}} \exp \left[i \int^{r} k(\xi) d \xi\right] \tag{2.15}
\end{equation*}
$$

where $C$ is the normalization constant. In one dimension, $\sigma(\mathbf{r})$ is a constant, and the expression reduces to the common WKB approximation for the wave function. An alternative representation of the first-order correction can be derived in terms of the Jacobian of the coordinate transformation of $\sigma+\Delta \sigma$ to $\sigma$, also referred to as the Jacobian of mapping via rays. ${ }^{34}$ Thus, at the top and bottom surfaces of a ray tube denoted respectively by $\sigma(\xi+\Delta \xi)$ and $\sigma(\xi)$, we have

$$
\begin{equation*}
\frac{\sigma(\xi)}{\sigma(\xi+\Delta \xi)}=\frac{J(\xi)}{J(\xi+\Delta \xi)}, \tag{2.16}
\end{equation*}
$$

where $J(\xi)$ is the Jacobian at point $\xi$. Therefore $\sigma(\xi) \propto J(\xi)$.

The first-order correction to the Green's function $\widetilde{G}_{\mathrm{WKB}}\left(\mathbf{r}_{f}, \mathbf{r}_{i} ; E\right)$ is similar to the above. It can be shown ${ }^{35}$ that $\widetilde{D}$ in Eq. (1.6) reduces, in a three-dimensional space, to

$$
\begin{equation*}
\left.\tilde{D} \propto \frac{1}{|\mathbf{k}| \sigma}\right|_{\mathbf{r}_{f}} \tag{2.17}
\end{equation*}
$$

Here it should be noted that $\sigma$ and $J$ can be defined also in all other $n \geq 2$ dimensional spaces.

## D. Solutions in a forbidden region

In a classically forbidden region, both $W_{0 R}(\mathbf{r})$ and $W_{0 I}(\mathbf{r})$ may exist. Thus, instead of one set of characteristic surfaces, we have two sets: the equiphase ( $W_{0 R}$ ) surfaces and the equiamplitude ( $W_{0 I}$ ) surfaces as shown in Fig. 2. We shall present a Huygens-type construction for the determination of these wave fronts. First we define the quantities $k_{R}(\mathbf{r}), k_{I}(\mathbf{r}), \widehat{\mathbf{e}}_{R}(\mathbf{r})$, and $\widehat{\mathbf{e}}_{I}(\mathbf{r})$ to satisfy the following relations:

$$
\begin{align*}
& \nabla W_{0 R}(\mathbf{r})=\hbar k_{R} \hat{\mathbf{e}}_{R}=\hbar \mathbf{k}_{R}(\mathbf{r}),  \tag{2.18a}\\
& \nabla W_{0 I}(\mathbf{r})=\hbar k_{I} \widehat{\mathbf{e}}_{I}=\hbar \mathbf{k}_{I}(\mathbf{r}) \tag{2.18b}
\end{align*}
$$

Equations (2.18) also define two corresponding sets of paths, to be called the $R$ and $I$ paths, with unit tangent vectors $\widehat{\mathbf{e}}_{R}$ and $\widehat{\mathbf{e}}_{I}$, respectively. That is, the $R$ and $I$ paths are orthogonal to all constant $W_{0 R}$ and constant $W_{0 I}$ surfaces, respectively. Substituting Eqs. (2.18) into Eq. (2.6a) yields

$$
\begin{equation*}
k_{R}^{2}(\mathbf{r})-k_{I}^{2}(\mathbf{r})=k(\mathbf{r})^{2}=\frac{2 m}{\hbar^{2}}[E-V(\mathbf{r})] \tag{2.19}
\end{equation*}
$$

In the following, we will show that the construction of the $W_{0 R}$ and $W_{O I}$ surfaces requires three steps. First, given a $W_{0 I}$ surface we construct the surface labeled $W_{0 I}+\Delta W_{0 I}$. Next we calculate the values of $k_{I}(\mathbf{r})$ on the second surface from the values of $k_{I}(\mathbf{r})$ given on the initial surface $W_{O I}$. Finally, we determine the set of $R$ paths on $W_{0 I}+\Delta W_{0 I}$ from the corresponding set on the $W_{0 I}$ surface.

The reason that we select a $W_{0 I}$ surface to start the construction is that the turning surface, which separates


FIG. 2. Schematic representation of two mutually orthogonal wave fronts, i.e., constant $W_{0 R}$ and $W_{0 I}$ surfaces. Also shown are the orthogonal trajectories or $R$ and $I$ paths and other quantities introduced in Sec. II B. These quantities in general characterize the wave function in the classically forbidden region.
the allowed from the forbidden region, can be regarded as a constant $W_{0 I}$ surface, and in particular it is the $W_{0 I}=0$ surface (see Sec. IIE). Assuming the $W_{0 I}$ surface is known, to determine the $W_{0 I}+\Delta W_{0 I}$ surface we use the following equation:

$$
\begin{equation*}
\hbar k_{I}(\mathbf{r}) \approx \frac{\Delta W_{0 I}}{\Delta \zeta}=\widehat{\mathbf{e}}_{I} \cdot \nabla W_{0 I}(\mathbf{r}) \tag{2.20}
\end{equation*}
$$

The distance between the $W_{0 I}$ surface and the $W_{0 I}+\Delta W_{0 I}$ surface at point $\mathbf{r}$ is

$$
\begin{equation*}
\Delta \zeta(\mathbf{r}) \approx \frac{\Delta W_{0 I}}{\hbar k_{I}(\mathbf{r})} \tag{2.21}
\end{equation*}
$$

Using the values $k_{I}(\mathbf{r})$ on the $W_{0 I}$ surface, we can construct the next equiamplitude surface similar to the Huygens construction in the allowed region. However, we also need to calculate $k_{I}(\mathbf{r})$ on the new surface in order to continue the construction of subsequent surfaces.

To determine $k_{I}(\mathbf{r})$, let us choose a point $M$ on a $W_{0 I}$ surface and introduce a local coordinate system based on the $R$ and $I$ paths passing through the point $M$. The directional derivative of $k_{R}(\mathbf{r})$ along the $I$ path is shown (see Appendix B) to be given by

$$
\begin{equation*}
\frac{\partial k_{R}(\mathbf{r})}{\partial \zeta}=-k_{R}(\mathbf{r}) \frac{d \theta}{d \xi} \tag{2.22}
\end{equation*}
$$

where $d \theta / d \xi$ is the curvature at point $M$ of the curve obtained by projecting the $R$ path onto the plane ( $\widehat{\mathbf{e}}_{I}, \widehat{\mathbf{e}}_{R}$ ). Note that $d \theta / d \xi$ is not the curvature for the $R$ path. It can be shown that in the classically allowed region, Eq. (2.22) reduces to the equation $F_{n}(\mathbf{r})=m v^{2} / R(\mathbf{r})$, where $F_{n}(\mathbf{r})$ is the centripetal force and $R(\mathbf{r})$ is the radius of curvature at point $\mathbf{r}$ on the trajectory. Using Eq. (2.22) to eliminate $k_{R}$ from Eq. (2.19) we finally obtain

$$
\begin{equation*}
\frac{\partial k_{I}(\mathbf{r})}{\partial \xi}=-\frac{k_{I}(\mathbf{r})^{2}+k(\mathbf{r})^{2}}{k_{I}(\mathbf{r})} \frac{d \theta}{d \xi}-\frac{k(\mathbf{r})}{k_{I}(\mathbf{r})} \frac{\partial k(\mathbf{r})}{\partial \zeta} \tag{2.23}
\end{equation*}
$$

Equation (2.23) implies that the variation of $k_{I}(\zeta)$ along an $I$ path depends, in particular, on the curvature $d \theta / d \xi$. Therefore, in addition to the construction of the $W_{0 I}+\Delta W_{0 I}$ surface and the calculation of $k_{I}(\mathbf{r})$ on it, the $R$ paths on the surface $W_{0 I}+\Delta W_{0 I}$ have to be determined in order to evaluate $d \theta / d \xi$, and hence the directional derivative $\partial k_{I} / \partial \zeta$.

The Huygens type construction of the $W_{0 I}$ surface can now proceed as follows. (i) Assume that an equiamplitude surface $W_{0 I}$ and the quantities $k_{R}, k_{I}$, $\widehat{\mathbf{e}}_{R}$, and $\widehat{\mathbf{e}}_{I}$ are given (see Sec. II E for details). Choose a point $M$ on a curve in the direction $\widehat{\mathbf{e}}_{R} \times \widehat{\mathbf{e}}_{I}$. Since $W_{0 R}$ and $W_{0 I}$ are both constant on this curve (see Fig. 2), it is denoted the $C$ path. $A$ point $M^{\prime}$ corresponding to $M$, and located on the next equiamplitude $\left(W_{0 I}+\Delta W_{0 I}\right)$ surface is a distance $\Delta \zeta$ from $M$ in the direction of $\widehat{\mathbf{e}}_{I}$. Here, it follows from Eq. (2.20) that $\Delta \zeta=\Delta W_{0 I} /\left(\hbar k_{I}\right)$. (ii) The curvature $d \theta / d \xi$ at the point $M$ is calculated. (iii) The value of $k_{I}$ at the new point $M^{\prime}$ is determined with the help of Eq. (2.23), and $k_{R}$ is calculated using Eq. (2.19).

This procedure is repeated for a set of points on the starting $C$ path. The locus of the images of these starting points is a new $C$ path on the $W_{0 I}+\Delta W_{0 I}$ surface. Similarly, other $C$ paths can be constructed. These allow us to determine the new $R$ paths. That is, the normals to all $C$ paths which lie in the new $W_{0 I}$ surface. Thus we obtain the new equiamplitude surface as well as the values of $k_{I}, k_{R}, \widehat{\mathbf{e}}_{I}$, and $\widehat{\mathbf{e}}_{R}$ at each point on this surface. The determination of these new starting values closes the cycle of the procedure. Subsequent surfaces are constructed by repeating the cycle. To conclude, we have presented a procedure for solving Eqs. (2.6a) and (2.6b) by constructing the equiamplitude surfaces one by one. The equiphase surfaces are obtained automatically in terms of their normals, the $R$ paths.

It is not surprising that the two corresponding sets of paths [the $I$ paths, $x_{i}=x_{i}(\zeta)$ and the $R$ paths $x_{i}=x_{i}(\xi)$, $i=1,2,3]$ constructed as described above, satisfy the following coupled Euler-Lagrange equations:

$$
\begin{array}{r}
k_{I}(\mathbf{r}) \frac{d^{2} x_{i}}{d \xi^{2}}-\frac{d x_{i}}{d \xi} \sum_{n} \frac{\partial k_{I}(\mathbf{r})}{\partial x_{n}} \frac{d x_{n}}{d \xi}=-\frac{\partial k_{I}(\mathbf{r})}{\partial x_{i}} \\
k_{R}(\mathbf{r}) \frac{d^{2} x_{i}}{d \xi^{2}}-\frac{d x_{i}}{d \xi} \sum_{n} \frac{\partial k_{R}(\mathbf{r})}{\partial x_{n}} \frac{d x_{n}}{d \xi}=-\frac{\partial k_{R}(\mathbf{r})}{\partial x_{i}} \\
i=1,2,3 \tag{2.24b}
\end{array}
$$

The two wave vectors in Eq. (2.24) have to satisfy Eqs. (2.18) and (2.19). The derivation of these equations is similar to the one presented in Appendix A for the classical trajectories Eq. (2.9). In the classically allowed region, Eq. (2.24a) is trivially satisfied by $k_{I}(\mathbf{r})=0$. Furthermore, Eq. (2.24b) reduces to Eq. (2.9). This suggests that the $I$ paths are the "continuations" of the classical trajectories into forbidden regions.

Equations (2.24) show that, in a classically forbidden region, in general, the lowest-order approximation of the solution of the Schrödinger equation is not equivalent to the solution of a single set of ordinary differential equations. Equation (2.19) obviously couples $I$ and $R$ paths. In other words, in multidimensional tunneling the WKB approximation generally does not reduce the problem to the solution of a single family of independent path equations such as Newton's equations of motion. There are, however, important cases where the path equations can be decoupled. Some of these cases are presented below.
(a) Normal incidence: The incoming flux is incident normally at the turning surface $E-V(\mathbf{r})=0$, i.e., $k_{R}$ vanishes on this surface. From Eq. (2.22), it can be seen that if $k_{R}=0$ on some $W_{0 I}$ surface, then $k_{R}$ vanishes on all the subsequent surfaces in the same forbidden region. That is, $k_{R}$ vanishes in the entire forbidden region. Thus Eq. (2.24a) reduces to Eq. (2.9). The latter has been used to calculate semiclassical trajectories in classically forbidden regions. ${ }^{13,31}$ Both the zeroth- and the first-order WKB approximations, developed for the semiclassical trajectories in a classically allowed region, can in this case be used in the forbidden region. An illustrative example of the application of this theory is provided by the analyses of a model STM by Das and Mahanty. ${ }^{13}$ A similar example is given by Huang, Cutler, and Feuchtwang. ${ }^{36}$
(b) The separable potential: We will show in Sec. II F that the $I$ and $R$ paths can be determined independently if the potential and the boundary conditions are separable. This result can be extended by an adaption of the perturbation theory of Razavy and Pimpale. ${ }^{24}$ These authors have developed a perturbative treatment of the WKB theory for the nearly separable potential, which includes a small additive nonseparable term.
(c) The last example in which independent trajectories may be found without solving Eqs. (2.24) is the complex ray method introduced by Keller. ${ }^{37}$ The technique seems to be satisfactory for the discussion of some optical and acoustical diffraction problems, ${ }^{38,39}$ when $k(\mathbf{r})$ is piecewise constant.

## E. Turning surfaces, caustics, and connection formulas

In the preceding analysis, we have obtained separately the solutions of the Schrödinger equation in classically allowed regions as well as in classically forbidden regions. Now we need to join these solutions smoothly across a surface, called the turning surface, which separates a classically allowed region from a forbidden region. At the turning surface, the first-order correction to the WKB approximation diverges. Specifically, from Eq. (2.15) we observe that the zeroth-order approximation is
always finite while the first-order term diverges if either $k$ or $\sigma$ vanishes. The divergence of the WKB wave function at zeros of either $k$ or $\sigma$ defines the turning surface. The surface on which $\sigma$ is zero is called caustic. ${ }^{26}$

Let us divide space into three regions I, II, and III, with region II being the classically forbidden region and regions I and III being the allowed regions. Sufficiently close to the first turning surface $\Sigma_{1}$ (separating region I from region II), we may formulate a local and linear approximation. We expand the potential in a multidimensional Taylor series, and keep only the constant and linear terms. Clearly, in this approximation, the potential is locally separable. At the turning point, the classical trajectory is normal or tangential to the turning surface corresponding to $k$ or $\sigma$ equal to zero. In order to satisfy the continuity of flux, the wave vectors of the WKB wave functions should be equal on both sides of the turning surface, i.e., $\mathbf{k}=\mathbf{k}_{R}$. In the direction normal to the turning surface the separated problem reduces to one-dimensional tunneling that can be treated within the ordinary one-dimensional WKB approximation. Thus the following joining relation holds at the first turning surface:

$$
\begin{align*}
2 \cos \left(\int_{\mathrm{r}}^{\mathrm{r}_{0}} k_{\perp} d l_{\perp}-\frac{\pi}{4}\right) & \exp \left[i \int_{\mathrm{r}}^{\mathrm{r}_{0}} \mathbf{k}_{\|} \cdot \mathbf{d} l_{\|}\right) \\
& \leftarrow \exp \left[-\int_{\mathrm{r}_{0}}^{\mathrm{r}} k_{I} d \xi+i \int_{\mathrm{r}_{0}}^{\mathrm{r}} \mathbf{k}_{r} \cdot \mathbf{d}_{\xi}\right] \tag{2.25}
\end{align*}
$$

where on the left-hand side $\mathbf{r}$ is in region I , and on the right-hand side $\mathbf{r}$ is in region II. In the forbidden region, the wave vector $\mathbf{k}_{I}$, being perpendicular to $\mathbf{k}_{R}$, is normal to the turning surface. The same applies to the $I$ paths, which are all parallel to $\mathbf{k}_{I}$.

The complete analysis of the second turning surface $\Sigma_{2}$, is more complicated because the incident wave function consists of two sets of wave fronts. Two cases are illustrated in Fig. 3, in which the second turning surface is determined by locating the surface which is either the locus of the zeros of $k_{I}$ or the envelope of the set of crossing paths. In Fig. 3(a), the semiclassical trajectories are normally incident at $\Sigma_{1}$. Hence $k_{R}$ vanishes in the for-


FIG. 3. Two allowed regions I and III separated by a forbidden region II bounded by the turning surfaces $\Sigma_{1}$ and $\Sigma_{2}$. Trajectories in I and III are joined at $\Sigma_{1}$ and $\Sigma_{2}$ to $I$ paths defined in region II. In (a) $\Sigma_{1}$ and $\Sigma_{2}$ satisfy $E-V(\mathbf{r})=0$. In (b) $\Sigma_{1}$ and $\Sigma_{2}$ are also the caustics.
bidden region. Just as in the argument presented for $\Sigma_{1}$, the continuity of flux requires that all the classical paths in region III emerge perpendicularly from $\Sigma_{2}$. The second example depicted in Fig. 3(b) has nonzero $k_{R}$ in region II. At the intersection of two $I$ paths lying on two different $W_{0 R}$ surfaces, $\hbar k_{R}=\Delta W_{0 R} / \Delta \xi$ tends to infinity. Hence, by Eq. (2.19), $k_{I}$ diverges in this case, and one may restrict the analysis to the $I$ paths that are normal to $\Sigma_{2}$. It is evident that the $I$ paths join corresponding trajectories in the two disjoint classically allowed regions. As a consistency check of our theory, we present in the following a discussion of tunneling in a separable potential field.

## F. Separable potential problem

Consider a potential field given by

$$
\begin{equation*}
V(\mathbf{r})=V_{1}(x)+V_{2}(y)+V_{3}(z) \tag{2.26}
\end{equation*}
$$

which vanishes at infinity. Assume that the potential barrier exists only in the $x$ direction and the incident wave function tends asymptotically, as $x \rightarrow-\infty$, to

$$
\begin{equation*}
\Psi(\mathbf{r})=\exp \left(i k_{0 x} x+i k_{0 y} y+i k_{0 z} z\right) \tag{2.27}
\end{equation*}
$$

Here subscript 0 denotes the value as $x \rightarrow-\infty$. In the classically allowed region, the WKB wave function can be described by a set of paths, or rays, which satisfy Newton's equations. The separability requires these paths to be reflected at a surface of constant $x$ on which $k_{x}$ vanishes. This is the turning surface or the caustic $\Sigma_{1}$ for this problem. To construct the wave function to the right of $\Sigma_{1}$, we notice that the tangential component of the wave vector must be continuous across the turning surface to satisfy the continuity of flux. Then, in the forbidden region, just inside the caustic, we have an equiamplitude surface with known $k_{y}, k_{z}$, and $k_{x} \sim 0$. It is easy to see that in this case $\mathbf{k}_{R}=\mathbf{k}_{y}+\mathbf{k}_{z}$ and $k_{I}=-i k_{x}$. These components of the complex wave vector can in this case also be defined, respectively, as the parallel and normal components, relative to the turning surface. In the neighborhood of the turning plane the $R$ paths are straight lines. It follows from Eq. (2.23) that the change in $k_{x}$ (which here is $i k_{I}$ ) along the $x$ direction is

$$
\begin{equation*}
\frac{\partial k_{x}}{\partial x}=\frac{k}{k_{x}} \frac{\partial k}{\partial x}=-\frac{m}{\hbar^{2} k_{x}} \frac{d V_{1}(x)}{d x} . \tag{2.28}
\end{equation*}
$$

Here we have used Eq. (2.26). Hence following the general reasoning described in Sec. II D, we conclude that in the entire forbidden region $k_{x}$ is a function of $x$ only. Consequently, the equiamplitude surfaces are planes of constant $x$. That is, in the forbidden region, the $I$ paths are parallel to the $x$ axis and the $R$ paths are in the $y-z$ planes. A similar argument can be applied at the second turning surface $\Sigma_{2}$ in order to join the solutions across the boundary. To the right of $\Sigma_{2}$, i.e., in region III, Newton's equations can be used to construct classical paths. This concludes the demonstration of the consistency of the method presented in Sec. II D with the known result for separable potential problems.

## III. DISCUSSION AND CONCLUSIONS

## A. Construction of the WKB wave function in multidimensional space

In this paper, we have investigated the WKB approximation for tunneling calculations in a multidimensional nonseparable potential field. To obtain the wave function in a region including the barrier, we started in a classically allowed region the construction of a family of paths associated with the wave front, on which the boundary conditions are specified. The turning surfaces (caustics) are surfaces on which either the wave vector $\mathbf{k}$ vanishes (i.e., for paths of normal incidence) or the paths cross each other. In the latter case, the family of the paths does not have a unique wave front at the turning surface, which is the envelope of the paths traced in the allowed region. The wave vector $\mathbf{k}$ at the turning surface, when it does not vanish, is tangent to this surface. Furthermore, $\mathbf{k}=\mathbf{k}_{R}$ just inside the forbidden region.

In order to calculate the wave function in the forbidden region we require, besides $\mathbf{k}_{R}$, another wave vector $\mathbf{k}_{I}$, which is always perpendicular to $\mathbf{k}_{R}$. That is, in this region, we identify two mutually perpendicular sets of rays or paths, the $R$ and $I$ paths with tangent vectors $\mathbf{k}_{R}$ and $\mathbf{k}_{I}$, respectively. In contrast to the rays in an allowed region, these paths, in general, cannot be determined independently one by one. As noted above, we propose to use the $R$ and $I$ paths to determine the Hamilton characteristic $W$. In Sec. II D, we showed how to construct formally the surfaces of constant $W_{0 I}$. This construction is sequential across the forbidden region, in which both $R$ and $I$ paths are determined simultaneously.

As a by-product of this construction, we also obtained two sets of coupled equations satisfied by the $R$ and $I$ paths. Although neither an analytical nor a computational approach to obtain the explicit solution of these equations is available, our geometric construction is a solution of these equations subject to proper boundary conditions. The method is general and applicable to any tunneling problem as long as the WKB approximation, Eqs. (2.3)-(2.5), is valid. In the following we discuss several of the characteristics of multidimensional tunneling that can be deduced from our solution.

## B. Tunneling at normal incidence to the turning surface

First we shall consider the use of Newton's equations with inverted potential and energy to obtain the trajectories in the forbidden region. From Sec. II we know that this is justified when the incoming wave is normally incident at the turning surface; in this case the tangential component of the wave vector vanishes on the turning surface, and hence $k_{R}$ remains zero in the entire forbidden region. Thus one set of wave fronts (i.e., the set of constant $W_{0 I}$ surfaces) suffices to describe the WKB wave function in the forbidden region. The wave function can be equivalently described by the $I$ paths, which satisfy Eq. (2.24a). These equations reduce, in this case, to the semiclassical path equations and can be derived from Newton's equations of motion with inverted potential
and energy.
The semiclassical treatment of the path decomposition expansion method introduced by AK (Ref. 21) effectively assumes the tunneling particle to be normally incident. In this case, tunneling can be described by the $I$ paths which correspond to the instanton paths in their papers. This treatment is valid for tunneling from a well because for a fixed total energy the normally incident wave has the smallest exponential decrement, and hence dominates the other contributions to the tunneling rate.

## C. Turning surfaces in multidimensional tunneling

Next, we consider the determination of the multidimensional turning surfaces. It has been argued ${ }^{24}$ that "for nonseparable potentials one cannot uniquely define the kinetic energy for a particular coordinate, thus it is impossible to obtain the turning points." From Eq. (2.15), it is clear that the turning surfaces are determined by either of two independent conditions: $k(\mathbf{r})=0$ (normal incidence), or $\sigma(\mathbf{r})=0$ (the cross section of the flux tube vanishes). Evidently in the second case it is impossible to determine the turning surface in terms of only a single classical trajectory. Thus in a multidimensional space one has, in general, to use a family of classical trajectories and to locate the surfaces on which either $k(\mathbf{r})$ or $\sigma(\mathbf{r})$ vanishes in order to obtain the turning surfaces. Note that the turning surfaces are determined not only by the potential field but also by the boundary conditions. That is, different families of classical trajectories do not, in general, have the same turning surface. For example, in a potential field that depends on $x$ only, the turning surface for a plane wave is a flat plane. However, for a point source, the turning surface could be a paraboloid of revolution.

## D. Most probable tunneling path

In some multidimensional tunneling theories, ${ }^{18,31}$ it is suggested that the tunneling calculation can be performed by evaluating the contributions from single or at most a few locally most probable paths and their respective neighborhoods included in an appropriate flux "tube." Consider the cases presented in Fig. 3. In the first example all trajectories are normal at the incident turning surface. These trajectories are continued by $I$ paths into the forbidden region. Because $k_{R}=0$, these paths can be determined independently by Eq. (2.9), and a set of these paths can be constructed. The contribution from each of these paths can be evaluated easily and independently. The tube concept does not have in this case any advantage in the calculation of the tunneling current density. In fact, interpreting the tube as a device to introduce a line-shape broadening of the tunneling probability density, we recognize that the tunneling current density may have structure easily missed by the Gaussian line shape.

## E. Complex tunneling time

The preceding analysis also allows us to answer the question concerning the complex time in tunneling calcu-
lation. ${ }^{40,41}$ Here the intent is to extend the expression

$$
\begin{equation*}
t=\int_{\mathrm{r}_{1}}^{\mathrm{r}_{2}} \frac{d \xi}{\sqrt{2[E-V(\mathrm{r})] / m}} \tag{3.1}
\end{equation*}
$$

into the forbidden region. But as discussed above, a single trajectory is in general not sufficient to determine the turning surface. In particular, a single trajectory does not determine its intersection with the caustic except when this trajectory is at normal incidence. Only when a family of paths is specified will we be able to separate the allowed from the forbidden region. Therefore, in general, multidimensional tunneling theory can not be formulated in terms of a complex time associated with a single trajectory.

However, if the point $\mathbf{r}_{1}$ is taken to be the location of a point source, then this boundary condition allows a family of paths to be constructed. All of these paths emerge from the point. Thus the procedure presented in Sec. II D can be followed to obtain the paths in the different regions. Two end points belonging to different classically allowed regions can be joined by two segments of the classical trajectory which are connected by an I path as shown in Fig. 3. The preceding discussion amounts to a generalization of Eq. (3.1) to the complex valued expression

$$
\begin{align*}
t= & \int_{\mathrm{r}_{1}}^{\mathrm{a}} \frac{d \xi}{\sqrt{2[E-V(\mathbf{r})] / m}}+\int_{\mathrm{b}}^{\mathrm{r}_{2}} \frac{d \xi}{\sqrt{2[E-V(\mathbf{r})] / m}} \\
& +i \int_{\mathrm{a}}^{\mathrm{b}} d \xi \frac{m}{\hbar k_{I}(\mathbf{r})} . \tag{3.2}
\end{align*}
$$

Here, $\mathbf{a}$ and $\mathbf{b}$ are adjacent turning points. The third term involves an integral over the forbidden region of the unknown function $k_{I}(\mathbf{r})$, which has been shown in Sec. II D to depend on the neighboring paths which have to be calculated. It appears that the determination of these additional paths involves a construction similar to that described in Sec. IID. The difficulty of implementing this procedure probably is equal to that of the method presented in that section. Again, if the incidence is normal to the first turning surface, then in the forbidden region we have $k_{R}=0$ and $k_{I}=-i k$. Thus in this case the integrand in the third term in Eq. (3.2) is known. In fact, the analysis is not different from that in the allowed region except that time becomes purely imaginary because $E<V(\mathbf{r})$. It has been shown that for one-dimensional tunneling, the complex time method recovers the WKB approximation. ${ }^{40}$

## F. Spatial complex trajectories

Finally, we turn to the problem of trajectory with complex spatial coordinates. ${ }^{42}$ This is not essentially different from the complex trajectories introduced by the complex time scheme above. Trajectories can be always expressed in terms of a single parameter, either the time or a spatial coordinate. It can be real or complex. We emphasize once more that any attempt to use a single trajectory to describe tunneling in a multidimensional space is bound to fail. This is due to the fact that except for some special cases mentioned above, e.g., normal incidence and se-
parable problems, the phenomenon can be adequately described only in terms of two sets of paths.

## G. Conclusions and results

We applied the WKB method to tunneling in multidimensional and nonseparable potentials. In the classically allowed regions our method leads to the standard semiclassical approximation. In the classically forbidden region, we introduce two sets of real, mutually perpendicular paths, called $I$ and $R$ paths, which are defined to be normal to the constant (amplitude) $W_{0 I}$ surfaces and constant (phase) $W_{0 R}$ surfaces, respectively. These paths characterize the WKB-type wave function and its propagation. Classical trajectories, in two disjoint and classically allowed regions, are joined in the forbidden region by corresponding $I$ paths. The $I$ and $R$ paths obey two sets of coupled ordinary differential equations which obviously differ from Newton's equations, though they resemble them. Specifically, if the incidence of all the classical trajectories is normal to the turning surface, the path equations decouple. In this case, the WKB method used in the classically allowed regions is directly applicable in the adjacent forbidden region. This procedure was, in fact, followed by Das and Mahanty ${ }^{13}$ and Huang, Cutler, and Feuchtwang. ${ }^{36}$ Finally, we note that the path equations, Eq. (2.24), may be interpreted as the EulerLagrange equations of the two constained variational principles $\delta W_{0 I}=0$ and $\delta W_{0 R}=0$ subject to the constaint given by Eq. (2.19). These variational principles reduce, in the classically allowed regions, to the principle $\delta W_{0}=0$, whose Euler-Lagrange equations are Eqs. (2.9).

We are currently studying two alternative multidimensional WKB-type methods: the complex time scheme described in Sec. III E and the technique of spatially complex trajectories, described in Sec. III F. In both cases, it appears that the role of the real $I$ path in joining classical trajectories across a forbidden region will be assumed by complex trajectories.
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## APPENDIX A: PROOF OF EQ. (2.9)

Consider the following integral for a function called $W_{0 R}(\mathbf{r}):$

$$
\begin{equation*}
W_{0 R}(\mathbf{r})=\hbar \int^{\mathbf{r}} k(\mathbf{x}) d \xi \tag{A1}
\end{equation*}
$$

If the end point $\mathbf{r}$ changes to $\mathbf{r}+\Delta \mathbf{r}, W_{0 R}$ will be changed by $\Delta W_{0 R}$,

$$
\begin{equation*}
\Delta W_{0 R}(\mathbf{r})=\hbar \Delta \int^{\mathrm{r}} k(\mathbf{x}) \sqrt{x_{n}^{\prime} x_{n}^{\prime}} d \xi \tag{A2}
\end{equation*}
$$

that is,

$$
\begin{align*}
\Delta W_{0 R}(\mathbf{r})= & \hbar \int^{\mathrm{r}}\left[\frac{\partial k}{\partial x_{i}} \sqrt{x_{n}^{\prime} x_{n}^{\prime}}\right. \\
& \left.-\frac{d}{d \xi} \left\lvert\, k(\mathbf{x}) \frac{x_{i}^{\prime}}{\sqrt{x_{n}^{\prime} x_{n}^{\prime}}}\right.\right] \mid \delta x_{i} d \xi \\
+ & \left.\hbar \left\lvert\, k(\mathbf{x}) \frac{x_{i}^{\prime} \Delta x_{i}}{\sqrt{x_{n}^{\prime} x_{n}^{\prime}}}\right.\right]\left.\right|^{\mathrm{r}} \tag{A3}
\end{align*}
$$

where the prime denotes the derivative with respect to $\xi$. If we require that the change of $r$ be perpendicular to the constant $W_{0 R}$ surface, then $d \mathbf{r} / d \xi$ is in the direction of $\nabla W_{0 R}$, and Eq. (2.7b) becomes

$$
\begin{equation*}
\nabla W_{0 R}=\hbar k \frac{d \mathbf{r}}{d \xi} \tag{A4}
\end{equation*}
$$

Thus substituting Eq. (A4) into Eq. (A3), we conclude that the first term on the right-hand side of Eq. (A3) must vanish. However, since $\delta x_{i}$ is arbitrary, the expression enclosed by square brackets must vanish, i.e.,

$$
\begin{equation*}
\frac{\partial k}{\partial x_{i}} \sqrt{x_{n}^{\prime} x_{n}^{\prime}}-\frac{d}{d \xi}\left[k(\mathbf{x}) \frac{x_{i}^{\prime}}{\sqrt{x_{n}^{\prime} x_{n}^{\prime}}}\right]=0, \quad i=1,2,3 . \tag{A5}
\end{equation*}
$$

These are the Euler-Lagrange equations for the variational principle $\delta W_{0 R}=0$, with fixed end points. With the help of Eq. (2.8), Eq. (A5) leads to Eq. (2.9). A completely analogous analysis applies in the classically forbidden region for the two paths, and leads to the two variational principles $\delta W_{0 I}=0$ and $\delta W_{0 R}=0$, respectively.

## APPENDIX B: PROOF OF EQ. (2.22)

First we show that the error in replacing an infinitesimal arc length by a straight line is a third-order quantity. Let the arc length be $\Delta \lambda$, the corresponding straight line length be $\Delta \xi$, and the radius of the curvature of the segment be $R$, then we have

$$
\begin{equation*}
\Delta \lambda=(\Delta \theta) R \tag{B1}
\end{equation*}
$$

where $\Delta \theta$ is the angle subtended by the arc, and
$\Delta \xi=2 R \sin (\Delta \theta / 2)=2 R\left[(\Delta \theta / 2)-\frac{(\Delta \theta / 2)^{3}}{6}+\cdots\right)$.
With the help of Eq. (B1) we have

$$
\begin{equation*}
\Delta \xi=\Delta \lambda-\frac{(\Delta \lambda)^{3}}{24 R^{2}}+\cdots \tag{B2}
\end{equation*}
$$

In the derivation of Eq. (2.22), second-order terms are needed. However, one can still interchange the arc length increment with a straight-line segment approximation.

Through every point $M$ on a $W_{0 I}$ surface, there pass a $R$ path and an $I$ path. The intersections of these paths with the $W_{0 R}+\Delta W_{0 R}$ and $W_{0 I}+\Delta W_{0 I}$ surfaces are
called points $N$ and $M^{\prime}$, respectively. Using $M^{\prime}$, we can also define a point $Q$ as the intersection of the $R$ path with the $W_{0 R}+\Delta W_{0 R}$ surface. The quantities $\Delta \xi$ and $\Delta \xi$ shown in Fig. 2 can be calculated as follows: $W_{O R}(\mathbf{r})$ at point $M$ can be written as $W_{0 R}\left(\mathrm{r}_{1}(\xi)\right)$ and at point $N$ as $W_{0 R}\left(\mathrm{r}_{1}(\xi+\Delta \xi)\right.$ ), where $\mathrm{r}_{1}(\xi)$ represents the $R$ path. Using Taylor expansion, we have

$$
\begin{align*}
W_{0 R}\left(\mathrm{r}_{1}(\xi+\Delta \xi)\right)= & W_{0 R}\left(\mathrm{r}_{1}(\xi)\right)+\left.\frac{\partial W_{0 R}}{\partial \xi}\right|_{\xi} \Delta \xi \\
& +\left.\frac{\partial^{2} W_{0 R}}{\partial \xi^{2}}\right|_{\xi} \frac{\Delta \xi^{2}}{2}+O\left(\Delta \xi^{3}\right) \\
= & W_{0 R}\left(\mathrm{r}_{1}(\xi)\right)+\hbar k_{R}\left(\mathrm{r}_{1}(\xi)\right) \Delta \xi \\
& +\left.\hbar \frac{\partial k_{R}}{\partial \xi}\right|_{\xi} \frac{\Delta \xi^{2}}{2}+O\left(\Delta \xi^{3}\right) \tag{B3}
\end{align*}
$$

Similarly, the $W_{0 R}(\mathbf{r})$ values at points $M^{\prime}$ and $Q$ satisfy the following relation:

$$
\begin{align*}
W_{0 R}\left(\mathrm{r}_{2}\left(\xi^{\prime}+\Delta \xi^{\prime}\right)\right)= & W_{0 R}\left(\mathrm{r}_{2}\left(\xi^{\prime}\right)\right)+\hbar k_{R}\left(\mathrm{r}_{2}\left(\xi^{\prime}\right)\right) \Delta \xi^{\prime} \\
& +\left.\hbar \frac{\partial k_{R}}{\partial \xi}\right|_{\xi^{\prime}} \frac{\Delta \xi^{\prime 2}}{2}+O\left(\Delta \xi^{\prime 3}\right) \tag{B4}
\end{align*}
$$

Points $M$ and $M^{\prime}$ have the same $W_{0 R}$, and points $N$ and $Q$ also have the same $W_{0 R}$. Hence we obtain with the help of Eqs. (B3) and (B4),

$$
\begin{equation*}
\frac{\partial k_{R}}{\partial \xi}=-k_{R} \frac{\Delta \Delta \xi}{\Delta \zeta \Delta \xi} \tag{B5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta \Delta \xi \equiv \Delta \xi^{\prime}-\Delta \xi \tag{B6}
\end{equation*}
$$

Now, let us define a plane based on the points $M, M^{\prime}$, and $N$. We may draw a line $M^{\prime} Q^{\prime}$ in the plane $M M^{\prime} N$ to be parallel to $M N$, and terminate the line at the $W_{0 R}+\Delta W_{0 R}$ surface. By applying the law of sine to the triangle $M^{\prime} Q Q^{\prime}$, we obtain

$$
\begin{equation*}
\frac{\overline{M^{\prime} Q^{\prime}}}{\overline{M^{\prime} Q}}=\frac{\sin (\pi / 2-\Delta \alpha)}{\sin (\pi / 2-\Delta \beta)} \tag{B7}
\end{equation*}
$$

Due to the fact that both $M^{\prime} Q$ and $M^{\prime} Q^{\prime}$ are perpendicular to the $W_{0 R}+\Delta W_{0 R}$ surface as $\Delta \zeta \rightarrow 0$, we have $\Delta \alpha \propto \Delta \zeta, \Delta \beta \propto \Delta \zeta$, and

$$
\begin{equation*}
\overline{M^{\prime} Q^{\prime}}=\overline{M^{\prime} Q}+O\left(\overline{M^{\prime} Q} \Delta \zeta^{2}\right) \tag{B8}
\end{equation*}
$$

We may write

$$
\begin{equation*}
\Delta \Delta \xi=\Delta \theta \Delta \xi \tag{B9}
\end{equation*}
$$

where $\Delta \theta$ is the angle formed by the lines $N Q^{\prime}$ and $M M^{\prime}$. Note that these two lines are on the plane $M M^{\prime} N$ and are perpendicular to the $R$ path $M N$. Substituting Eq. (B9) into Eq. (B5), we have Eq. (2.22).
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