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Chaos is characterized by sensitive dependence on initial conditions. Trajectories determined by
coupled, ordinary differential equations show sensitive dependence when their associated Liapunov
exponent is positive. The Liapunov exponent is positive if the Jacobi matrix associated with the
coupled differential equations has an eigenvalue with a positive real part, on the average, as the
Jacobi matrix evolves along the trajectory. For macrovariable equations, there are also fluctuation
equations which follow the macrovariable trajectories. The covariance matrix for these fluctuations
evolves according to an equation in which the Jacobi matrix for the deterministic motion plays the
dominant role. For a chaotic trajectory, the covariance matrix grows exponentially. This means
that for macrovariable equations that imply chaos, the construction of the macrovariable equations
out of an underlying master equation is no longer valid. The macrovariable equations cease to be
physical, and the physical description must be done entirely at the master equation level of descrip-
tion where the fluctuations, which are very large scale, can be properly treated. In parallel with this
analysis, the correspondence limit connecting the time evolution of the Wigner distribution with
Liouville’s equation breaks down when the classical motion is strongly chaotic. This implies that
strongly chaotic classical dynamics must be treated quantum mechanically in order to properly
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treat the quantum fluctuations which have grown macroscopically large.

confirmation of these ideas is discussed.

I. WHAT IS CHAOS?

Consider a system of coupled, first-order differential
equations of the form

i1~x,4(t)=F,~(x(t)) , (1)
dt
where i =1,2,..., N and x(t) denotes the N-dimensional

vector with components x;. The functions F; are general-
ly nonlinear. Because these equations are first order in
the time derivative, initial conditions give rise to unique
trajectories. Chaos is very sensitive dependence of the
trajectory x(t) on the initial conditions.

This sensitive dependence can be made quantitative by
introducing the concept of a Liapunov exponent.! First,
consider the instantaneous, local linearization around the
trajectory x(z). Let Ax denote a small deviation from
x(t) at time t. For a short time, Ax evolves according to

d

dt
in which summation over k is implicit and J;; is the Jaco-
bi matrix defined by

J,= OF, 3
ik axk . )

Axi:JikAxk ’ (2)

The nonlinearity of the F;’s implies that J;; is an explicit
function of x(#). As the trajectory evolves in time, the
matrix elements J;;, also evolve. At each instant of time,
one may compute the eigenvalues of J;, . If at least one
eigenvalue has a positive real part, there is an instantane-
ous, local tendency for the magnitude of Ax to grow,
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along a direction corresponding to the associated eigen-
vector. As the trajectory evolves, and J;, also evolves,
such a tendency is averaged over the course of the trajec-
tory and this leads to the definition of the Liapunov ex-
ponent.

Let

d(x0,2)=||Ax(x4,2)|| )

be the length of the deviation vector at time ¢ that started
at t =0 from x=x;,. We have used the notation || || for
the Euclidean metric in an N-dimensional space. The
Liapunov exponent A is defined by!

d(Xo,t)
d (x0,0)

A= lim —l—ln
t— 0 t

d(%5,0)—0

(5)

If A>0, then initially close trajectories exponentiate
apart with an initial rate A. This is what is meant by sen-
sitive dependence on initial conditions. If (1) describes a
dissipative dynamics and parameters are chosen so that
trajectories approach a globally stable attracting fixed
point, then A <0. If a limit cycle is the attractor, then
A=0. But if the attractor is that for a chaotic trajectory
(dissipative or Hamiltonian dynamics), then A > 0.

There is another representation of the dynamics in (1)
which will prove useful below. We may describe the dy-
namics in (1) by a conserved probability flow for the
probability distribution P (x,1):

3 —__ 9
o P 0=~ 5 PR (6)

with the initial condition P (x,0)=8(x—x,). Equation (6)
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is simply the continuity equation for a conserved proba-
bility flow with probability flux FP. Since it is first order
on both the left- and right-hand sides, it is straightfor-
ward to prove that it has the solution

P(x,t)=08(x—x(1)), (7)

where x(¢) is the solution to Eq. (1). Clearly, if we multi-
ply (6) by x, and integrate over d Vx we get

—d—<x,>=<F,.(x)> , (8)
dt

where ( ) denotes averaging with respect to P(x,t).
Since (7) holds, Egs. (1) and (8) are identical. Because this
probability distribution remains a Dirac & function for all
times, it describes a deterministic motion with no fluctua-
tion whatsoever around the deterministic trajectories im-
plied by (1).

We remark in passing that, although (6) is a linear
equation in P, it nevertheless describes chaos. Whenever
the x(¢) trajectory is chaotic, the P distribution simply
follows the x(?) trajectory, and also exhibits chaos. One
may think of (6) as an example of Liouville’s equation,
the name we use for it below.

The key points developed here are that the magnitude
of the Liapunov exponent is determined by the time-
evolving Jacobi matrix, and that Liouville’s equation pro-
vides a description of the dynamics equivalent to (1) when
its solution is the Dirac & function solution that follows
the trajectory. In the following sections of this paper, we
will return to these key points for the discussions of both
molecular fluctuations and the correspondence limit.

II. MOLECULAR FLUCTUATIONS

Macrovariable equations are phenomenological
descriptions of physical or chemical phenomena at the
macroscopic level rather than many-particle descriptions
at the fundamental microscopic level. We briefly discuss
two examples below: hydrodynamics and chemical reac-
tions.

The hydrodynamic equations are?

% =—V-(pu), 9)
() 0

P Eua—i-u.Vua 2—5;—/3"})&3 ) (10)
d _

plgetuVe | ==Vq=PyD, (1

in which p is the mass density, u is the velocity field, € is
the energy field per unit mass, P,z is the stress tensor, q
is the heat flux, and D,z is the strain tensor. In this
form, these equations represent conservation of mass,
momentum, and energy, respectively. They do not con-
stitute a closed description,® however, because the quanti-
ties on the right-hand side, such as Pz and q, are not ex-
pressed solely in terms of the quantities of the left-hand
side. This can be remedied by introducing the constitu-
tive relations and equations of state which then produce a
well-posed mathematical description. Usually, one ends
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up with a closed description in the quantities p, u, and T
where T is the temperature field. Because these quanti-
ties represent macroscopic amounts of matter, they have
associated with them molecular fluctuations.*> For ex-
ample, in the description of the hydrodynamics of water,
p, u, and T may refer to the quantities found for a cubic
micrometer of water (this is a ‘“macroscopic” amount)
which contains ~ 10'! water molecules. From the macro-
scopic viewpoint, the cubic micrometer is thought of as a
point, but there will be molecular fluctuations associated
with p, u, and T. The theory for these fluctuations is well
worked out and is used to compute light scattering
profiles that have been repeatedly confirmed with mea-
surements.®
A bimolecular reaction
k,
A+B—>C+D (12)
kb

is described by the mass action equation’
.;i_tgzkaACB—kbCCCD > (13)

in which C,, etc. are the concentrations of the various
chemical species and & is the reaction progress variable.
C , is the concentration of species A4 in the total volume
of the reaction and no spatial variations are contemplat-
ed. This situation is realized from a macroscopic
viewpoint in a “continuously stirred tank reactor.” Nev-
ertheless, chemicals are molecules and each concentra-
tion has associated with it a molecular fluctuation. Once
again, the theory for such fluctuations is well estab-
lished.”

A rather general theoretical approach has been
developed to deepen our understanding of how funda-
mental microscopic dynamics gives rise to macroscopic,
deterministic equations and their associated molecular
fluctuation equations. This is the master equation ap-
proach.®!% In essence, it is a mesoscopic description of
dynamics, intermediate between the truly microscopic,
many-particle dynamics and the macroscopic phenome-
nology. For mass action chemical reactions, the
McQuarrie master equation® is very well established.’
For dilute gas hydrodynamics, Boltzmann’s equation
serves the role of the master equation,>® and for
moderately dense gases the Boltzmann-Enskog equation
does likewise.'""'? For liquids, however, no master equa-
tion or equivalent is widely accepted, so that one of the
upshots of the proposals to be enunciated below will be
establishing such a master equation construct for hydro-
dynamics in order to use it to test other of our proposals.
Modern kinetic theory may have already taken us a long
way towards this particular goal.

All master equations may be put into the form!'°

a f— i ’ ’ ’
S Plen= [ d¥%Wiec P,

—Wi(c',c)P(c,t)], (14)

in which ¢ and ¢’ denote the macrovariables, P(c,t?) is the
probability distribution for the macrovariables at time ¢,
and Wi(c,c’) is the transition distribution for changes in
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the macrovariables. W(c,c’) determines how much ¢’
changes in an infinitesimal time interval, Az. Normally,
this change is by a molecular amount, but at a macro-
scopic rate. This means the following. Let  character-
ize the macroscopic size of the system (e.g., 1 could be
the total volume). Normally, W causes a change in ¢’
components of size 1/ at a rate ~Q. We may make
this quantitative by looking at the moments of W:

Ki(l)(c)_—_f ch’(cl"'"C,)W(C’,C) ’ (15
KPler= J ave—eg —ewicer, a6

(p) ’
K7 (e) =[a" ][:11 W(c,c). (7
The preceding remarks imply that for large Q,
K®»~@Q~?~D  In addition, it may be shown that the
master equation (14) is equivalent to the Kramers-
Moyal'*~ ! partial differential equation

d d 1 9
—P=——(K!"P)+ - ———(KP'P)+
ot 8c,~ ! 2 dc;0c; Y

[had)
(

‘P’ P+ (18)

P

We are now in a position to take the “‘macroscopic lim-
it,” i.e., Q— oo. The result is the first-order Liouville

equation:'* "1
%Pw=—£——(1<,“’wpm). (19)

1
This equation has the Dirac & solution

P_(c,t)=8(c—cl(t)), (20)

where c(?) solves the equation

iq(t)=K,‘”°°(c(t)) . 1)

dt
Clearly, if we multiply (19) by ¢; and integrate over dPe,
we get

i(c,-)=(K}”°°(c)>, (22)
dt

where {( ) denotes averaging with respect to P . Since
(20) holds, Egs. (21) and (22) are identical. Thus the mac-
roscopic limit yields a deterministic, macrovariable equa-
tion. In constructing the master equation for a particular
macrovariable dynamics, the goal is to have (21) be iden-
tical with the original macrovariable dynamics.
Mathematically, there are many W’s which can do this,
and which one is correct must be decided by the meso-
scopic physics underlying the macrovariable equation.

We can also obtain the fluctuations around the deter-
ministic dynamics in (21) by further analysis of the
Kramers-Moyal equation (18).!%1>17 We introduce the
scaled deviations g (fluctuations) from the deterministic
motion c(¢) defined by

¢, =c;()+Q V2, . (23)

Using (21) and replacing ¢ in (18) by (23) and then
Taylor-expanding all functions with respect to u, yields
and equation for the distribution of the fluctuations,
o(p,t):

:_i 9 (s
d)y, o, aCjK, (c(t)p;dlp, 1)
L9 poqe()giun) (24)
2 a#za:u’j Y ’ ’
in which R %' is defined by
R}}= Jim QK (c(n) . (25)

Both K'"* and R'? depend on the determination trajec-
tory, c(t), determined by (21). In fact, the coefficients of
the u terms in the first part of the right-hand side of (24)
(the “streaming term”) are precisely the Jacobi matrix for
(21):

aK (1)ec
J. =—
i ac, (26)
Introduce the covariance matrix C,; defined by
Cr/:<.u'i”j> ’ 27

in which { ) now denotes averaging with respect to

¢(u,t). Equation 24) may be used to prove that C;
satisfies the equation’

d

Ec,szikckj+ciijk+R;j2’ . (28)

Thus, not only does J;; govern the determination of the
Liapunov exponent for the deterministic macrovariable
equation (21), but it also governs the evolution of the fluc-
tuation covariance matrix through Eq. (28). J; inherits
time dependence from (21) through its explicit depen-
dence on c(t).

Normally, the dynamics begins with some precise ini-
tial state, c(0) and no initial covariances, C; (0) 0. The
R ‘2) term in (28) drives the growth of a nonzero Cy-

Kelzer and Tilden'® studied the growth of G for sim-
ple limit cycles and for chaotic trajectories generated by
the Rossler model.!”” Their numerical studies showed
that for a chaotic trajectory, C;; grew exponentially at a
rate that appeared to be twice the Liapunov exponent for
that trajectory. We have recently proved that this obser-
vation is not an accident.?®

Equation (28) may be considered to be an equation for
the evolution of the *“vector” C;;. Consider the metric for
this space defined by

|C||=(trC*)!/* . 29)
The corresponding Liapunov exponent A is defined by

[trC¥(1)]'?

. 1
Ae= lim —1
¢ " Trc20)7172

t— t

trC4(0)—0

(30)

On account of the common role of J;; for both A and A,
we were able to prove?



Ae=2A, (31)

in which A is the Liapunov exponent for the dynamics
given in (21), and for which A is defined as in (5).

Before proceeding to the radical consequences of the
exponential growth of the covariance matrix for a chaotic
macrovariable trajectory, it is important to emphasize the
two distinct ways in which we use Eq. (28). For non-
chaotic trajectories, that approach stable steady states,
the covariance matrix elments remain very small [of or-
der unity for the scaling in (23), which means that the
unscaled covariance matrix elements are of order 1/Q],
and represent the physically real fluctuations “carried on
the back” of the deterministic motion.” However, for the
chaotic trajectories, for which the covariance matrix ele-
ments diverge exponentially, we no longer view them as
physically correct since they ultimately grow much too
large, and because their origin is in Eq. (24), which fol-
lowed from (18), provided they are not too large. Never-
theless, we have found that Eq. (28) may be used as a
purely mathematical device for computing the Liapunov
exponent. Thus we have used it to compute Liapunov ex-

ponents for the Rossler and Lorenz models®' and have
obtained three-decimal-place agreement with standard
methods.! Moreover, when (28) implies that the covari-
ance matrix elements diverge for a chaotic trajectory, the
real physical fluctuations do indeed grow very large.
While (28) is not an accurate way to handle large physical
fluctuations, the underlying master equation (14) still is.
Therefore we use (28) to compute A, but we revert to (14)
to do the physical treatment of the dynamics.

The radical consequence of chaos for the macrovari-
able dynamics is that the justification for the macrovari-
able equation (21) from the underlying master equation
(14) breaks down. The reason for this breakdown is that
the Dirac 6 function solution to (19) given in (20) is not a
stable solution to (19). The slightest bit of width added to
the Dirac 6 distribution leads to exponentially growing
covariance matrix elements. Thus any initial distribution
other than P (c,0)=8(c—c(0)) will not evolve like the
expression in (20). Consequently, (22) will not reduce to
(21) since the average of nonlinear terms such as
(K!V*=(c)) does not reduce to the nonlinear functions of
the averages K"'*({c)). Simply put, the contraction of
the master equation into a deterministic macrovariable
equation does not occur. A proper description of the dy-
namics and its associated, large scale fluctuations must be
done at the mesoscopic level of the master equation.

There are several picturesque ways of expressing this
result for more specific situations. For example, when
the Navier-Stokes equations (hydrodynamics) predict
chaos (numerically?? they are certainly able to do so), the
Navier-Stokes equations are no longer valid; or, you can-
not get a theory of turbulence from Navier-Stokes alone.
Similarly, when the mass action chemical reaction equa-
tions imply chaos (numerically), these equations are phys-
ically invalid.

There is an important provision to this conclusion and
each of its particular realizations. The invalidity of the
Dirac & function solution to (19) which is at the core of
our results reflects its instability with respect to any sort
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of initial probability distribution width. Nevertheless, if
the initial width is very small and the Liapunov exponent
for the chaotic trajectory is also very small, the instability
may take a very long time to manifest itself. Thus the
Dirac 8 function solution may prove to be a very good
approximation over a time interval which is longer than
the time taken to do the associated experiment. For ex-
ample, one may say that Navier-Stokes will work well,
for a while, in the case of “weak” turbulence. Clearly,
for any given situation, one must determine the Liapunov
exponent and size of the initial width in the distribution
[this is determined by R ‘?)(0)], in order to decide wheth-
er or not to discard the macrovariable equations in favor
of the master equation.

Detailed accounts of these phenomena for the Rossler
model, the Lorenz model,?® and the periodically driven
Brussellator?* (a particular chemical reaction with a cu-
bic nonlinearity) may be found in a forthcoming paper
coauthored with Keizer, Tilden, and Fox.?°

III. THE CORRESPONDENCE LIMIT

In Sec. I we showed that there are two equivalent ways
to describe the time evolution of an N variable dynamical
system. Either N coupled first order, ordinary differential
equations are used to determine the unique N variable
trajectories, or an N +1 variable (N x;’s and ?) partial
differential equation, the Liouville equation for the con-
served probability, is used to obtain a Dirac § function
solution that follows precisely the NV variable trajectory.
In classical mechanics, these two alternatives also exist,
although now we have 2N coupled, ordinary differential
equations for N coordinates and their N conjugate mo-
menta, or a 2N + 1 variable partial differential equation,
Liouville’s equation. A quite general treatment of the
correspondence limit for the relationship between quan-
tum mechanics and classical mechanics can be developed
if we focus on the Liouville equation.

In 1932, Wigner published a paper? aimed at obtain-
ing quantum corrections to formulas for thermodynamic
equilibrium. In doing so, he formulated a quantum-
mechanical generalization of Liouville’s equation that be-
comes Liouville’s equation in the correspondence limit
(i.e., as #i—0). The remarkable feature of this correspon-
dence limit which we will exploit here is that it is formal-
ly isomorphic to the connection between the master equa-
tion and the macrovariable equations, specifically to the
connection between (18) and (19). Moreover, by applying
the same procedure!®!'>17 to get from (18) to (24), we can
also obtain an equation for the fluctuations associated
with the Wigner-Liouville connection. Throughout this
presentation the role of Q™! is played by #, and naturally
}— o corresponds with 7—0. The consequences of
these considerations for the correspondence limit when
the classical dynamics is strongly chaotic are radical.

Consider the Hamiltonian

2

n A

H 2 p”’;
k=1 2 k

+V(x,xy " x,) . (32)

The Wigner distribution for this n-coordinated system is
defined® by
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1| .
Wiy o x,pi-p,)= ‘E] S Ly dppr ety ox 0 =y X =)

£

Xexp |2 7 , (33)

Pyt tpy,)

in which the p;’s are ordinary parameters rather than differential operators as in the quantum interpretation of (32). W
is not a probability distribution because it is sometimes negative. However, both of its reduced distributions are the
correct probability distributions,? as is easily proved: [ --- [ dp, - - - dp, W is the probability distribution for the x,’s
and f cev f dx, - - - dx, W is the probability distribution for the p;’s. Wigner showed?® that the time evolution of W is

given by

d
—V
axk

B P D

ot my axk T 2

9P At A

odd

in which the second line is a summation over all
Ayt -+ +A, that are odd. The remarkable features of
this equation are that the #-independent terms are identi-
cal with Liouville’s equation for Hamiltonian (32) treated
classically, and the remaining terms are at least of order
#* and contain at least the third derivative of the poten-
tial, V. This is the equation that parallels the Kramers-
Moyal equation (18) with # in the role of Q~!. Clearly,
all that remains, if i—0, is the classical Liouville equa-
tion, that parallels Eq. (19). It has a Dirac & function
solution that follows the solution to Hamilton’s equations
of motion:

d _pi(1)

2 5i0= m (35)
d (=—-9_

i e (CIURREATIR (36)

In parallel with our treatment of macrovariable fluc-
tuations, Eq. (34) may be analyzed'®!>!” to determine the
quantum fluctuations attending the classical motion. We
introduce the scaled deviations, y; and g;, (fluctuations)
from the classical motion, x;(¢) and p;(¢), defined by

x;=x;(t)+#"u; , (37
p;=p;(t)+#%q; . (38)

Replacing x; and p; in (34) by (37) and (38), and Taylor-
expanding V with respect to the u;’s eventually yields an
equation for the distribution of the fluctuations, ¢(u,q,?):
9 9 9
N, ( Q)= ———— »q, 1
FYLA L ) P (1,9,1)
aZ

+
9x ;0x,

d
Vi, 5;#’(#,(1,!)

+0(h'?) . (39)

In order to satisfy Heisenberg’s uncertainty principle,
this equation must have the initial distribution (for

1 n

P
A
A+ A ; A+ A
Qi n 2i Pl n
vV W (34)
A.”An )‘!"'}‘n! k”.)\" ’
X‘] axn 1 a,,; apn
s
minimum uncertainty) given by
dlu,q,t)= ﬁ —l—exp ——'l—tjz.——Zozq2 (40)
so that
1
(A ]2 (Ag)) ] P =0 ==+ 1)

20 2°

which is the scaled version [see (37) and (38)] of the
Heisenberg uncertainty requirement. Notice that, unlike
(24), Eq. (39) contains no second-order derivatives in y;’s
or g;’s, i.e., no terms like the R 2) terms in (24). This fact
reflects the intrinsic difference between macrovariable
equations described by either (1) or (14) which are dissipa-
tive, and Hamiltonian equations described by either (34)
or (35) and (36) which are conservative. The diffusive R ‘*’
term in (24) also shows up in the covariance equation
(28). We will now turn to the analog of (28) for the
present case.
Let z; for i =1,2,...,2n be defined by

z,=x;, i=12,...,n (42)

and

Z;=pi_,, i=n+ln+2,...,2n. 43)

Hamilton’s equations (35) and (36) may be written in the
form

. — OH
! op; ’ “
__oH
pi axi . (45)
Let the 2n X 2n matrix I be defined by
0 E
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in which Q is the n Xn zero matrix and E is the n Xn
identity matrix. With I, Egs. (44) and (45) may be rewrit-
ten in the form

. _, OH

z; ——Iij'éz—j . (47)
(I, reflects the so-called symplectic structure*® of Hamil-
tonian dynamics.) The Jacobi matrix J,; for this dynam-
ics is just

2

Jij=1x ajjgk , (48)
a 2n X 2n matrix. Now, let n; be defined by

z,=z,(t)+#"y, , (49)
i.e.,

n=u, 1=1,2,...,n (50

n,=q,_,, i=n+1ln+2,...,2n. (51)
Therefore (39) becomes

i (n,t>=—J,-,~n,aim¢(n,t) , (52)

which has precisely the same form as the streaming term
in (24).
Let the covariance matrix C;; be defined by

C,=<(nm;), (53)

in which ( ) defined averaging with respect to ¢(m,t).
Equation (52) implies

d . _

—d_t—czj_Jszkj+Ciijk (54)

and (40) implies the initial conditions for C;; given by

C,=0%,, i,j=12,...,n (55)
1 -

C,-J~T‘28,-j, Li=n+lLn+2,...,2n (56)

C;=0 otherwise . (57

This differs from (28) since there is no R'*’ inhomogenei-
ty. However, for (28) the initial condition on the covari-
ance matrix was that it vanished, and R ‘? causes it to be-
come nonzero, reflecting the underlying fluctuation-
dissipation relation.>”!> In (54), there is no R ‘¥ term be-
cause the underlying dynamics is conservative, but
Heisenberg’s uncertainty principle requires the initial C;;
to be nonzero. Nevertheless, just as with (28), this equa-
tion has a Liapunov exponent defined by (30) and satisfy-
ing identity (31) where this time A is the largest positive
Liapunov exponent implied by the classical dynamics (47)
and governed by the Jacobi matrix (48). This, of course,
means that if the classical trajectory is chaotic (A>0),
then the covariance matrix will diverge, or, in other
words, the quantum fluctuations become macroscopically
large.

The correspondence limit applies when a classical-
mechanical motion is described using the underlying
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quantum mechanics. The correspondence limit is verified
when one shows that the quantum-mechanical treatment
yields the classical motion plus ignorable quantum
corrections. As we have shown above, a minimum uncer-
tainty distribution can be chosen so that the coordinates
have a very small quantum variance, i.e., 0 may be taken
to be very small. However, this implies that the covari-
ance for the conjugate momenta goes like 1/20. If the
expectation values for the momenta are “classical,” then
it is still possible to have the variances 1/20 be very
small compared to the expectations. This is the essence of
the classical correspondence limit for the quantum dy-
namics. (We may also consider the situation in which the
roles of coordinates and momenta are reversed.) Using
the Wigner distribution, we see that these conditions
translate into Liouville’s equation, the classical limit of
(34), along with an initial distribution which is essentially
a Dirac 8 function, since its scaled representation is
governed by the initial distribution for (39), i.e., (40),
which is as narrow as one would like in both the coordi-
nates (o) and the conjugate momenta (1/2¢0/momentum
expectation value). As long as (39), or equivalently (54),
implies that the covariances do not grow large, compared
to the expectation values, this classical limit, the
“correspondence” limit, is maintained. But chaos in the
classical notion clearly invalidates this correspondence
because the Jacobi matrix for the classical motion
governs the growth of quantum fluctuations through Eq.
(54) and creates a positive Liapunov exponent for the
classical motion as well as for the covariance matrix
equation. Thus, when the classical motion is chaotic,
Liouville’s equation does not have a Dirac & function
solution for all time. Its solution is not equivalent to
Hamilton’s equations of motion since averaging over its
non-Dirac 6 function solution will not reproduce
Hamilton’s equations [cf. (21) and (22)]. One must not at-
tempt to contract the Wigner equation description in
such a case. This means one must simply stay with the
original Schrodinger equation for the entire description.
Even though the Schrodinger probability distribution
can be made initially to be as sharp as one would like
around the initial classical variables, strong chaos makes
it grow broad rapidly. These remarks are entirely paral-
lel to our earlier remarks regarding the master equation
and the macrovariable equations and chaos. This also
means there is an identical proviso, i.e., the need to use
quantum mechanics for the description of a chaotic
classical-mechanical motion depends on the initial size of
the quantum fluctuations (% and o) and on the size of A.
It is sometimes possible that the quantum fluctuations
will not become too large to ignore on the time scale of
the computation or experiment involved. One will need
to ascertain by simulation whether or not chaos forces
the abandonment of the classical description. Surely,
chaotic classical motion in the Solar System?’ is an exam-
ple where the quantum fluctuations may safely be ignored
even on an “astronomical” time scale. For more down to
Earth examples, the possibility of macroscopically large
quantum fluctuations in an otherwise classical system is
now seen to be a very real possibility. In parallel with
our earlier picturesque statements for macrovariable
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chaos, one may say that to properly describe classical-
mechanical chaos, one must do quantum mechanics.

In a companion paper,?® a detailed account of how the
correspondence principle works for the nonchaotic or
very weakly chaotic classical case, and then fails for the
strongly chaotic case, is given for the periodically kicked
pendulum. We have used extensive numerical computa-
tion to study the rapid growth of quantum fluctuations in
this example when the classical dynamics is strongly
chaotic.

IV. EXPERIMENTAL CONFIRMATION

There are two specific examples that may readily lead
to experimental testing which we will now discuss. One
is a macrovariable problem: hydrodynamic turbulence;
and the other is an essentially quantum-classical
correspondence problem: the laser. Our initial remarks
apply to both cases.

There does not appear to be any reason to have to in-
vent new kinds of experiments to test the ideas in this pa-
per. Experimenters already use a statistical approach to
these types of problems. There are a wide variety of tech-
niques for measuring moments of variables, entire distri-
bution functions, correlation functions and their power
spectra, for doing light scattering, etc. With either a hy-
drodynamics paradigm or a laser paradigm, there is a set
of deterministic equations which are used to model the
physical system. These equations are usually deemed ap-
propriate on the basis of equilibrium or steady-state mea-
surements and computations. By obtaining parameter
settings that make the solutions to the equations chaotic,
the experimenter can attempt to arrange his apparatus
settings to mimic the mathematical chaos. In reality,
there are various sources of noise that make this compar-
ison difficult. However, noise terms may be added to the
equations used as a model and the influences of these
noise terms can then be deduced by numerical simula-
tion.?” The basic point is that the predicted statistics for
deterministic equations which include various noise
terms (additive and/or multiplicative) are different from
the predictions based upon an underlying master equa-
tion (or the underlying quantum mechanics). For exam-
ple, if we add Gaussian fluctuations to Eq. (1), a Fokker-
Planck equation can be derived in which the streaming
term is governed by the F,’s. However, for chaos, if we
take the view expressed in this paper, we must instead use
the master equation underlying (1), and since (1) is no
longer a valid contraction, the F,’s do not appear any-
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where in this alternative description. We clearly get two
distinct predictions.

Hydrodynamics presents an extra difficulty to which
we alluded in Sec. II. There is as yet no accepted under-
lying master equation. This can probably be attributed to
a combination of the intrinsic difficulty in obtaining one
and, till now, not having any compelling reason to con-
struct one.”3® Nevertheless, the Navier-Stokes equations
produce numerical chaos,?? and to date no one has been
able to claim quantitative agreement between numerical
work and physical measurements. The situation is very
much better for nonchaotic hydrodynamic states created
in the Benard system and in the Taylor-Couette system.’!
The agreement between Navier-Stokes and measurements
is then excellent.

The laser problem not only involves the quantum-
classical correspondence but also has the character of a
macrovariable problem. This is a consequence of using a
few, highly contracted, variables to treat the laser, rather
than the full density matrix.’> By now, it is very evident
that these equations do not adequately model the behav-
ior of real lasers when the lasers are operated under con-
ditions which the laser equations predict lead to strong
chaos.** Clearly, one should attempt to do a much better
mesoscopic, or even full density matrix, modeling job.
The quantum fluctuations have become so large that the
contraction down to simple semiclassical equations in
terms of intensities and molecular state populations is in-
valid. Nevertheless, the measurements already undertak-
en are probably adequate to test these ideas; it is the
correct mesoscopic description and treatment which is
presently lacking.

Another experimental paradigm for the study of large
quantum fluctuations may be the Josephson junction. Its
behavior can be treated as a periodically modulated
damped pendulum.** The Wigner-Liouville correspon-
dence analysis of Sec. III is easily applied to this concrete
case in the undamped case. The damping may present an
unfortunate difficulty, however.
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