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Multiple scattering of MeV atomic and molecular ions traversing ultrathin films
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We have investigated the connection between small-angle multiple scattering and charge-
changing processes for fast atomic and molecular ions traversing ultrathin solid targets. Results for
the atomic ions show a strong target-thickness dependence of the measured final-charge-state distri-
butions. There is also an accompanying dependence of the multiple-scattering widths upon the final

charge state of the ions. These results demonstrate conditions far from equilibrium for these pro-
cesses. A Monte Carlo simulation of particle motion in the foil is described that successfully ac-
counts for these observations. The same simulation is applied to describe the multiple scattering of
diatomic molecular ions and to compute the spread of the internuclear velocity after Coulomb ex-

plosion. It is found that the Coulomb repulsion tends to reduce multiple-scattering components
along the internuclear axis. Consequences for Coulomb-explosion studies of molecular structures
are discussed.

I. INTRODUCTION II, PROPERTIES OF ULTRATHIN TARGETS

Recent studies of the foil-induced dissociation of fast
(MeV) molecular ions have demonstrated a novel ap-
proach to the problem of determining the geometric
structures of molecular ions. ' In these so-called
"Coulomb explosion" experiments, a well-collimated
beam of molecular ions strikes a thin target foil. The
valence electrons of the molecules are rapidly stripped in
this foil, leaving several atomic fragment ions which repel
each other due to the mutual Coulomb forces. It has
been shown that measurements of the laboratory veloci-
ties of all of the resulting fragment ions can be used to
determine the internuclear geometry preceding the disso-
ciation for euery molecule in the beam.

Coulomb explosion experiments, aimed at studying the
nuclear vibrations within polyatomic molecular ions,
have necessitated the development of ultrathin stripper
foils with low multiple-scattering characteristics. A cri-
terion for how thin such strippers should be is to corn-
pare the half-width, due to multiple scattering, of the
measured velocity distributions to that caused by bond
length variations in the molecule due to zero-point vibra-
tions. Ideally, the former should be smaller than the
latter. For 4.5-MeV HzO+ (a typical molecular-ion
beam), a low-Z target of -0.5 pg/cm would make those
two quantities comparable, assuming multiple scattering
and the Coulomb explosion to be independent processes
(corrections to this assumption will be described below).

Ultrathin targets offer several other advantages in such
experiments. For example, for shorter dwell times in the
target, the less important are other solid-state effects in
determining the final velocities of the fragment ions.
Such effects include the electronic polarization of the
solid and the charge-state fluctuations of the dissociation
fragments while in the target. For these reasons, ul-
trathin strippers have recently been employed in these ex-
periments.

We have recently described a procedure for preparing
ultrathin (( I-pg/cm ) films of Formvar. ~ In order to
characterize the thickness of these films, we have mea-
sured the angular spread of well-collimated monatomic
ion beams passing through such targets. While in the tar-
get, the ions undergo rapid electron loss and subsequent
charge exchange, as well as small-angle nuclear scattering
events. The effects of these processes on the ion beam are
dependent on the target thickness. For example, for tar-
gets thicker than about 1 pg/cm, the charge-state distri-
butions of 3.4-MeV C+ and 4.5-MeV 0+ ions are found
to be equilibrated (for the most populous charge states
near the center of the distribution). Specifically, the frac-
tional yields of these charge states are independent of fur-
ther target thickness increase and the angular distribu-
tions of these ions are found to be independent of the final
charge state. A parametrization has been found to yield
reliable results under such conditions.

Such theories assume charge-exchange equilibration in
the foil and use screened ion-atom potentials character-
ized by a constant mean charge. Therefore the resulting
multiple-scattering distributions are independent of the
final charge states. Under equilibrium conditions, it is
thus possible to estimate the target thickness from a mea-
surement of the angular distributions of the exiting ions.

For foils thinner than about 1 pg/cm, the charge-state
distribution is not yet equilibrated, exhibiting a strong
dependence upon the target thickness. Furthermore, for
such thin targets, the observed angular distributions in-
crease in width with increasing final charge state (see Fig.
1). Such phenomena cannot be explained by multiple-
scattering theories, such as Sigmund-Winterborn, but
rather must be described as plural scattering. In order to
obtain the thicknesses of such very thin films, and to
simulate the effects of plural scatterings on the Coulomb
explosions of molecular ions, we have developed a Monte
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Carlo simulation of the passage of fast ions through ul-

trathin filrns incorporating both charge-exchange and
small-angle scattering. The details of this calculation are
described in the Appendix.

III. RESULTS

A. Monatomic ion beams

As a test of this procedure, we have used it to compute
the full width at half-maximum (FWHM) for the angular
distributions of nitrogen ions, in various charge states,
after passage of 3.7-MeV N+ ions through 1.6- and 4.6-

pg/cm carbon targets. At this velocity, such target
thicknesses are suIcient to achieve charge-state equilibri-
um. Thus, for final charge states q in the range I & q & 5,
these angular widths are independent of q. This is not
true for the rare charge states q= 6 and 7, which require
much longer equilibration lengths. ' We thus restrict
our simulation to consider only charge-changing in the L
shell. As is shown in Fig. 2, the results of the simulation
agree very well with the experimental data. As expected,
for q & 6 there is no significant charge-state dependence
to the angular widths in either the simulation or experi-
ment.

For comparison under nonequilibrium conditions, we
have computed the FWHM for the angular distributions
of oxygen ions emerging from Formvar targets and adjust
the target thickness used in the simulations to get the
best fit to the experimental charge-state distributions.
With the thicknesses thus constrained, we compare the
resultant angular distributions of oxygen ion in different
charge states to experiment. The results, shown in Figs.
3 and 4, are found to be consistent with the data. In this
nonequilibrium region, the angular FWHM s display a
strong dependence on the final charge state. This can be
understood by the fact that under these conditions, be-
cause of the dominance of single-electron loss, a larger
number of collisions (and with smaller impact parame-
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FIG. 1. Charge-state resolved angular scattering distribu-
tions of 4.5-MeV 0+ penetrating ultrathin Formvar films. (a)
and (b) are for films determined to be 0.3 and 0.5 pg/cm, re-
spectively. The charge states of the emerging ions are indicated
at the corresponding peaks. The lower abscissas show the posi-
tions on the detector surface {in mm), while the upper abscissas
give the scattering angles for each charge state (in mrad). The
charge states were dispersed by an electrostatic field. Both dis-
tributions were measured with targets of preequilibrium
thicknesses. For comparison (c) shows the corresponding distri-
bution of 4.5-MeV 0+ penetrating a 3.5-pg/cm carbon foil,
which is sufticiently thick to achieve charge-state equilibration.
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FIG. 2. Full width at half-maximum (FWHM) of the angular
distributions of nitrogen ions emerging in various charge states
from 1.6- and 4.6-p,g/cm carbon targets following impact of
3.7-MeV N+ ions. Crosses are the FWHM of best-fit Gaussian
profiles to the data. Circles result from similar analysis of the
angular distributions derived from each charge state from the
Monte Carlo simulations described in the text.
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FIG. 4. FWHM of angular distributions of oxygen ions em-

erging from ultrathin Formvar films, as a function of the oxygen
final charge state, following impact of 4.5-MeV 0+. (a) and (b)

and symbols as in Fig. 3.

FIG. 3. Preequilibrium charge-state distributions of oxygen

ions emerging from ultrathin Formvar films following impact of
4.5-MeV 0+ ions. (a) 0.3-pg/cm' Formvar target, (b) 0.5-

pg/cm' Formvar target. Crosses are the experimental data,
while circles show the results of the Monte Carlo simulation

after varying the target thickness to fit the experimental data.

ters) are required to produce the higher charge states.
This correlation is reproduced in the simulation, demon-
strating that such targets approach single-collision condi-
tions. This effect is absent in the equilibrium data (and
simulation) where the competition between capture and
loss is suScient for memory of the charge-state history to
be "lost."

8. Molecular ion beams

In the case of molecular projectiles traversing thin
films, in addition to multiple scattering, the trajectories
are modified by the mutual Coulomb repulsion of the ion-
ic fragments. A simplified treatment of this e8'ect is to
assume these are independent interactions producing ad-
ditive small-angle deflections. A statistical treatment us-

ing the Fokker-Planck equation to simultaneously in-

corporate these two e8'ects demonstrated that focusing
and defocusing effects are not accounted for in the
simpler model. The Gaussian approximation of the
Fokker-Planck approach neglects the important tails of
realistic multiple-scattering distributions. ' We have ad-
dressed this deficiency by incorporating the Coulomb ex-
plosion of a diatomic molecule within the framework of
the Monte Carlo calculation described above.

For a molecule with its internuclear axis aligned to the
beam direction, the multiple-scattering deQections are
perpendicular to the Coulomb explosion forces, and we
expect the multiple scattering to be independent of the
dissociation process for these molecules (the energy strag-
gling effects are generally much smaller than angular
scattering and are ignored here). We therefore restrict
our discussion to molecules aligned transverse to the
beam direction in order to explore the interplay between
Coulomb explosion and multiple scattering.

The method of computation is nearly identical to the
monatomic case except that now the projectile consists of
two independent atoms, traveling at the same velocity
through the target, undergoing multiple scattering, and
interacting with each other via their Coulomb fields. In
the center of mass of the molecule, the motion of the par-
ticles is essentially planar (i.e., in the plane perpendicular
to the beam axis). Thus, at each step, the distance of
travel, the scattering angle, and the charge state are first
computed independently for each fragment ion and then
their coordinates and velocities are corrected for the
Coulomb repulsion. The result of this procedure pro-
duces the final positions and velocities V, and V2 for both
ions at the exit of the target foil. The magnitude of the
asymptotic relative velocity V is determined by energy
conservation by

' I/2
2QiQz

Pf

where Q, and Qz are the final charge states of the frag-
ment ions, p is the reduced mass of the molecule, and r is
the internuclear distance between the fragments at the
exit of the foil. The relative velocity between the frag-
ments at the same point is

U=Ui —U2 .
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R„=prU~+Q, Qi,
R =—prU U„,
R =(R'+R')'"

x y

(3)

is conserved. " Then, the final angle of rotation is simply

We choose the convention that r initially lies on the x
axis. To compute the asymptotic angle of rotation of the
internuclear axis we use the fact that, in the post-foil re-
gion where the fragments interact only via their Coulomb
repulsion, the Runge-Lenz vector defined by
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FIG. 5. Density plot of the projection on the V„-V plane, as
described in text, of the images of fragment ions resulting from
the simulated Coulomb explosions of 4000 4.5-MeV OH+ ions
dissociated in a 0.5-pg/cm carbon target.

We have computed the asymptotic coordinates and
charge states for the Coulomb explosion of 4.8-MeV
OH+ molecules after dissociation in a thin carbon foil.
The result of a typical (4000 molecules) simulation is
shown in Fig. 5 in the form of a density plot. The series
of elongated patterns show the transverse velocity distri-
butions of the protons which have been influenced by
partner oxygen fraginents [located at (0,0) in this coordi-
nate system] in differing charge states. The initial orien-
tation of the OH+ molecules was assume to be parallel to
the x axis. Figure 6 shows the spread of the angular rota-
tion of the internuclear axis in the x-y plane (P) as a func-
tion of the final charge state of the oxygen fragment ion,
for different target thicknesses.

It is evident from these figures that the Coulomb force
acts as an astigmatic lens on the multiple-scattering
broadening in the foil. A spatially uniform force cannot
produce such lensing. However, the nonvanishing gra-
dient of the Coulomb force can introduce focusing and
defocusing. The geometrical mean of the radial (b,u„)
and angular (hu&) widths is very close to the multiple-
scattering width observed for monoatomic oxygen ions.
The directional dependence on the gradient in the trans-
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FIG. 6. FWHM of angular distributions for the internuclear
axis of the dissociated OH+ molecule, for various final charge
states of oxygen fragment ions, emerging 0.3- and 0.7-IMg/cm'

carbon targets. These results were for simulations carried out
for impact of 4.8-MeV OH+ ions.

verse plane and the preservation of the geometric mean
permits these results to be extended to other orientations
of the molecule.

The small radial extent of these distributions implies
that the determination of bond lengths of diatomic mole-
cules from Coulomb explosions can be quite precise. To
estimate this precision, consider the zero-point vibrations
of a very stiff harmonic oscillator, with %co=1 eV. Then,
the spatial density in the ground state is proportional to
exp[ —(x/cr) ], where cT =iri/M co=0.004 A and I is
the proton mass. Thus the equivalent spread (FWHM) in
the radial velocity corresponds to -2 mrad, while the
simulation shows about 1 mrad for the case of 0.3
p,g/cm (see Fig. 2). Clearly, for more realistic vibrations
(irico-0. 1 eV or less) the smearing effects of multiple
scattering on diatomic bond-length distributions are ex-
pected to be even smaller compared to zero-point fluctua-
tions.

From the simulations, we can also estimate the extent
to which multiple scattering affects Coulomb explosion
measurements of bending vibrations in polyatomic mole-
cules. The spread in P (Fig. 6) of 0.2 rad (FWHM) can be
described by the zero-point fluctuations in angle of an os-
cillator with Ace=0.25 eV. This corresponds to a fairly
rigid bending motion. Furthermore, this underestimates
the limitation on the highest bending frequency because
of the neglect of Coulomb gradients in the bending de-
gree of freedom. Thus, from these results, it is apparent
that with the ultrathin targets used here Coulomb explo-
sion determinations of molecular structure are not hin-
dered by multiple scattering.

Another point of interest is the P dependence on the
final charge seen in Fig. 6. The general trends are that
the FWHM of the distribution in P increases with in-
creasing target thickness. Furthermore, with increasing
final charge state, this width decreases. This is the oppo-
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site of the trend observed in the angular spread simula-
tions (and experiments) with monatomic ion beams. A
part of the explanation for this behavior might be the fol-
lowing. The higher the oxygen charge state, the stronger
the post-foil Coulomb repulsion. This repulsion more
rapidly increases the moment of inertia of the system
thereby limiting the overall amount of rotation of the
molecular cluster, thus leading to smaller values of P with
increasing charge state. The width decrease is not very
dramatic because the multiple scattering of the proton
dominates over that of the more energetic oxygen frag-
ment, and thus is independent of the oxygen charge state.

IV. CONCLUSION

The results of these experiments, and corresponding
simulations, demonstrate that with ultrathin stripper
foils, producing nonequilibrium charge-state distribu-
tions, there is a corresponding strong dependence of the
angular multiple-scattering widths on the Anal charge
state of the projectile. It is important to recognize the
presence of such effects in any experimental tests of
heavy-ion multiple-scattering theories. Furthermore, this
phenomenon should be considered in the choice of strip-
ping foils in the design of heavy-ion accelerators.

The simulation procedure described here has been used
successfully to deduce the thicknesses of ultrathin films of
Formvar by simultaneously fitting the nonequilibrium
charge-state distributions and q-dependent multiple
scattering of MeV heavy-ion beams in these Alms. The
simulations of molecular-ion penetration has demonstrat-
ed that for most Coulomb-explosion experiments utilizing
such thin films as strippers the effects of multiple scatter-
ing are negligible, compared to molecular vibrations.

unit volume; a=0.8853(Z, ~ +Zz )
' is the screening

distance. ' Atomic units are used throughout.
The reduced scattering cross section is defined as

ma

The ion-atom potential is assumed to be of the form

(A3)

(A4)

where r is the projectile target distance and P(r/a) is the
Thomas-Fermi function. ' In order to determine the
scattering angle at each collision, we need the differential
cross section. Lindhard, Nielsen, and Scharff' have
shown that the differential cross section for such a
scattering potential is of the form

dJ f (z)
dz z'

where

(A5)

z =e sin —'a .
2 (A6)

r =—'nl'p —
2

n

Thus the reduced total cross section is given by

z may be regarded as the reduced quantity for the
center-of-mass scattering angle a. The function f (z) has
been given by Meyer. '

We assume that each scattering center will be effective
within a spherical volume of radius rp, equal to half the
distance of immediately neighboring atoms
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This restriction results in a minimum scattering angle
z;„,which is determined by the reduced total scattering
cross section

(A9)

APPENDIX

1. Scattering cross section

The simulations were carried out using the binary col-
lision model described by Moiler, Pospiech, and
Schrieder. ' Reduced units for path length D and energy
E have been used' and are defined by

2. Mean free path

The distance of travel between successive collisions is
determined by a Monte Carlo method. From the
definition of the cross section, assuming a random distri-
bution of atoms in the solid, the collision probability k, is
given as a function of the distance of travel d by

4' pn
M, +M, (Al)

k, =1—exp( ncr„,d )—
or, in term of reduced quantities,

(A 10)

aM2

Z, Z2(M, +M2)
(A2)

The subscripts 1 and 2 are for projectile and target, re-
spectively. M, are the masses, Z; the atomic numbers, p
is the reduced mass, n the number of target atoms per

k, =1 exp[ —(M—, +M~)J„,5/4p], (A 1 1)

where 5 is the reduced traveling distance between two
successive collisions. Thus, for a given random value of
k, [k, being uniformly distributed is the interval (0,1)) 5
can be evaluated,
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4& ln(1 —k, }5=-
M] ™2 Jtot

(A12)

3. Scattering angle

The reduced scattering angle in the center of mass sys-
tem at each collision (z) can be calculated for a given ran-
dom number kb from Eq. (A9)

k& = [J(z)—J(z;„)]lJ«,

=[J(z)—J(e)+J„,]lJ„, ,

z =J '[J(e)+(k~ —1)J„,], (A13)

$=2mk, , (A14}

where k, is another random number (O~k, ~1). The
current polar scattering angle in the laboratory frame is
derived by transforming z [Eq. (A6)] from the center-of-
mass system

where J ' is the inverse function of J. The function J(z)
is first integrated [Eqs. (A5} and (A6}] and tabulated in
order to reduce computing time, and thus J(e) and z can
be extracted by interpolation.

The direction of the particle motion is defined by two
directional angles 8; (polar} and 4; (azimuthal). At each
collision, the azimuthal scattering angle 1t around the
axis given by (8;,4; } has an isotropic distribution, and
can be calculated by

corresponding single-electron processes.
In order to fix the magnitudes of these cross sections,

two additional constraints are imposed.
(i) The electron loss cross section a I is assumed to be

proportional to the current number of L-shell electrons in
the projectile

ai(q, q+1)=(Z, —2 —q)ao, (A18}

where q is the current charge state of the projectile (be-
fore the collision) and ao is taken to be the geometrical
cross section for the L shell

0'0 —K7"L-2=
2

'2
nL

Zi 2
(A19)

where rL is the radius of the projectile L shell and nL =2
is the principal quantum number. From this we can ex-
tract a critical radius r, by equating the cross section for
electron loss to the area mr, . We thus find

ll
r, (q)= (Z, —2 —q)'~

Z] 2
(A20)

We assume that whenever the distance of closest ap-
proach (see the following section) between the projectile
and a target atom is smaller than r„one electron will be
lost from the projectile.

(ii} The capture cross section is given immediately from
Eq. (A18)

cos8= 1—2pz

M)g
4'

(Mi+Mz)s
(A15) a, (q+1,q)= a( q, q+1) .F(q)

F q+1 (A21)

After each collision, the previous (8, ,4;) directional
angles are connected into new angles (8;+„4;+,). For a
scattering through (8,1P), we get

cos8;+, = —sin8 cosP sin8; +cos8 cos8, ,

We can define now a mean free path for capture

1

cr, (q+ l, q)n,
(A22)

1
cosP;+, = . (sin8cosl( cos8, cos4;sin;+,

—sin8 sing sin%;

+cos8 sin 8,cos@,} .

4. Loss and capture cross section

In order to determine the charge-state dependence of
multiple scattering, we extract the ratio of electron-
capture and -loss cross sections from the equilibrium rela-
tion

F(q)a I(q q+ 1)=F(q+ 1 }a,(q+ l, q ) (A17)

where F(q) is the equilibrium charge-state fraction, ' and
0.

&
and o, are the loss and capture cross sections, respec-

tively. This relation holds only if multiple-electron pro-
cesses can be neglected. Studies of ion-atom collision in
this velocity range support such an assumption, as multi-
ple charge-changing cross sections are found to be at
least an order of magnitude smaller than those for the

or in reduced units

4ma pn,

M, +M2
(A23}

where n, is the average density of e1ectrons in the target,
thus the probability of capture within a given traveling
distance between each collision is

C=l —exp( —fi/5, ) . (A24)

5. Distance of closest approach

In order to decide if an electron is lost in any given col-
lision (see the previous section), the distance of closest ap-
proach has to be calculated. Since the scattering angle 0
is known [Eq. (A15)], the impact parameter b can be eval-
uated using the Lindhard "Magic Formula"'

At each step, we compare this number with a random
number kd chosen so that 0 ~ kd & 1. When kd & C, cap-
ture of one electron is assumed to have occurred during
the path between the collision.



2488 D. ZAJFMAN, G. BOTH, E. P. KANTER, AND Z. VAGER 41

b1/3 [ V2(g)b2/3]
4E' db

1/2

(A25) V(r~,„)=E, l— $2
2
min

(A26)

This gives results of sufficient accuracy in the domain
of small scattering angles considered here. To reduce the
computing time, the function 8(b) was computed by table
look-up and interpolation for each value of b.

The distance of closest approach r;„ is related to the
impact parameter b by the potential function so that

where E, is the center-of-mass energy.
Using this Monte Carlo formalism, the cumulative

e6ect of multiple small-angle scattering with simultane-
ous charge-changing collisions is followed for each pro-
jectile trajectory. The calculation of each trajectory is
terminated when the depth coordinate is equal to the foil
thickness.
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