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Absolute cross sections for the production of photons in the N2+ first negative (0-0) and (0-1)
bands by collisions of 1-MeV H, H, and H+ on N2 have been measured. The (0-0) cross sections

are, respectively, 0.091+0.03, 0. 19+0.06, and 0.15+0.05 A per N2 molecule, for H, H, and H+
a

projectiles. The (0-1) cross section is 0.060%0.02 A per N2 molecule for H projectiles. Pressure
dependences are observed in the apparent cross sections for H +N2~391 nm and H +N&~391
nm, at nitrogen pressures below 3.5X10 torr, and are ascribed to stripping of electrons from H

0

and H . The cross section for H +N, ~H + is measured to be 6.8(+2.3, —2.9) A per N2

molecule. Where data for comparison exist, our measured cross sections are a factor of 2 or more

higher than previously reported values.

I. INTRODUCTION

This paper reports absolute cross sections measured for
the production of 391- and 428-nm N2+ first negative
(1N) radiation by collisions of 1-MeV H+, H, and Ho

with N2. We also obtain a cross section for
H +N2~H + for H with a kinetic energy of 1

MeV.
The motivation for undertaking these measurements is

twofold. First, collisions of H, H, and H+ with N2
have been studied experimentally several times, ' and
the cross sections for processes which strip electrons
from H or H are summarized by Tawara and Russek;
however, cross sections for the production of first nega-
tive emissions have not been reported at 1 MeV. Second,
cross sections for the production of Nz+ (1N) radiation
by collisions between N2 and 1-MeV H+, H, and H are
needed to plan the BEAR (beam experiments aboard a
rocket) space test of a neutral particle beam accelerator
and to interpret some of the data collected during the
test. '

The present data were obtained at the BEAR ground
test facility at Los Alamos.

II. EXPERIMENTAL PROCEDURES

A. Collision chamber configurations

A schematic diagram of the experimental setup is
shown in Fig. 1. Briefly, a 1-MeV H beam from the ac-
celerator passes through a neutralizing gas cell, where
electrons are stripped from some of the projectiles. The
beam, consisting of H, H, and H+, emerges from the
neutralizer, passes through an electromagnet that
separates the differently charged components of the beam
and directs them into a collision chamber containing ni-
trogen gas, past different observation windows, and into

Faraday cups. An optical detector measures the light
emerging through each of the windows, and cross sec-
tions are then computed from the beam path length
within the field of view of the detector, the number of
projectiles, and the known pressure within the collision
chamber.

The current of H entering the neutralizer chamber
ranged from roughly 4—20 mA during each of the 50-ps-
long pulses from the accelerator. The fluxes of H, H,
and H+ depended on the pressure of xenon gas in the
neutralizer. We typically operated with H:H+:H
-2:1:1,i.e., with a few milliamperes of each species. The
energy spectrum of the H beam entering the neutralizer
was measured with a magnetic spectrometer. The bend-
ing magnet was a 45' stigmatic homogeneous field elec-
tromagnet with rotated poles. The resolution of the spec-
trometer was 0.005 MeV at 1 MeV. A typical energy dis-
tribution is shown in Fig. 2.

The neutralizer and separation magnet can be operated
so that the beam passing the center observation window
contains all three charged components, only H, or only
H, The magnet can deflect H and H+ into either the
upper or lower Faraday cups. These possibilities were
variously permuted during the experiment without
significant systematic effect on the results.

Pressure was measured with a MKS spinning rotor
pressure gauge at two locations, separated by the length
of the collision chamber. Indicated pressures at the two
locations differed by & 1%. The calibration of the spin-
ning rotor gauge was cross-checked between 10 and
5 X 10 torr against a MKS Baratron gauge which the
manufacturer claimed was calibrated against a National
Bureau of Standards (NBS)-traceable standard. The spin-
ning rotor gauge was also checked against a local MKS
spinning rotor gauge which was calibrated at NBS and
was therefore a secondary pressure standard. These cali-
brations agreed within 12%, an average pressure calibra-
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FIG. 2. Measured laboratory energy distribution for H in a
single pulse from the BEAR ground test facility.

tion was used, so the error associated with pressure un-

certainty should be ~ +6%.
The base pressure within the collision chamber was

about 5X10 torr. When the beam neutralizer was on,
xenon gas diffused from the neutralizer into the collision
chamber and raised the indicated pressure to about
1.2 X 10 torr. During the cross-section measure-
ments, spectral grade nitrogen was bled into the collision
chamber, and measured Nz partial pressures ranged from
roughly 1.5 X 10 to 7.3 X 10 torr.

The Faraday cups were guarded against loss of secon-
dary electron current by electrostatic and magnetostatic

suppression. The entrance to the middle cup was covered
by a 1.5-pm-thick nickel stripper foil to remove electrons
from H and H; the middle cup thus measured the total
proton current in the beam after all electrons have been
removed from H and H . Since the accelerator operates
in a pulsed mode, it was necessary to measure both
current amplitude and pulse width. Uncontrolled varia-
tions in these two parameters during operation may ac-
count for much of the scatter observed in our data, but
the uncertainty in the average product of current ampli-
tude and pulse width for ~ 100 pulses is probably within
+10%. By contrast, the variation in the charge con-
tained in a single beam pulse was about +20% from the
mean value.

Current ranges during measurements of the cross sec-
tions, 0'39] for the production of 391-nm radiation were

H, 6. 1 —8.8 mA (equivalent);

H+, 4.2-5.2 mA;

H, 3.4—21.0 rnA .

The current ranges for H and H+ were small for opera-
tional reasons, and dependences of o 39~ on the currents of
these two projectiles might not have been detected.
Dependence of o.

39~ on the H current should have been
easily observed. In any case, no systematic dependence
of o.39] on projectile current was observed in these experi-
ments.

Measurements with different optical detectors are de-
scribed below. The collision chamber interior within the
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field of view of the detectors was blackened to reduce
reflections.

B. Measurements with the Pritchard detectors

Two Pritchard radiometers were used in these mea-
surements. Both were operated as photometers with a
suitably blocked interference filter [391 nm, 3-nm full
width at half maximum (FWHM)] over the entrance op-
tics. One device was also used as a spectrally resolved
radiometer with a nominal spectral resolution of 10 nm
to obtain spectra between 370 and 440 nm. The
Pritchard radiometers' field of view was 3', corresponding
to 7.0 cm of beam path. In each case, the optical detec-
tors were calibrated against a diffuse source calibrator,
which was itself several times calibrated by us against
two NBS spectral radiance standard tungsten lamps. We
used the calibration judged by us to be best, but all cali-
brations agreed with each other within 15%%uo at the wave-
lengths of interest. We thus effectively calibrated three
separate optical detectors with a device which was itself
calibrated and cross checked against NBS standards. '

The maximum uncertainty arising from the optical cali-
brations should be & 15%%uo and could show up in the data
as small systematic differences in data taken with
different detectors.

In operation, light from the collision region was col-
lected for a known time by the detector, and the signal
was read from a digital display. Because light levels were
comparable to the background drift of the Pritchard's
output, it was necessary to make several consecutive ob-
servations of signal with and without light from chamber
entering the detector. The drift of the detector's dark
background signal introduced some scatter into the data
but should introduce no systematic error into the cross
sections.

A very small amount of visible background light was
found to originate in the Faraday cups and was diffusely
scattered into the optical detector's field of view. This
light was too weak to be detected by our apparatus at 391
nm and was subtracted from the signals at all wave-
lengths where it was measurable.

Visual observations and the charge injection device
(CID) camera measurements described in Sec. II C indi-
cate that the vast majority of light entering the optical
detectors originates in a well-defined region containing
the projectile beam. Specifically, visible light reflected off
of surfaces behind the beam or scattered by window sur-
faces appears to be dominated by the very weak light
which originates in the Faraday cups and which is at
least an order of magnitude less strong than the light
from the beam. CID camera observations with the 391-
nm filter described below measured identical back-
grounds away from the well-defined beam with camera
shutter open or closed and the projectile beam on or off.

The wavelength scale of the Pritchard spectroradiome-
ter was calibrated against a mercury penlight, and all
data herein have been corrected to the proper wave-
length.

C. Measurements with the image-intensified CID camera

Images of the beam were recorded with a blue-
enhanced, image-intensified, time-gated CID camera
manufactured by Xybion Electronics Corp. The camera
optics included a 50-mm, f/0. 95 lens and a blocking in-
terference filter (391 nm, 10-nm FWHM). The camera's
viewing geometry was similar to that of the photometers
(Fig. 1). The length of beam viewed by the camera was
12 cm. The beam diameter measured by the camera was
22 mm. The video output of the camera was recorded on
video tape for o8'-line analysis.

During data acquisition the camera was externally syn-
chronized to the beam-firing pulse supplied by the BEAR
flight electronics system. The camera intensifier gate
opened 4 ps before the beam appeared and closed a
minimum of 6 ps after the beam pulse ended; several gate
widths were used.

The camera's response was calibrated with a pulsed
diffuse-light source. This light source was calibrated with
one of the Pritchard photometers mentioned in Sec. II B.
The calibration of this particular Pritchard photometer
was checked against a Gamma Scientific Corporation
NBS-traceable standard radiation source and was within
10% of the calibration which was actually used to reduce
the beam data and which effectively provided the stan-
dard against which the CID camera response was cali-
brated,

The images recorded on videotape were analyzed in the
following manner. First, 20 images of the H beam at
each pressure were digitized and registered. Next, the
camera-generated background shading was subtracted
from each image. The 20 processed images were then
averaged to produce a composite beam image. From this
composite image and the camera calibrations we obtained
a measurement of beam optical emission in J/cm sr. The
H cross sections reported here for the camera data were
obtained from these measurements, along with measure-
ments of the H beam current and the N2 gas density in

Z0
40 — ~

0 I
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FIG. 3. Variation in the optical emission measured with the
CID camera when the H beam passed through 2.74X10
torr of nitrogen. There was no Xe gas in the neutralizer, and
the beam was directed into the middle Faraday cup. Data are
shown as closed circles and the horizontal line is the average
value.
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effective length of the collision chamber (7818 cm), the
pressure, the change in indicated current, and the as-
sumption that the decrease in H current is caused by
H +N2~H +, we calculate the stripping cross
section o, (H ) given in Table I. (The effective length of
the collision chamber differs slightly from its actual
length because of fringing fields of the separation magnet
and because of pressure drop across the region between
the collision chamber and the turbo pumped volume. )

Possible sources of systematic error in our values are un-
certainties in the effective path length times pressure,
possible changes in the functioning of the Faraday cup at
different pressures, and errors in the pressure measure-
ment. Collisions which take H or H to H+ before the
beam reaches the Faraday cup further reduce the indicat-
ed H current and effectively increase the computed
stripping cross section; at 10 torr we estimate that
H++N2~H + causes less than 5% error in

L
nlI

(2)

and are given in Table II. Because the cross sections in
Figs. 4-6 for individual beam components exhibit pres-
sure dependences, cr also will show a dependence on pres-
sure.

cr, (H ). The error caused by H +N2~H+ . depends
on the size of this process's cross section, o, (H ), which

0
has been previously reported to be 1.S A /Nz and is es-
timated later in this paper to be 6.2+4 A /N2, if
cr, (H )=1.5 A /Ni, then the error in cr, (H ) is (4%,
but if cr, (H )=6.2 A2/N2, then o, (H ) is too large by
about 16%. The absolute accuracy of the beam current
measurement is of no import. We estimate the other sys-
tematic errors in our measured stripping cross sections to
be ~ +20%. Table I gives o, (H )=6.8 A /N2 from our
data, and our total range of uncertainty indicates that the
true value for o, (H ) should be between 3.9 and 9.1

A /Nq. "
Emitted light was also measured when the neutralizer

(Fig. 1) was operating and the field in the separation mag-
net was zero. In this circumstance, the H+, H, and H
components remained as a single beam that was directed
into the central Faraday cup. The optical power, L, pro-
duced by the beam in the field of view of the detector was
then the sum of the light produced by each component,

L =n(o'+I++cr I +crolo)l,

where n is the number of Nz molecules/cm; cr~ 0 is the
cross section for production of light by H+, H, and H;
I is the path length within the optical detector's field of
view; and I+ p is the number of H+, H, and H passing
through the detector's field of view per unit time. The
current I measured by the central Faraday cup was
I =I+ +I +Ip ~ Composite cross sections, 0', for pro-
duction of 391-nm radiation from the composite beam
were computed from

TABLE I. Cross section, o, (H ), per N2 molecule for
H +N2~H + with 1-MeV H

Nitrogen
pressure

(10 torr)

0.986
0.976
0.956

H current'
ratio

14.5
17.5
15.0
17.6
15.5
18.0

Cross
section
(A 2)b

7.61

6.57

6.23

Average cross section
Previously published value

6.81+0.8'
3.2 +1 4

'The ratio shown is H current in mA for P =10 torr divided
by H current for P =0.

1 A = 10 ' cm.
'The error here is based on reproducibility. When systematic
uncertainty is considered, the true value may be as much as
41% larger or 25% smaller than 6.8 A (see Ref. 11).
Reference 5. We have estimated this uncertainty from the

scatter in the data.

TABLE II. Composite cross sections, o, per N2 molecule for
391-nm light produced by composite beams for two cases.

Ia
(mA)

16.8
13.1

Pressure
(torr)

1X 10-4
1.1X 10-'

Observed
~ (A')

0.115
0.167

Predicted'
& (A')

0.127
0.137

'I is the total proton current measured by the middle Faraday
cup, after the electrons have been stripped from all components
by the stripping foil. The sum of the measured component
currents may differ slightly from I because of temporal variation
in accelerator output or differences in Faraday cups.
Computed from Eq. (2).

'Computed from o =(1/II)(L+ /n+ +L0/n0+L /n ), where

L+ 0 and n ~ 0 are, ;espectively, the light intensity and N, num-
ber densities corresponding to the measured I+0. Values of
I~ 0 were obtained several minutes apart, and the nitrogen pres-
sure varied slightly ( & 10%).
L,n, and I were not separately measured, so we used
I =I —I0 —I+ and took L —/n — (L —/n —)p (I—/Ip —),
where the subscript p denotes a previous measurement.
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IV. DISCUSSION

8-state vibrational level Population (Ref. 13)

0.885
0.103
0.0083
0.0036

These populations, the branching ratios in Table III, and
the spectral passband of the optical detectors are com-
bined to produce the following correction factors. For
the Pritchard photometers,

o p p( true ) =0.996o 39]( observed } ~

For the Pritchard spectroradiometer,

o p p( true ) =0.97cr»] ( observed )

o p ](true) =0.92cr4zs(observed )

crp, ( true }=0.86o 4z5(observed } .

(3)

(4)

Despite the diversity of instruments used to measure
the cross section for production of radiation near 391 nm,
the data from different devices are reasonably consistent.
Such agreement eliminates detector-dependent systematic
errors as sources of large uncertainties in the observa-
tions. On the other hand, obtaining cross sections for the
production of Nz+ (1N) bands from the data requires
some interpretation of the observations.

First, the low-resolution spectrum in Fig. 7 indicates
that there is no general background of radiation confus-
ing the interpretation of the data. The prominent spec-
tral features in Fig. 7 disappear if the N2 is removed from
the collision chamber. The spectral features near the
1N(0-0) band at 391 nm and 1N(0-1) band at 428 nm may
nevertheless involve contributions from other bands of
N2. Contributions from these bands will cause the cross
sections to appear higher than the true values; the size of
the effect can be estimated from the spectrum in Fig. 7,
from available branching ratios, and from previously
published spectra. ' ' ' Published spectra indicate
that the 1N(0-0) and 1N(0-1) bands will be the major con-
tributors to the prominent spectral features in Fig. 7.
The peak of the strongest feature is appropriately close to
391 nm, but the peak of the feature near the 1N(0-1) band
lies near 425 nm rather than 428 nm, where the (0-1)
band should be. Thus, it appears that the cross section
for the (0-1) band may be appreciably influenced by other
bands.

Contributions from the Nz second positive (2P) system
are hard to estimate precisely, because previous, suitable
spectroscopic data for 1-MeV Hp * are unavailable. The
data which do exist at lower projectile energies suggest
that the inhuence of N22P bands on our results is small,
and our data are consistent with this expectation. '

We can estimate contributions to the spectral features
near 428 and 391 nm from the other Nz+ 1N bands from
the branching ratios and the assumption that the Nz+(8)
vibrational population is similar to populations produced
by electron impact:

TABLE III. Bandhead wavelengths A, and branching ratios b
for the N2 6rst negative bands. V' is the vibrational quantum
number of upper state and V" is the vibrational quantum num-
ber of lower state.

Vrr
A.(V', V") (A)

3914
4278
4709
5228

3582
3884
4236
4651
5148

b( V', V")'

0.7050
0.2304
0.0529
0.0099
0.0016
[0.0002]

0.3309
0.2794
0.2577
0.0991
0.0260
[0.0056]

0.0706
0.4545
0.0736
0.2183
0.1316
0.0514

'Skumanich and Stone, Ref. 18, from data in Refs. 19 and 20.
Quantities in brackets derived from Jain and Sahni, Ref. 21.

cT39](observed) denotes the zero pressure extrapolated
values in Figs. 4-6. We estimate o~zs(observed) from
Fig. 7 and the pressure dependence in Fig. 4. Table IV
lists our best cross sections for the production of light in
the 1N(0-0) and 1N(0-1) bands.

From Table III, one calculates

+0-1

0'7050 = 6
0.230

The cross sections in Table IV yield a 0~/o 0 I
=3.2220. 8, within experimental uncertainty of the ex-
pected value.

The measured cross section, 039, in Fig. 5 for produc-
tion of 391-nm radiation by H++Nz shows little or no
dependence on pressure for pressure (7.3X10 4 torr.
By contrast, o 39] increases with increasing pressure for
H +N2 and decreases for H +N2. Our interpretation
of these observations is that the pressure dependences
arise from stripping of electrons from H and H . Thus,
when an electron is stripped from H before reaching the
field of view of the optical detector, the resulting H pro-
jectile has a smaller cross section for exciting 391-nm
emission, and the apparent cross section fa1}s as pressure
is increased. %hen an e1ectron is stripped from H, the
resulting H+ projectile has a larger cross section for pro-
ducing 391-nm radiation, and o.

39$ rises with increasing
pressure. Because the cross section for a 1-MeV H+ to
pick up an electron is very small, the charge state of the
H+ beam is insensitive to pressure, and o 39, is also ob-
served to be insensitive to pressure in our experiment.

If the above interpretation of the pressure dependences
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TABLE IV. Cross sections per N& molecule for the production of a radiated photon in the 1N(0-0)
(391 nm) and (0-1) (428 nm) bands by collisions of 1-MeV H+, H, and H with N&.

Projectile

H+
H

0-ob

0.148+0.05
0.193+0.06
0.091+0.03

Present' cross
0

sections (A )
0-1b

0.060+0.02

Previous
values (A~)

391 nm

0.07+0.025'

'Corrected for estimated contributions for other N&+ 1N bands. Estimated systematic uncertainty is in-
0

eluded in the quoted error. 1 A=—10 cm.
N&+ 1N band or wavelength associated with the emission.

'This value, estimated from data of Dufay et aE. (Ref. 3), is below an estimate of Van Zyl et al. (Ref. 4)
based on data on emission excited by electrons, and is above an extrapolation of the data of Thomas
et al. (Ref. 2). The error is estimated from the data scatter in an illustration in Ref. 4.
Inferred from Fig. 7 and the pressure dependence in Fig. 4.

in Figs. 4 and 6 is correct, then it should be possible to es-
timate stripping cross sections for H and H from the
slopes of the apparent cross sections. For the data in Fig.
4, the appropriate expression is

] de
0, (H )=

Z (0'p 0' )p —p dry
(5)

where a, (H ) is the cross section for
H +Nz~H +,o is the apparent cross section in
Fig. 4, Z =58 cm is the effective distance between the
end of the separation magnet and the center of the obser-
vation window, and oo is the cross section in Fig. 6.
Now,

d 0'

3.22)& 10' dP
(6)

where P is the Nz partial pressure in torr, (o'p —a } in
the denominator of Eq. (5) is the extrapolated value at
P=O (see Table IV), and do /dP is read from the line in
Fig. 4. A very similar expression to Eq. (6}gives o', (H ),
the cross section for H +Nz~H+, and we average
the slopes of the two lines in Fig. 6 to obtain do p/dP.
The results are

0, (H )=6.4+2. 5 A /Nz

o.,(H )=6.2+4 A /Nz .

(7)

cr, (H ) is well within experimental error of our measured
value in Table I but still a factor of 2 higher than the pre-
viously reported value. o, (H } is a factor of 4 higher
than the previously reported value, 1.5 A /Nz, and we
have no other value for comparison; however, Tawara
and Russek report o, (H )/o, (H )-2 for several gases,
and our value of o, (Hp) should be viewed with reserva-
tion.

The question arises whether some processes other than
stripping of single electrons may be influencing the slopes
of the lines in Figs. 4 and 6. Our estimates of the effect of
stripping two electrons from H indicate that the effect is
very small ((5%). Another possibility is that emissions

produced by secondary electrons increase the slopes of
the lines in Figs. 4 and 6. Electrons produced in the neu-
tralizer cell (Fig. 1) are removed from the beam prior to
the collision chamber by a deflection magnet. Electrons
produced in the collision chamber have up to 550 eV of
energy and will produce Nz+ 1N emissions. However,
the number of secondary electrons produced within the
field of view of the optical detector is far too small to
influence the measured cross sections significantly at the
pressures involved. Secondary electrons tend to be pro-
duced with scattering angles such that they leave the
beam; hence, most secondary electrons produced outside
of the detector's field of view do not produce radiation
that can be observed by the detector. ' If the correction
for secondary electron effects decreased o, (H ) in Eq. (8),
then it should increase 0, (H ) in Eq. (7). We anticipate
no experimentally significant effects from secondary elec-
trons in our results. '

A test of the accuracy of our observations for the pro-
duction of 391-nm light is the accuracy with which we
can predict the emissions produced by a composite beam
of H+, H, and H from the light excited by the indivi-
dual components. Table II gives a comparison of mea-
sured and predicted emissions from composite beams.
The agreement is not perfect but is probably within the
combined experimental uncertainties (reproducibility,
measurement of individual component equivalent
currents, and beam and pressure variations).

As previously mentioned, the data available for direct
comparison with our cross sections are sparse. Table I
compares our cross section for H +Nz~H +. . . with
that found in Tawara and Russek; our value is substan-
tially higher. Similarly, our cross section for
H++Nz~(391-nm photons) in Table IV is roughly twice
the previously reported value, and the extreme values al-
lowed by experimental uncertainties do not quite overlap.
Thus, there may be significant differences between our
cross sections and those previously reported, but there
may be no irreconcilable discrepancies, because previous
data are sparse and rather scattered.

Specifically, we know of no measurements for the pro-
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duction of N2+ 1N emission by 1-MeV H '*. The previ-
ous value for o 39, in Table IV is an extrapolation of the
data of Dufay et al. from 600 keV. Several measure-
ments for production of o.39] by 100-keU H+ gives values

which differ from Dufay's results at 100 keV by roughly a
factor of 2, both higher and lower. Hence at lower ener-
gies, where there are more measurements, the previous
data are scattered.

Examination of the cross sections in Table IU shows
that the charged species, H and H+, have larger cross
sections for producing N2+1N radiation than does H .
Presumably, the larger cross sections are caused by a
long-range force between Nz and H+ or H . Whether
the larger cross section for H than for H+ has
significance is unclear from our data; specifically, on the
basis of 10%%uo reproducibility for each cross section, we
calculate the ratio of cross sections

V. SUMMARY

We have measured cross sections for production of the
Nz+ 1N(0-0) band at 391 nm by impact of 1-MeU H
H+, and H on N& and have obtained the cross section
for the H +N2~N2+ [1N(0-1)]. These cross sections
are presented in Table IV. Our data also give a value for
the stripping of an electron from H to give H (see
Table I). The cross section o, (H ) estimated for
H +N2~H++ - from the pressure dependence in

Fig. 6 is subject to larger systematic uncertainties than
our other cross sections. Cross sections for
H++N2~391-nm photons and for the stripping process
H +N2~H + . are roughly a factor of 2 higher
than previously reported results. The ranges of values
within our estimated uncertainties either overlap or al-
most overlap the ranges in previous values.

o'o o(H ) = 1.3+0.26,
o'o o(H+ )

which nearly allows the interpretation that a(H )

=sr(H+ ), if the full range of experimental uncertainty is
invoked. On the other hand, it is certainly possible that
o (H ) )o (H+ ), as our data suggest.
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