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A method for quantizing a classical system, based upon the notion of localization on phase space,
is developed. This method, to which is given the name prime quantization, is based upon the
mathematical theory of positive-operator-valued measures and their relationship to reproducing
kernel Hilbert spaces, and to a notion of generalized kinematical variables related to phase space.
For a system with R" as its configuration space, it has the advantage of being able to connect the
well-known problem of ordering in quantum mechanics to the choice of a measuring apparatus in a
joint measurement of position and momentum (within the limits of the uncertainty principle).
Moreover, for such a system, a choice of ordering in the present context also turns out to be a
choice of polarization in the method of geometric quantization.

I. INTRODUCTION
A. Scope of the paper

Two interconnected problems have been studied in this
paper. The first concerns the passage from classical to
quantum mechanics, based upon a notion of localization
on phase space!’? and of generalized kinematical vari-
ables, and the second, the ordering of operators in quan-
tum mechanics. It is our intention to demonstrate how
such a procedure—to which we give the name prime
quantization®—leads in the first instance to a physical in-
terpretation of the ordering of operators and second,
within the context of the theory of geometric quantiza-
tion, to a physical justification for the choice of a polar-
ization.*> We also point out the essential differences be-
tween our quantization scheme and those of Mackey,® of
the geometric school,’ and the Borel quantization
method.”® Likewise, we demonstrate some close affinities
between our choice of an ordering (or, what amounts to
the same thing, of a reproducing kernel Hilbert space)
and the algebraic method for determining a polarization,
discussed earlier by Emch.” The exposition is first
motivated, after a precise statement of the problem, by
the well-known example of antinormal ordering in quan-
tum mechanics. Certain mathematical aspects of this
model are then isolated, which serve as the point of
departure for a general formulation.

In simple terms, the problem of the ordering of opera-
tors in quantum mechanics may be stated as follows.
Suppose that one has a classical observable. Specifically,
this is a real-valued function f of the position variable ¢
and the momentum variable p (assume, to begin with,
that the configuration space of the system is R!, i.e., it
moves on the phase space T*(R!)=R?). If f admits a
Taylor expansion, one has

flg.p)= 3 cn.q™p",

m,n =0

(1.1

where the c,,, are appropriate coefficients which could

possibly be zero for m,n > N for some integer N. In a
quantized theory, the variables g and p are replaced by
essentially self-adjoint unbounded operators Q and P, re-
spectively, on a (separable) Hilbert space ¥, satisfying
the canonical commutation relations (over a common
dense domain D)

[Q,P]=i, (Ai=1).

The question then arises as to what the self-adjoint opera-
tor F on #, corresponding to the classical observable f,
should be. It seems plausible to quantize f via

(1.2)

F='S ¢.,Q"P".

m,n =0

(1.3)

But even if we could give a meaning to the infinite sum of
unbounded operators appearing in (1.3), and even if F
were a self-adjoint operator on a dense domain Dy C#,
we would still have to decide on a certain ordering of the
noncommuting operators Q and P, when their products
appear in (1.3), and this is the subject matter of the
present paper. For instance, it is a matter of some arbi-
trariness as to whether the classical observable gp? is to
be replaced by the quantum operator L(QP*+P2Q) or
}(QP2+2PQP +P2Q), or some other self-adjoint com-
bination.

In the literature (see, for example, Refs. 10-12), many
different possibilities have been discussed. Some of these
are mathematically equivalent; however, in our opinion,
not enough physical justification is given for choosing one
ordering over another. It is one of our objectives in this
paper to show how a large class of orderings may ulti-
mately be related to certain characteristics of the measur-
ing apparatus. In other words, while mathematically ar-
bitrary and in a sense equivalent, these various orderings
correspond to different experimental situations, and are
to be distinguished on physical grounds.

The discussion up to this point demonstrates that a
quantization procedure, applied to a classical system, also
provides us with a solution to the ordering problem, and
hence we address ourselves, in this paper, to the question
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of developing such an ordering procedure as follows.
Speaking geometrically, suppose that we are given a clas-
sical system moving on the manifold M. Its phase space
T is the cotangent bundle T*(M), and its classical alge-
bra of observables A is the set of all complex continu-
ous functions on T*(M), vanishing at infinity. It is well
known that A is a commutative C* algebra (see, for ex-
ample Ref. 13 for a definition, properties, etc.). The clas-
sical observables are then the real functions in this alge-
bra. To quantize A 4, we have to find a (separable) Hil-
bert space # and a linear mapping (the quantization
map),

7 A g—L(FH), (1.4)

of A into the set L(Ff) of all bounded operators on #f.
Actually, as will be seen later, both the domain and the
range of the map #* have to be enlarged eventually [to
include unbounded operators, for example, see (1.2)].
Moreover, on the constant function f =1, 7* (possibly
extended) ought to act as

*(1)=I, (1.5)

where I is the identity operator on #. In addition, we re-
quire the nondegeneracy condition that the C* algebra
generated by the set 7*(A ) be dense in L(¥#). To
reduce an otherwise vast number of possibilities for the
choice of 7*, we make some physical assumptions by in-
troducing the notion of localization on phase space.'
This then leads to the prescription of ‘“prime quantiza-
tion.”

B. Example of antinormal ordering for systems on T *(R')

It is immediately clear, that the linear map #* implies,
through the passage fEA —>m*(f)EL(F), a certain
ordering of the operators Q and P. This interplay be-
tween the quantization map and a given ordering of
operators is brought out in the following simple example
on T*(R'). Consider the so-called antinormal ordering,
according to which, for example, the classical function
[of the phase-space variables (g,p)E€ T*(R!), but written
in terms of the complex variable z =(1/V'2)(q +ip)]
f(z,z*)=z"z*", where m and n are integers, is associat-
ed'? with the quantum mechanical operator a™a'” (a is
the usual annihilation and a' the creation operator). It
can be shown!? that this ordering is characterized by a
one-dimensional projection operator [one for each phase-
space point (g,p)], in the Hilbert space of the system

2T 4(q,p)=|q,p){gq,p| . (1.6)

Here, |g,p ) is a Glauber coherent state'* (a unit vector)
centered at z =(1/V'2)(q +ip), satisfying the eigenvalue
equation

alg,p)=zlg,p) . (1.7)

Written in terms of the operator function T ,, the an-
tinormal rule of ordering assumes the form

f+—>FA=f_: f_waA(q,p)f(q,p)dq dp , (1.8)
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for a given classical observable f €A .

The last relationship can be viewed in two ways. It is
first a procedure by which the Q and the P, appearing in
the quantum representative F , of a classical observable
such as a monomial ¢™p", say, are antinormally ordered,
i.e., one can write F ,=F ,(Q,P), and second, it defines a
quantization map 7% in the sense of the above discussion,
if we set

w5 (N=[" [ Tiap)f(gp)dgdp . (1.9)
Indeed, the linearity of 7% follows from its integral repre-
sentation, while from the well-known properties of
coherent states'*™'6 it follows that for f =1,

% (1)=1I . (1.10)

Furthermore, as proved in Ref. 17 (see also Ref. 1), the
classical position and momentum observables g and p on
T*(R') are mapped by 7% to two operators which satisfy
the canonical commutation relations

[7%(g),m%(p)]=il . (1.1D

Finally, the fact that the C* algebra generated by
7% (A ) is dense in L(#f) is a consequence of Theorem 1
below.

A linear rule of association f—F(Q,P) also sets up a
mapping from the states p of the quantum system (i.e.,
normalized density matrices) to normalized measures p
on the phase space, according to the relation

tr[F(Q,Plp]=tr[7*(f)p]
B fi f,:f(‘bp)d#(q,p) .

In the case of the antinormal ordering 7%, the measure
u 4 corresponding to any density matrix p turns out to be
positive, with

(1.12)

dp 4(q,p)=tr[T 4(q,p)pldqdp

=(g,plplg.p) 2% . (1.13)

2T

The question of which orderings lead to positive mea-
sures on phase space had been considered to some extent
in Ref. 12 and later much more generally in Ref. 18. A
very elegant treatment of this problem in terms of affine
maps on the Banach space of all trace class operators has
been given in Ref. 19, thereby putting earlier results in an
abstract setting. We adopt, in this paper, this latter for-
mulation for the ordering of operators, which simultane-
ously maps the states to positive measures on phase space.

C. Building the mathematical model

The positivity condition imposed upon the measure yu
has an interpretation in terms of localization on phase
space.' In fact, if we assume that the system is localized
in T, then corresponding to any (Borel) subset A of I'—
representing a localization volume—there should exist
an observable a (A)EL(F) such that tr[a(A)p] would
give the probability of finding the quantum system (in the
state p) localized in the volume A of phase space. (Of
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course, localization in phase space is to be interpreted in
an appropriate sense! since position and momentum can-
not be measured simultaneously with absolute accuracy
for a quantum particle. The sense in which the prime
quantization procedure automatically resolves this ques-
tion is discussed more fully in Sec. IV.) If we insist on the
probability interpretation of tr[a(A)p], a comparison
with (1.12) shows that we must have

trla(8)p]= [ xa(@dp(&)=p(a), (1.14)

w)=I, (1.15)

where {ET and y, is the characteristic function of the
set A. Thus u must, in fact, be a probability measure.

The phase space I', whether considered as the spec-
trum of A, or as a cotangent bundle T*(M), can be
equipped with a natural positive measure v—the basic
measure in the case of A (Ref. 13) or the volume form
on T*(M)—which has support on the whole of T. If in
addition we assume that the number of quantum particles
that can be accommodated in a unit phase space cell is
finite (so that we may normalize to one particle per phase
space cell of volume #), then we can prove'® the ex-
istence of a positive operator valued function

T: T L(H), (1.16)

for which
a(A)= fAT(é)dv(g‘). (1.17)
Hence the measure y in (1.14) becomes
du(§)=tr[T(§pldv(E) . (1.18)

Comparing this with (1.13), the localization operators in
(1.17) for the antinormal ordering (on #£) are

1

aA(A)=—2;fAiq,P)(q,P|dq dp .

(1.19)

The operators a (A) are clearly positive for all A, and,
in fact, they define a positive operator valued (POV) mea-
sure having the properties

a(¢)=0, ¢=null set (1.20a)

a(l)=I, (1.20b)

a|lUA; |=3a(h), A;NA;=¢ foriFj. (1.20c)
i€J <

The sum in (1.20c) converges weakly, and J is a discrete
index set. In addition, Eq. (1.17) expresses the fact that
the POV measure a has the bounded operator density T.
Finally, note that in terms of the POV measure a, the
quantization map 7* in (1.4) becomes
m(N=[ f(©da(©)= [ TQf (§)dvg), (2D
which is clearly perceived as being the generalization of
the antinormal rule of ordering (1.8).
The mapping 7* may be given an alternative, and in
some sense a more useful, mathematical description as

follows. Let T(#f) be the Banach space (under the trace
norm)"® of all trace class operators on #. It is well
known!3 that .L(#), equipped with the strong operator
topology, is the Banach space dual of T(#). Consider
also the Banach space LYT,v) and its dual L *(T,v).
From (1.18) it is clear that the measure u has a density
which is an element of L(T,v). Hence, for a fixed POV
measure 4, the relations (1.17) and (1.18) imply a mapping
7 from T(#)* to L(T,v)", which consequently can be
continued'®! to a bounded linear map,?® the dual of
which is 7* (and hence the notation),

m T(FH)—LYT,v) . (1.22)
The dual,
m*: L=(T,v)—>L(F), (1.23)

is then the bounded linear map which in (1.21) defines an
ordering of operators. Of course, as mentioned subse-
quent to Eq. (1.4), in specific cases it may be desirable, or
indeed necessary, to enlarge both the domain and the
range of 7*.

II. TWO RELATED MATHEMATICAL NOTIONS

The ordering of operators, when seen in the light of
our discussion so far, can be crystallized (as will be shown
in Sec. III) in two mathematical notions—the Naimark
extension of a POV measure and a reproducing kernel
Hilbert space. For the type of POV measures with which
we are concerned, the two notions are interrelated (see
Theorems Al and A2 in the Appendix), and together
form the heart of our quantization procedure (Sec. III).
The effect of introducing the reproducing kernel Hilbert
space amounts to choosing a coordinatization in the Hil-
bert space of quantum-mechanical states in the sense that
certain preferred classical observables, namely, general-
ized position and momentum, which appear [on T*(R"),
or for example, if T*(M) has a global chart] as multipli-
cation by g and p, respectively, are picked up to go over
to the quantum operators. For T*(R"), these latter satis-
fy the canonical commutation relations [see Eq. (1.11)].
We remark that up to this point, the Hilbert space % on
which the map 7* in (1.4) and (1.21), or even the map 7%
in (1.9), has been defined is still quite arbitrary. It was
only assumed to be an abstract Hilbert space, admitting
the normalized POV measure a, and has not, for exam-
ple, been realized as a concrete space of functions. The
property that the POV measure a admits the bounded
positive density T [see Eq. (1.17)], actually allows us to
construct such a realization for # in terms of certain
functions on the phase space I', achieving thereby the
above-mentioned coordinatization. (Note that, in this
section, I could be any smooth manifold and not neces-
sarily one with the structure of a phase space.)

A. Extension theorem

Let us recall a theorem due to Naimark (see, for exam-
ple, Ref. 21), according to which any normalized POV
measure a on an abstract Hilbert space # can be extend-
ed to a projection-valued (PV) measure P on a larger Hil-
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bert space #, in a certain minimal sense. More
specifically, let B(I") be the set of all Borel sets of T.
Then, according to this theorem, there exists (i) a Hilbert
space F on which there is defined a PV measure B(A),
AEB(T); (ii) a subspace # of #, with corresponding
projection operator P,

PH=%# ; (2.1)
(iii) a unitary mapping W: .‘H—»?A{, such that
PP(A)P=Wa(A)W™!, A€B(T). (2.2)

Additionally, # may be chosen to be minimal in the
sense that every other extended space %' having proper-
ties (2.1) and (2.2) contains a subspace which is unitarily
equivalent to #. This minimal pair {#,P} is therefore
uniquely (up to isomorphism) determined by % and a.
The set of vectors

$=(P(A)PAEB(T), e H=WHH) (2.3)

is total in # (. e., its linear span is dense in ).

In the example of the POV measure a , in (1.19), the
extended space # is isomorphic'” to L*R? dqdp), o
which the operators P(A) take the form

[P(A)¥]1(g,p)=xalq,p)¥(q,p) ,

Ve L%R?dgdp). Using the subscript A to denote the
various operators P ,, W ,, etc. in the case of antinormal

ordering, one can prove"!?>2 that for ¢ €%, its image
Vin H=% ,=P H=P L (]R2 dqdp ) is obtained as

(2.4)

Y(g,p)=(W ¢)q,p)=—=q,pld) . (2.5)

(27 )” 2
Additionally, on # , one has the POV measure @ ,, as
the image of a 4,

a4 A=W, a, MW '=P,PIA)P,, AEB(T), (2.6
while for the identity operator I on #,

W IW =P, . 2.7

The fact tllat here the extended space 7?, and hence the
subspace #f 4 turn out to be spaces of phase-space func-
tions (recall that |q,p ) is a vector in an abstract Hilbert
space 7f) is not at all fortuitous, as will be seen in a little
while. What is also worth noticing is that the functions
V,EH, are all bounded? (indeed even continuous)

since by (2.5),

1
W(g,p)| £ ——— . (2.8)
P =07 ¢l
On the other hgnd, given an arbitrary POV measure a
and its extension P, we may use the latter to give an alter-
native expression for the quantization in (1.21), as fol-
lows. For a classical observable f €A, let
= [ /(©dP(©) 2.9
whenever the integral on the right is (weakly) defined.
From (1.21) and (2.2) it is then clear that the quantization
map 7* may be rewritten as
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fr>m*(f)=PP(f)P . (2.10)

[It is understood here that the operators 7*(f) act on the
Hilbert space # = W#, more properly, combining (1.21)
and (2.2) we should have written PP(f)P
=Wa*(f/)/W ']

B. Coordinatization in #

Having transferred the problem of constructing the
quantization map 7* from the abstract Hilbert space #
to the subspace H of the canonically extended space
H=LXT,dv), we see next how the fact that the POV
measure a admits a positive density may be used to intro-
duce a coordinatization in #. The key concept here is
that of a reproducing kernel.

To explore this, let us go back to our example of the
antinormal ordering, and note that from (2.5) and (2.8) it
follows that the evaluation map E%,:  ;—C (where C
is the set of all complex numbers), at the point (g,p)ET,
namely,

E[(¥)=¥

(g,p) , (2.11)

is continuous.?>?* This fact allows us to construct the
reproducing kernel K ,,

K4 (qp;q'.p)=ES(ES,)*

1
=—{qprlq".p"), (2.12)
2
where (Eq’fp)": C— % , is the adjoint of the map qu’p
The kernel K 4 is, in fact, the integral kernel of the pro-
jection P , in (2.7), i.e., for ¥ € L% R?,dgdp),

(P, W)g.p)= [ K4(a.piq".p" Vg’ ,p))dg'dp" .

The operators E Ap and (E “p) may be used to write the
operators @ 4(A) in (2.6). Indeed, from (2.4), (2.6), and
(2.11) one easily derives that

(2.13)

)= [ (Ej,)*Eldgdp (2.14)
and comparing with (1.17) and (1.19),
T,,(q,p)=(qu’,,)*qu’p=71;|q,p)(q,pl (2.15)

is the density for @ 4 in this representation. All the rela-
tionships in this example carry over to the general case,
which we now examine. For this we need to define more
accurately the mathematical concept of a reproducing
kernel. The definition we give here is somewhat different
from that found usually in the literature;!%2*%5 however,
as pointed out in Ref. 22 it allows us to establish a deep
connection between POV measures and reproducing ker-
nel Hilbert spaces (see the Appendix).

As before, let I be the phase space of a classical sys-
tem, v a Borel measure on it, and suppose that to each
{ET we associate a Hilbert space # ¢ in such a way that
the direct integral Hilbert space (see, for example, Ref.
13)

PO
H= [ “Hdw)
For {,{'€T, let ,L(?{g,?'{;) be the set of all

(2.16)

exists.
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bounded linear maps from %, to #. For any
AEL(FH HH ), let 4 * EL(?{CJ{Q) be its adjoint in the
sense that

(ol du ) =(A*vlu),, (2.17

for all ueﬂg, 067{;, and (| ); denoting the scalar
product in # ;.

Definition 1. A reproducing kernel K on # is a map-
ping (§,§)ETXT—K (§,5 )€ L(H ¢, H (), such that (i)

K(£,8)=K(L,0)*,(5,8ETXT ; (2.18)

(i) K(§,8) is strictly positive definite as an operator in
L(H ), YCET; (iii) the integral operator P on #, such
that

=fr1<<§,§')\w§ dwv(g') ,

(P ¥)(E)
for all ¥ € #, exists and is bounded; (iv) for all u EH,
and v EH ¢,

(2.19)

fr(uIK(§,§')K(§’,§")v Yed (&) =C(ulK (8" W),

(2.20)

for all (§,{")ET XT.

In the Appendix we discuss the relationship between
reproducing kernel Hilbert spaces and POV measures ad-
mitting bounded positive densities. As shown by
Theorems A1l and A2, this relationship is one to one. In
this connection, the following results are pertinent to our
discussion here.

(i) The operator Py in (2.19) is a projection operator
onto a subspace #y of 7. Hence we refer to #y as a
reproducing kernel Hilbert space with kernel K.

(ii) On #g, the kernel K defines an evaluation map E f:
Hx—He,

Eg(\I/)=\I’(§)=fFK(é',Q")\l/(é")dv(é"), VEFH .
(2.21)

[The measure theoretic technicality concerning the
fact that W(§) may actually be defined for all {ET is
discussed in the Appendix.]

(iii) In terms of E§ and its adjoint (Ef)*: #,—%#y,
the reproducing kernel is

K(,¢)=EEEE)* (2.22)
and there is a canonically associated POV measure
k(0= [ (EEIEfdv(s), AEBT) (2.23)

on #y, such that # is the minimally extended space in
the sense of Naimark.

(iv) Given an abstract Hilbert space # and a normal-
ized POV measure a on it, which admits a positive v den-
sity, we may find a unitarily equivalent [see Egs.
(A11)-(A13)] reproducing kernel Hilbert space #, with
canonically associated POV measure a5 . It is instructive
to see how the latter is obtained, generalizing the con-
struction in the example of antinormal ordering, i.e., Egs.
(2.5)-(2.7). Since each T'({) in (1.17) is a bounded posi-
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tive operator, the square root T(£)'/2 exists. Let N be
its null space

Ne={$EHI|T (L)' *$=0} . 2.24)

Then 7 is obtained by closing the quotient space # /N,
with respect to the scalar product

([S1 W1 = (SIT (W),

where [¢], and [W]; are the equivalence classes in # /N,
of ¢ and W, respectively. The spaces %, are then used to
form # and the unitary map Wy embeddmg F onto a
reproducing kernel subspace # C # is

(Wid)E) =W (5)=[]; -

(For technical details, see Ref. 22.)
(v) There exists an overcomplete set of vectors in g
[i.e., a set whose linear span is dense in 7, and whose

members satisfy the resolution of the identity condition
(2.33) below]

Sx ={ELEFHIEUL)
=K(§'7§)v’§)§'er,v ey{g’lluné_:l} .

If d (§) is the dimension [concerning the { dependence of

d (&), see remark in the Appendix] of #({), {v;}‘-”_gl’ an
orthonormal basis in #({), and §§ are the vectors in &
such that

(2.25)

(2.26)

(2.27)

EUE =K (L, (2.28)
then
dodig) _
K(5,6)=3 3 lwp)K (6,6 wkl, (2.29)
i=1j=1
K;(5¢ <§;|§c)7{ (2.30)
and
d¢)
(6)=3 & (&l . (2.31)

i=1

(vi) In the special case where #,=C for all { [so that
% is isomorphic to L%T,v)], the operator Tx(&) in
(2.31) becomes a scalar multiple of a one-dimensional
projection operator, corresponding to a vector £, de-
pending on K, and furthermore, the set of vectors
§. 6 ET is the overcomplete set Sk in this case. The ex-
pressions for K ({,§'), agx(A), etc. take [see Egs.
(2.11)=(2.15)] the forms

K (§,6)=(EE) s (2.32)
aK(A)=fATK(§)dv(§), Tx(O)=1E)CE ], (2.33)
Ef(W)=W¥({)= (2.34)

these expressions holding for all {ET and Y€ #x. If 4
is any bounded operator on ¥/, then its kernel 4 (£,{’)
[see Egs. (A17)-(A19)] is simply

A E)= (€| AEL) (2.35)
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This completes the coordinatization of #f. Indeed, in
the isomorphic space # g, all vectors V¥ are functions of §
and operators A are given via kernels which are func-
tions on ' XT.

III. PRIME QUANTIZATION AND ORDERING

In this section we employ the results of the previous
section to formulate the prime quantization procedure
and discuss the related ordering. We also construct non-
trivial examples to illustrate the theory in the case of
I'=R3, where we introduce kinematical variables via the
extended Galilean group and discuss the related order-
ings.

A. Quantization map

First, we embed A into an algebra of operators on
L*T,v), using the PV measure in (A8). Thus fEA is
mapped to the operator P(f) of multiplication on
LXT,v),

[B(AYNE)=F(E)W(E), WELUT,v) . (3.1)

In a standard manner, the domain of the homomorphism
P may be extended to the set L *(T",v) of all bounded v-
measurable functions on I' and its range to a commuta-
tive von Neumann algebra. In that case, for any v-
measurable function f €L “(T,v),

P(f)= [ £(&1dP(&),

where the integration is with respect to the PV measure P
defined in the Appendix, Eq. (A8). [Note that in this in-
stance ¥, =C, for all €T in the direct integral (2.16), so
that #=L%(T,v).]

Definition 2. A prime quantization (hence, an ordering
of operators) of the classical algebra A is a positive
linear (quantization) map

(3.2)

m*: L°(T,v)—>L(H), (3.3)
satisfying (i) the C* algebra generated by the set,
T*AG={T*(NHIfEAL} , (3.4)

is weakly dense in L(#); (i) H=Ff is a reproducing
kernel Hilbert subspace of LXT,v). In other words, the
projection operator P should have kernel K: I'XI'—C,
which is separately continuous in each variable, and

m*(f)=PP(f)P, fE€L>(T,v) (3.5)

where, as indicated, 7* depends on the kernel K.

In view of the results of Sec. II, it follows that any
prime quantization gives rise to a POV measure ay [see
(2.33)] on the Borel sets of the phase space I, for which

* = — K\« K
m(N= [ f(©dag(O)= [ FIOEDEEVE . 3.6
Moreover, # and agx determine L(T,v) uniquely in the
sense of Theorem Al. The unit constant function

Sf(&)=1, (€T is mapped to the identity operator on %
since, clearly,
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m*(1)=ag(I)=P . (3.7

The condition which ensures that our quantization map
m* be nondegenerate, in the sense that the C* algebra
generated by 7*(A ) be dense in .L(F), is brought out in
the next theorem. The condition is not sufficient, but is
good enough for our purposes.

Theorem 1. If the phase space I', considered as a topo-
logical space, has no discrete part, then the prime quanti-
zation map 7* is nondegenerate.

Proof. Since the kernel X is fixed, we drop the index K.
Let [7*(A)]" be the von Neumann algebra (see Ref. 13)
generated by the set /M, which we take to be the C* alge-
bra generated by 7*(A ). Then, by von Neumann’s den-
sity theorem'® M is weakly dense in [7*(A,)]". We
show that [7*(A )] =.L(F), by proving that the com-
mutant [7*(A4)]" of [7*(Ay)]" is {CI}, I being the
identity operator on #. Consider the operators

a(8)= [ xslo)da(§)=m*(xs) ,

for all A€EB(T). Clearly, a(A)E[m*(A,)]’, and let
A €[m*(A] be self-adjoint

(3.8)

a(A)A=A4a(A), A=A4*. (3.9)
From (3.6) it then follows that
EEE;A =AEZE§ (3.10)

for v almost all {ET. If  EF is arbitrary, then (3.10)
implies that for all {’' €T,

(EZE . A$)NE)=(AEZE $)E"),
whence, by (2.21)
E.E!E A¢p=E.AE}E.¢ , (3.11)

for all {' €T, and for v almost all {. Using (2.22), (A17),
and (3.7), we get

J K OEAELE dv(L")
=[ A EEELE $dv(g")
=2 er(é’,é)A (6,5")9(&")dv(E")= A (L, E)$(E) .

(3.12)
Since (3.12) holds for all ¢ € #, we get
A4(8,6)
A ) ! " ’’ — b 3‘1
JAeHs(Edve” Koo (3.13a)
for K ({',£)#0, and
A(E,6)=0, for K (£',6)=0 . (3.13b)

These two equations hold for all {'E€T and for v almost
all f€T. But since the left-hand side of (3.13a) is in-
dependent of {’, we must have

A0 _
K 19

where f is a complex valued function of &, and since
K (£',&) is separately continuous in § and &', so also is

for K (£',£)#0 (3.14)
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A(&',&) (by Theorem A3). Thus f({) may be defined for
all £, and similarly (3.13b) holds for all ({',§)ET XT.
Thus we may write

AL, 8)=g(8)K(E,8), (3.15)
where
f(&), for K(&,E)70
g(&)= Yo, for K (&',£)=0. (3.16)
Combining (3.15) with (3.12) and (A 18),
(Ad)E)=g(L)p(E) (3.17)

for all {ET and ¢EF. By (2.34), this relation may be
rewritten as

(&l 48)=g(5) (&P ,

whence one gets the eigenvalue equation

AE=g(L)E; .

Since A is bounded and self-adjoint, and §; is an eigen-
vector for each £, g(&{) must lie in the discrete spectrum
of A. On the other hand, g({) is a continuous function
by (3.15) and (3.16). Hence, since I' does not contain a
discrete part, therefore g ({)=A, a constant, for all (€.
Thus

(3.18)

A=AI, (3.19)
and since [7*(A )] is a von Neumann algebra, it is gen-
erated by all its self-adjoint elements, implying that for
any A E€[m*(Ay)], (3.19) holds for some AEC. This
proves the theorem. Q.E.D.

As a further general comment on the quantization map
m*, we mention that to each density matrix p on #y,
there exists a probability measure

du(§)=trf[(EH)*Efpldv(¢) , (3.20)
as required by (1.18), and satisfying
el (fpl= [ f(E)dps) . (3.21)

In view of Theorem 1, all quantum-mechanical expecta-
tion values can be written as limits of classical expecta-
tion values of the type given by the right-hand side of
(3.21). Additionally, for an arbitrary Borel set ACT,

p(A)=tr[ag(A)p] (3.22)

[compare with (1.14)], and hence the operators ax(A)
play the role of localization operators, if we interpret
p(A) as being the probability that the quantum system in
state p is localized in the phase-space volume A. This un-
derscores the feature of the prime quantization program
whereby localization on phase space T is exploited. Our
results remain true for any manifold M. We have
identified M with I" because any choice of the kernel de-
pends on a physical interpretation of some operators—
preferably, generalized position and momentum-—as
kinematical variables on I'. In the next section we shall
discuss this point more from a physical point of view.
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B. Free particle in R?

We now construct a kernel such that, in the case of
free particles on T*(R*), we pick kinematical variables
and recover by the prime quantization procedure the
canonical commutation relations, in the sense of Eq.
(1.11). Actually, we shall do much further, and prove
that there do indeed exist interesting ordering procedures
in this case, other than the antinormal ordering, which
fall within the scope of Definition 2. We emphasize
again, that apart from being given a classical algebra A ,
this method of quantization requires the existence of a
natural measure v on the classical phase space, as well as
subspaces of the Hilbert space L*T,v), which admit
reproducing kernels (i.e., subspaces which in many realis-
tic examples consist of continuous functions). Moreover,
it is the subspace #fx which carries the quantized system.
If these conditions are to be fulfilled, one would have to
choose an appropriate kernel and as mentioned above,
this can be done by defining kinematical variables, for ex-
ample, through symmetry arguments or via a kinematical
group. In the case of a free particle in T*(R3)=R®, the
kinematical group is the extended Galilei group G, and
Fx should carry an irreducible representation of G. This
forces the kernel to be G covariant.

Consider now the classical C* algebra C_(T") of all
continuous functions on I', which vanish at infinity. For
the measure v on I', we take the Lebesgue measure dqdp.
Note that if © is the phase subgroup and T the subgroup
of time translations of G, then

'=G/68T®S0(3), (3.23)

as a homogeneous space, and dqdp is the corresponding
invariant measure?® on I". Consider the Hilbert space

H=L*R%dqdp) . (3.24)

We construct now a subspace #,; of £, which admits a
reproducing kernel K, ;. Let e be a square integrable, ro-
tationally invariant function on R®, normalized to unity,
i.e.,

[ lek)lPak=1, (3.25)

e(Rk)=e(k), RESO(3), (3.26)
the latter equation being true for almost all kER®. For

1=0,1,2,3, ..., define

L 20+1 . ,
Kei(@pid,p)="5 S explik-(q—q)]
(k—p)-(k—p)
wp, | k=p)(k=p")
" Ik—plllk—p'|

Xe(k—ple(k—p')dk ,
(3.27)

where 7, is a Legendre polynomial of order /. It is then
possible to show? that K, is G covariant and satisfies all
the properties (2.18)—(2.20) of a reproducing kernel. Let
P, ; be the corresponding projection operator
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(P, ,¥)(q,p)= R6K,V,,,(q,p;q',p’)\Tl(q’,p’)a'q’dp' , (3.28)
Ve H, and #,, the subspace

}[Ke'Eﬂe'I:Pe,ILZ(R6,dqdp) . (329)
Then, from the nature of the kernel K, in (3.27), it is
clear that the projected functions in #, ;,

v, =P, ¥, Ve#H, (3.30)

are continuous in the variables (q,p). Moreover, #,,
carries a unitary irreducible representation?® of the ex-
tended Galilei group G (corresponding to a particle of
mass m and spin /). For the particular case of / =0, and

e(k)=m"3*exp(—k?/2) , (3.31)

we recover the antinormal ordering mentioned previous-
ly. However, our main aim is to elucidate the different
ordering possibilities, when e does not necessarily have
the form (3.31). Moreover, we also want to study the
physical significance of the function e, and the conse-
quent connection between the experimental set up and
the choice of ordering.

As mentioned in Sec. I [see Egs. (1.5) and (1.11)], in
this model, the quantized versions [via (3.5)] of the classi-
cal position and momentum observables q and p obey the
canonical commutation relations. Indeed, let

fiq,p)=q', giq,p)=p', i=12,3. (3.32)

Then, a straightforward calculation using (3.1), (3.5),
(3.27), and (3.28) shows that

Q'=P, ,P(f)P,, =q"+i—a (3.33a)
’ i aql
i Plol — : d
P'=P,,P(g"P,,=—i— , (3.33b)
i > aql
so that
[Q',P/]=ib,1 (3.34)

on a stable dense domain DC #, ;. Moreover, using (A8)
and the fact that the POV measure a,; canonically asso-
ciated to K, ; [see (2.23)] is given by

a, (A)=P, P(AP,, , (3.35)
we find that, for VE #,
[a.,(A)¥](q,p)= fR6K£1<q,p;q',p’)\T’
X(q',p')dqdp , (3.36)
where
K2/(q,p;q’,p')= fAKe,z(q,p;q"yp’W
XKe’I(qll,pll;ql’pl)dqlldpll .
(3.37)

In view of Egs. (3.33) we may use the notation
F, (Q,P) for the quantized form of the classical observ-
able f(q,p) in complete analogy with (1.8), i.e.,

Fe,lzpe,lﬁ(f)Pe,l . (3.38)
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Moreover, from Egs. (3.32) and (3.33) we see that F,,
yields an ordering of the operators Q and P in the quanti-
zation of the classical function f.

It is important to note that the ordering is Galilean co-
variant in a sense which we now make explicit. As men-
tioned before, #,, carries an irreducible representation
of G, corresponding to a particle of mass m and spin /.
Indeed, as shown in Ref. 23 the representation in ques-
tion is given by the unitary operators U(g),
g =(6,b,a,v,R)EG, on #,

[U(g)¥](q,p)= exp{i[0+(P?/2m)b +mv-(q—a)]}
XW(R "Y(q—a),R (p—mv)), (3.39)

where 0 is the phase translation, b the time translation, a
the space translation, v the velocity boost, R the spatial
rotation, and

P}=-V]. (3.40)

This representation is highly reducible, and each sub-
space of # of the type #,, carries an irreducible
subrepresentation U,; of U. Moreover, # decomposes
into an infinite direct sum of such subspaces. If we re-
strict ourselves to the isochronous subgroup G’ of G,
which does not contain time translations, then it can be
shown?} that

U, (8, (MU,,(g)*=a,,g[A]),

g[A] being the translation of the set A€EB(T) by g,
where the action of g € G’ on (q,p)ET (=R®) is given by

(3.42)

(3.41)

g(q,p)=(Rq+a,Rp+mv).

For the classical observable f, if g[ f] is the function

glfNa,p)=f(g"'(q,p)) , (3.43)
Eq. (3.38) is seen to imply that
Ue,l(g)Fe,I[ Ue,l(g)]‘ =Pe,lp(g [f] )Pe,l (3.44)

for all g€G’. Thus the Galilean-transformed classical
observable g [ f] corresponds to the Galilean-transformed
quantum observable U, ;(g)F,[U,,(g)]*, establishing
the Galilean covariance of the ordering procedure (3.38),
and hence of 7.

As a final result in this section, we combine the discus-
sion above together with the decomposition of # given in
Theorem 2.1 of Ref. 23 to arrive at a complete descrip-
tion of all possible ordering procedures in #. Denote by
u the measure

dy(r)=41rr2dr, rerRt, (3.45)

and let {e,},’—, be a complete orthonormal set of vectors
in LAR*,u). Then, considering e, as a function of the
type e in (3.25) and (3.26), let us construct for each n and
1(=0,1,2,...) the subspace #, , of # via (3.27)-(3.30),
and let K, ; be the corresponding reproducing kernel.
Theorem 2. Each e, defines a Galilean covariant or-
dering of operators on # = L2(RS,dqdp), by which every
bounded measurable function f on I'=RSY, for a particle
of mass m and integral spin /, is mapped to a quantum
operator F, ;EL(#, ) defined by the integral kernel
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(F,,¥,,)q,p)= fn,,f(q',p')F,,,,(q,p;q',p')\v,,,,(q',p' \dq'dp’ , (3.46)
21 +1 2 — —
Fo(@,p50,P)= |5 fksdkdk’exp[ik-(q—q”)-k ik'-(q"—q)]e, (k—ple,(k—p")e, (kK —p")
o
Xe, (k' —p")P,(p-p"/|lpll IIp” NP (p”-P"/lIp" |l IP’I]) - (3.47)

The Hilbert space # decomposes into a direct sum

H=o i i Honi

n=11=0

(3.48)

of the subspaces #f,,, each one of which carries a
(21 +1)-fold reducible representation of the canonical
commutation relations

[Q),P1=i8,1, i,j=1,2,3 (3.49)

corresponding to a particle of mass m and spin /. Con-
versely, every Galilean covariant ordering procedure on
F for a quantum system of mass m and spin
1=0,1,2, ..., determines a unique vector e in Lz(R+,y)
which fixes the corresponding reproducing kernel sub-
space #, | CH.

For a proof, note that the relations (3.46) and (3.47) fol-
low from (3.27), (3.28), and (3.38). The decomposition in
(3.48) and the canonical commutation relations (CCR) in
(3.49) follow from Theorem 2.1 in Ref. 23. For the con-
verse, using arguments on evaluation maps’*?* one can
establish the existence?® of a unique resolution generator
& in each reproducing kernel Hilbert subspace of #. This
generator, in its turn, determines the unique vector e in
L*R™,u) as a consequence of Theorem 3.4 in Ref. 23.
In ending this section, we remark that since I'" can also be
identified topologically as the quotient space?®

=2\ /TeS0(3) (3.50)

of the Poincare group P' by the subgroup of time
translations T and rotations SO(3), it is possible to find?’
kernels and reproducing kernel subspaces 7-[8 , of H
which carry irreducible representations of ?+, corre-
sponding to particles with mass m >0 and spin
1=0,1,2,... . The mapping [see (3.5) and (3.38)]

ﬂ':’[(f)ZPe,lp(f)Pe’l, We,lzlpe,lj{’

then defines a quantization of a free particle with relativ-
istic kinematics.

Analogous results could also be obtained for systems
with nonintegral spins, but then the starting Hilbert
space in (3.24) would have to be replaced by

H=C’® LY RS dqdp) ,

(3.51)

(3.52)

and similarly, U(g) in (3.39) would have to be replaced
by a correspondingly different representation.

IV. PHYSICAL INTERPRETATION

We refer to the free particle on T*(R?) of the previous
section. The vector e € LAR*,u), which, according to
Theorem 2, characterizes an ordering, is amenable to a

physical interpretation, which we develop in this section.
It will turn out that the vector e may be related to the un-
certainty in a joint measurement of position and momen-
tum. Consequently, the ordering is ultimately dependent
upon the measuring apparatus. Experimental setups
which allow a determination of e have been discussed in
Refs. 28 and 29. Moreover, as described in detail in these
two references, the use of POV measures is the only satis-
factory way to handle mathematically the joint measure-
ment of incompatible observables in quantum mechanics.

Consider the representation U, ; of the G on #H,, given
by (3.39) (actually by its restriction to #,,). For simpli-
city, take the spin-zero case (/ =0). Since VE¥#, re-
lates to a partlcle on T*(R?), we would like to interpret
[l¥(q,p)||* as the probability density of finding the parti-
cle localized at the phase space point (q,p). However,
since the uncertainty relation given by the standard
quantization method does not allow simultaneous accu-
rate measurements of q and p, therefore, if || ¥(q,p)|? is
to have a physical meaning at all, the point (q,p), as it
appears in ||¥(q,p)||? should entail the existence of two
confidence functions'® y, and X, centered at q and p, re-
spectively. In that case x4(q’) would give the probability
density for the particle to be actually at the point q’,
when it is experimentally observed to be at q. Thus
|¥(q,p)||* is to be interpreted as the joint probability
density for finding the particle at the “smeared point
(q,p).” For a reasonably accurate localization of the par-
ticle in configuration space, ¥, would have to be a func-
tion with support mainly in a small neighborhood around
g. A similar mterpretatlon would be given for Xp More-
over, if 0,(x,) [respectively, o ( xo)] is the standard devi-
ation }\)f q; (respectively, p;) w1th respect to Y, (respective-
ly to x,), we expect that

0i(Xo)o; (Xo) 2 4 Lj=1,2,3. (4.1)

It was proved, first in Ref. 18, and later shown in various
different physical contexts,”?® that this indeed is the case.
Moreover, it can be shown that covariance under space
translations implies that

Xq(q,)ZXo(q,_q) ’ (4.2a)
Xp(P)=Xo(P'—P) .

The interesting point is that the reproducing kernel is
uniquely fixed by the confidence functions through

Xo(@)=le(q)|?,
Xo(p)=l2(p)|?

€ being the Fourier transform of e. One can check that
the situation where (4.1) holds with equality is precisely

(4.2b)

(4.3a)
(4.3b)
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the case of the antinormal ordering,'® so that e has the
form in (3.31). Thus the antinormal ordering is optimal,
in the sense that it envisages maximum accuracy in a
theory based upon localization in phase space. We
hasten to add, however, that the confidence functions Xq
and )?p, while representing uncertainties in a joint mea-
surement of q and p, do not arise as a result of any “‘un-
controllable disturbance” of the measured system by the
measuring apparatus. In other words, the vector e, and
hence the ordering convention, truly reflects a property
of the measurement procedure. Realistic instruments for
performing such measurements have been considered in
Refs. 28 and 29, where it is also shown how joint mea-
surements of position and momentum lead to a deter-
mination of e.

V. QUANTIZATION SCHEMES COMPARED

It is instructive to study the similarities, or otherwise,
of the prime quantization scheme as outlined here, and
the various other schemes, such as, for example, the
geometric,””% the Mackey,® and the Borel>® quantiza-
tion schemes which have been proposed in the past. In
the Mackey scheme, one utilizes the theory of imprimi-
tivity for locally compact groups to define localization on
a manifold M. Various generators of the kinematic vari-
ables then yield the quantum-mechanical operators of
generalized position, momentum, etc., as well as their
correct commutation relations. In the prime quantiza-
tion scheme, localization is on the phase space
I'=T*(M), and is in itself defined independently of any
group action or symmetry properties related to T*(M).
But such properties have to be invoked later in order to
choose the physically interesting quantizations, for exam-
ple, by choosing kinematical observables, such as was
done in Ref. 8, where the model gave observables
equivalent to a set U(T"), by a generalized system of co-
variance. Hence a prime quantization leads to a pair
[U(T),m* (A 4(I'))] and is applicable to any T*(M) (Ref.
31) and any spin.!

The relationship between the present scheme and
geometric quantization appears most clearly at the stage
where, in the latter approach, one makes a choice of po-
larization. Geometric quantization proceeds in two
stages. In the first, or prequantization stage, a map P is
found from the classical algebra A to a set of first-order
differential operators on I,

SB(f)=—iVXf-+—f, fEA,, (5.1
where V denotes the covariant derivative on the manifold
I" and X is the vector field canonically associated to f by
the symplectic form on '=T*(M). The map P satisfies
the requirements [as operators on L%(T,v)]

PBlaf +Pg)=aPB(f)+BB(g) , (5.2)
B()=1Ip, (5.3)
B S,g})=—i[B(),B(g)], (5.4)

for all f,gE€A and all a,BEC. In (5.3), 1 is the con-
stant function with value 1E€R, I is the identity opera-
tor on L*(T',v); in (5.4) {f,g} is the Poisson bracket of f

and g and [PB(f),B(g)] the commutator bracket of B(f)
and P(g). Considering now the case T*(R®) and taking
for f and g, the corresponding position and momentum
observables, respectively, in (3.32), one gets

$(q’)=q’+i—a—,. : (5.5a)
dp
ih__ . 0O
BpH=—i—, i=12,3 (5.5b)
dq'
and the CCR
B({q',p))=—i[B(g",B(p)]=8,; . (5.6)

Equations (5.5) and (5.6) ought to be compared with Egs.
(3.33) and (3.34); but there is an important difference be-
tween the two sets. Indeed, (3.33) and (3.34), obtained by
prime quantization, form an irreducible set on the repro-
ducing kernel Hilbert space ¥, ;, while the set (5.5) and
(5.6), obtained by prequantization, is a highly reducible
set on L%T,v). In the geometric quantization scheme,
one has, therefore, to implement at this stage a choice of
polarization to obtain from (5.5) and (5.6) an irreducible
representation of the CCR. Thus our choice of a repro-
ducing kernel Hilbert space corresponds to the choice of
a polarization. In physical terms, therefore, the choice of
polarization is ultimately a choice of an ordering of
operators. This last point, and its relationship to the
modular structure of the Weyl algebra of the CCR has
been worked out in detail in a simple example in Ref. 32.
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APPENDIX

We collect here some results on reproducing kernels
and their relationship to POV measures. The general
references for the material here are Refs. 22 and 24. Con-
sider the direct integral Hilbert space introduced in Eq.
(2.16) and the associated measurable field'* {—% . of Hil-
bert spaces. In general, for {#(’, # and # could have
different dimensions; however, we assume that all the
spaces #;, €T, are separable. For physical reasons we
may assume, although this is not necessary mathemati-
cally, that for all §, #, is isomorphic to a fixed Hilbert
space 7. Let []¢er /. be the Cartesian product of these
spaces, equipped with the natural vector space structure
(no topology assumed) arising from the spaces #,, and let
H be a fixed subspace of the direct integral space # in
(2.16).
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Definition Al. A v selection o for HC ¥ is a linear
map

o: H—»Hﬁg»

cer

(A1)

which associates to each v-equivalence class [ f] of func-
tions in H, a function §—o([f1)E) in [IeerH, for
which

Lf1=[o(lfD] .

The significance of the existence of a v selection on a
subspace H C #f is the following. The elements of # are
equivalence classes of v-measurable functions
fE€I¢er H¢ If [f] is the equivalence class of f, then
two functions f; and f, in [f] differ only perhaps on a
set of measure zero. In each equivalence class [f] we
may choose a representative function f, but, in general,
we may not be able to choose it in such a way as to
render the mapping [f]— f linear for the whole of ¥.
However, there may still be subspaces H of # over which
this mapping is linear. Such subspaces are then actually
Hilbert spaces of functions o([f]), as opposed to
equivalence classes of functions [f]. The existence of v
selections is precisely what characterizes the reproducing
kernel Hilbert spaces # x C#.

Lemma Al. There exists a v selection o on # g such
that, for each { €T, the linear mapping (evaluation map)
Eg: Fx —»7{5, defined by it,

(A2)

Ef(‘l’)=0([\l/])(§), VYeHy , (A3)
is continuous and has dense range in #,. Furthermore,
(Y& f K (&,E)W(E)dv(E) (Ad)
and
K(5,E)=ESEP* . (A5)

As a consequence of this lemma, the elements V&€ #
can be considered to be actual functions on I', since we
may use the function &—o([W])NE) for the vector
W E # . Hence it is unnecessary to consider equivalence
classes [¥] for the elements of #. Using this conven-
tion we may write (A4) simply as

w<g)=fr1<(§,g')\w

which is the usual “reproducing” property. The con-
tinuity of the evaluation map leads to the norm estimate,
forall (€T, ¥ € H,

I, < Wi, IK (S, 0112

where for K ({,{) the operator norm on ¥, is meant.
If all the Hilbert spaces %, are isomorphic to a single
Hilbert space #, so that K(§,§)eL(K) for all
(£,£')ET XT and # is 1somorphlc to #® LX(T,v), and if
the function (§,{' ) —K (£,§') is assumed to be separately
continuous in the norm topology of L(#), then (A7) may
be used to deduce the continuity of the functions ¥ [more
precisely, of o([W¥])]. This is the situation that prevails
for K 4 in (2.12), where #/ =

§av(g'), ger, (A6)

(A7)
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Each reproducing kernel Hilbert space ¥y admits a
canollical POV measure, whose Naimark extension lives
on #. Moreover, this POV measure has a bounded v
density in the sense of Eq. (1.17). Conversely, given an
abstract Hilbert space # with a normalized POV mea-
sure a having a v density, there exists a reproducing ker-
nel Hilbert space which is isomorphic to it. Specifically,
we have the following result (given here without proof). _

Theorem Al. Let #f be an arbitrary subspace of #.
Then Ff is a reproducing kernel Hilbert space, i.e.,
H=Fg, if and only if for each {ET there exists a con-
tinuous linear evaluation map Ef: ¢t Hg—He In this
case the PV measure P and the space # with

[BIAVIE)=x(OW(E), YEH (A8B)

form the unique minimal extension in the sense of Nai-
mark, of the canonically associated POV measure a; and
the Hilbert space 7/, where

A)=fATK(§)dv(§) ,
Tx(§)=(Ef)*Ef,

and A€B(I'), the
K(,¢)=Ef(EE)*.

Theorem A2. Let #f be a separable Hilbert space, on
which there exists a normalized POV measure a, defined
on the Borel sets of a locally compact space I', and ad-
mitting a bounded v density 7. Then, there exists a
direct integral Hilbert space f [of the type in Eq. (2.16)],
a reproducing kernel Hilbert space %, C #, with canoni-
cally associated POV measure ax as in (A9) and (A10),
and a unitary map Wy such that

(A9)

(A10)

kernel K being given by

WiH=Hg , (A11)
Wya(A)Wg '=ag(A), (A12)
Wi T(§)Wi '=(Ef)*Ef , (A13)
forall A€B(T') and {ET.
Lemma A2. The following norm estimates hold:

IK (& EON=IT T2, (A14)
IEENI=ICED*I=IIK (&,

=\T|'""?, (A15)

for all (§,£')ET XT, the norms being calculated for the
appropriate spaces in each case.

As a final remark, we note that since (A5) can be writ-
ten as

K(,0)=E

we can define, for an arbitrary bounded operator

EPR(EL)* (A16)

AEL(FHy), a kernel function (& &')— A(E)
EL(?(;,W;) as
AL, E)=EfAg(Ef)* (A17)

This function is measurable, and in terms of it,

(A= [ A(55HW(EHanL) (A18)
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forall (ET and YEF . Also, for all (§,{')ET XT,

A GENSIKGONIK G EN 2 Allg, - (A19)

As mentioned before, the case where # =% (some
fixed Hilbert space), for all {ET is of special interest to
us. In this case # is isomorphic to #®L*T,v), and
K (§,¢') and A(£,¢8') are bounded operators in L(#).
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We can, as a consequence of Lemma A2 and Eq. (A19)
derive the following result.

Theorem A3. If the mapping (§,§' K (£,£') is sepa-
rately continuous, in the norm topology of L(%), then (i)
for each ¥ € #, the function {—W¥(§), with values in #,
is continuous in the norm of #; and (ii) 4 (£,£’') is sepa-
rately continuous in the norm of .L(% ), for each bounded
operator 4 EL(F ).
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