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The transfer of negative pions from pionic hydrogen to deuterium has been investigated in gas
mixtures of H2 and D2 as a function of the D2 concentration (Q. The concentration dependence of
the transfer rate was fitted using a phenomenological model with two parameters. For C~~
(32+3)% of the pions undergo transfer. The fitted parameters reflect the ratio of pion capture to
pion transfer in collisions of pionic hydrogen with protons or deuterons. No pressure dependence
for pion transfer was found.

I. INTRODUCTION

The stopping of negative charged particles such as
pions and muons has been widely investigated during the
past 30 years. The interplay between molecular, atomic,
and nuclear interactions as well as the main features have
been reviewed by Ponomarev' and Horvath. Although a
large amount of data has been collected, the understand-
ing is still on a phenomenological level. Several models
have been formulated for different materials with varying
success. For binary compounds such as Z H„,where
H denotes hydrogen, Z the heavier element with nuclear
charge Z, and rn and n the stoichiometric numbers in the
molecule, Ponomarev invented the model of large mesic
molecules (LMM), which reproduces the observed sharp
Z dependence for the capture probability W~ of
stopped m. mesons in hydrogen. The Z dependence
was originally attributed to pion transfer, i.e., the col-
lisionally induced exchange of the pion from one atomic
constituent to another. The I MM model also includes
molecular effects, which became evident in the experi-
mental ratio of pion charge exchange probabilities in hy-
drogen for H2+N2 and for hydrazine, W'(2H2+N2)/
8'(N2H4)-30. In a less dramatic way the molecular
effect was also found by Aniol et al. for H2+D2 and

HD, where W(H2+D~)/W(HD)=1. 23+0.03 was mea-
sured.

The pion transfer reaction m p+Z~~ Z+p has
been systematically studied in gas mixtures of H2+Z by
measuring the concentration dependence of pion charge
exchange probabilities in hydrogen. Monatomic noble
gases like He, Ne, Ar, Kr, and Xe (Refs. 9 and 10) (where
there are no chemical bond effects) were added to hydro-
gen, as well as simple molecules such as D2,

"
N2, CO,

and CO2, ' ' and also polyatomic molecules. ' For all
Z, the pion transfer probability exceeded 90% for impuri-
ty concentrations C &1. This is still considerably less
than for muons, ' but nevertheless quite significant
remembering that the lifetime of the ~p atom is relatively
short, -2X10 ' s, ' in comparison to the pp atom,
-2 X 10 s, which thus allows far more time for
transfer. For polyatomic gases a maximum showed up
for the pion charge exchange probability in hydrogen at
small concentrations C-0. 1. ' This was in line with the
earlier observation that pion capture is not proportional
to the partial stopping powers of a mixture. '

Among all the investigated H2+Z gas mixtures, the
H2+D2 system is a special case, as Z =1 for both hydro-
gen and deuterium. Both pionic hydrogen m p and pion-
ic deuterium ~ d are neutral, which facilitates free
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77 d +p —+7T p +d (2)

was also considered to take place. Experimentally, pion
transfer in H2+D2 gas mixtures was first measured by
Petrukhin and Prokoshkin. " At large D2 concentrations
pion transfer was observed to be (23+4)%, significantly
smaller than in mixtures with heavier impurities Z.
From the observed concentration dependence the inverse
transfer reaction was concluded to be of comparable im-
portance to (1). However, the quality of the data was
worse than those of the noble gases, as small differences
had to be measured due to the smaller transfer probabili-
ty.

Substantial interest in pion transfer in mixtures of hy-
drogen isotopes arises from muon-catalyzed fusion. '

Good experimental data' and theoretical calculations'
exist on muon transfer from the ground state (ls), as
measured in low-pressure gas targets. At conditions with
increased pressure muon transfer reactions from excited
states nS such as (p d)„+t~(p t)„+dbecome impor-
tant. As it turns out, the study of muon transfer from ex-
cited states is not trivial, because the muonic hydrogen
can deexcite to the ground state or any excited level and
competitive processes such as thermalization and ac-
celeration in collisions take place. ' Therefore, pion
transfer in gaseous mixtures of hydrogen isotopes be-
comes interesting for application to muon-catalyzed
fusion, as here it is known that the transfer has to occur
at excited states with n =4 or 5. This constraint is
known both from cascade calculations and the nuclear
capture rate in hydrogen. External Auger deexcitation
dominates the energy loss for highly excited pionic hy-
drogen (n )5) and nuclear capture prevails for n ~3
(1„,—1.5X10' /n s '). Therefore, the two processes
limit the transfer reactions to n =4,5.

Pion capture is commonly studied by means of pionic x
rays. The detection of x rays from pionic hydrogen or
pionic deuterium in the energy region of a few keV is
very difficult, especially in a high-pressure gas target. In
hydrogen, the branching ratio for the nuclear capture re-
actions is well known, '

movement through other atoms and molecules. In a
H2+ D2 mixture the transfer reaction is

~ p+d~m d+p .

Because Z is the same for both hydrogen and deuterium,
pion transfer was expected to be much smaller than for
the impurities with higher Z, and the inverse transfer re-
action

mainly by energy conservation. This fact is very impor-
tant because the measurement of m 's is practically free of
any background stemming from stopping m captured in
atoms other than hydrogen. The suppression of charge
exchange for stopped pions in deuterium, —(1.45
+0.19)X 10, is crucial for the technique in this experi-
ment. It is not forbidden by energy conservation, but by
the Pauli principle which excludes the m. nn final state
with L„„=O.

Pion transfer from hydrogen to higher-Z nuclei can be
examined by the reduction in m yield compared to the
pure hydrogen target as the concentration of Z is in-
creased.

II. PHENOMENOLOGICAL MODEL

The phenomenological model of large mesic molecules
by Ponomarev comprises three probabilities for the
charge exchange reaction m. p~~ n in binary com-
pounds of Z H„,given by

WH = W) W2 W3, (5)

where W~ is the probability of pion capture in a meso-
molecular orbit, W2 is the probability of a transition to
an atomic orbit, and W3 is the probability that the pion
will be captured by a proton and not transferred to Z.
The model assumes that pions first undergo Coulomb
capture in a mesomolecular state HZm. . Isolated pionic
atoms such as ~ p or m Z are the consequence of deex-
citation, mainly by emission of Auger electrons. At this
stage pion transfer can occur in collisions

p +Z ~m Z +p, competing with nuclear capture. It
is quite obvious that the pion transfer reaction in com-
pounds of Z H„is different from that in gas mixtures of
H2+Z. Internal transfer can be responsible for pion
transfer in Z H„compounds, whereas only external
transfer can occur in H2+Z mixtures, when a m is
transferred from p to Z.

In Fig. 1, a schematic rate diagram exhibits the fate of

m p~~ n, m ~2y (-60%), (3)

vr p~yn ( -40%) . (4)

Detection of the ~ from the charge exchange reaction
(3) offers an alternative technique which works out very
well, because the observation of a m following pion cap-
ture is a very clean signature that the pion was captured
by hydrogen. Except for He, with a branching ratio of
—13%%uo for ~ He~a. t at rest, ' ' ~ production in any
other nucleus ( A ) 3) is strongly suppressed ( (10 ), '

FIG. 1. Schematic rate diagram of stopping m in H& and D, .
All symbols associated with the arrows are explained in the text.
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stopping pions in H2+D2 mixtures. The symbols used in

Fig. 1 for the rates A. , P, and k have the following mean-
ing: A. "(A,d"), direct nuclear capture from mesomolecu-
lar states ofhydrogen (deuterium); A, '"(A, 'd), direct atom-
ic capture of pion on hydrogen (deuterium) atom;

p
Ar d transition from mesomolecular state to atomic

orbital; A, d, pion transfer from p to d in collision with d;
A,d, pion transfer from d to p in collision with p; P C,
nuclear capture rate vr p~m n or yn in ~ p+p col-
lision; PzdCd, nuclear capture rate m p~n n or yn in
n' p+d collision; Pd&C&, nuclear capture rate m d~nn
or ynn in m d+p collision; PddCd, nuclear capture rate

d ~nn or ynn in m d+d collision; k C, initial
molecular capture rate on H2, kdCd, initial molecular
capture rate on Dz,' where C and Cd are the relative hy-
drogen and deuterium concentration, respectively.

The rate diagram of Fig. 1 can be used to formulate re-
lations for the nuclear capture probability in hydrogen,
WHD, and the transfer Q in a phenomenological

2 2'

manner. Only two parameters ~ and A are introduced to
describe the concentration dependence of WH D and Q.

2 2

In order to simplify the expression (6), we assume that
the direct nuclear capture rate from mesomolecular states
is small, i.e., A. "«V' and Ad" «1,"d. We also ignore
direct atomic capture. The nuclear capture probability in
hydrogen can then be written for a mixture of hydrogen
and deuterium as' '"

kpCp PppCp+PpdCd
~H, D,

=
T p C+pdCd+ApdCd

kd Cd Ad Cp+
T pdpCp+pddCd+kdpCp

where T stands for k C +kd Cd. Assuming kd /k —1 it
follows that

(1+vC)
(1+C)(1+aC+AC)

if the inverse transfer rate A, z is small. Justification for
this assumption can be found in Ref. 23, where the pion
transfer reaction (m p)„+d~(m d)„+pis treated as a
quasiresonance one with a resonance defect Au -235
eV/n Consequent. ly, for the inverse pion transfer from
pionic deuterium to the proton, a kinetic energy of —10
eV (n=4, 5) is needed to surpass the resonance defect.

In expression (7) C =Cd/C is the concentration ratio,
~=P~dlf3~„ is the ratio of nuclear capture in m. p+d to
~ p+p collisions, and A=k~d/P- is the ratio of
transfer probability in the m p+d collision to the nu-
clear capture probability in the ~ p+p collision. The
ratio a./A=P d/A~d is the ratio of nuclear capture proba-
bility to transfer probability in m. p +d collisions.

Similarly the transfer Q, describing the transfer of m

from hydrogen to deuterium in ~ p +d collisions, can be
written as

WH n and Q are simply related by the expression
2 2

1 —Q(C)
(1+C) (9)

The measurement of the n. yield for various concentra-
tions of H2 and D2 allows the determination of 8'H D2 2

and Q. From both observables the concentration depen-
dence yields the parameters ~ and A by fitting function
(7) to the measurements.

III. EXPERIMENT
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The experiment was performed at TRIUMF using the
M9 stopped n/p c. hannel for one set of data and the M13
low-energy pion channel for another data set. The exper-
imental setup is depicted in Fig. 2. A high-pressure gas
target [Fig. 3(a)], operating at 100 atm, was employed to
stop the pions in the mixture of hydrogen and deuterium.
Its design and characteristics are a compromise of
target-gas pressure and target-eall thickness in order to
stop as many pions as possible in the gas, yet to minimize
the amount of material for the y rays from the m. decay
to traverse. The target vessel itself was turned from an
aluminum alloy with excellent strength-to-weight ratio.
The thickness of the aluminum walls was 0.8 cm. The
brass flanges formed a seal against the vessel and the light
guides. External clamps were fastened to the light guides
to prevent inward movement when the target was under
vacuum. The scintillation counters S3 and S4 were
placed inside the aluminum target vessel [see Fig. 3(a)] to
obtain a meaningful stop definition for the pions. S3 was
made of a very thin (0.5 mm) deuterated plastic (CD)„to
reduce the hydrogenous background and to minimize the
number of stops in the scintillator itself. S4 was a 0.32-
cm-thick ordinary plastic scintillator of closed cylinder
shape with one face open. The geometry of S3 and S4
[Fig. 3(b)] constrained the pions to stop in the enclosed
gas volume if the stop definition was fulfilled. Both S3
and S4 were covered with aluminum foil to avoid light
transfer between the two counters.

99.999% pure Hz, 99.6% enriched D2, and mixtures of
H2+D2 at various concentrations served as targets. Be-

A, dCd

ApdCd+p C +p dCd

AC
1+aC+AC

again neglecting the inverse transfer rate Xdp.

FIG. 2. Experimental setup. Sl —S6 are plastic scintillation
counters. TINA and MINA are the NaI crystals detecting the

y rays from the vr decay. The boxes around TINA and MINA
shield from background and de6ne the aperture.
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n„~o,C=
np

(10)

Expression (10) holds only for ideal gases and hence the
virial corrections have been included to account for the
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cause of the high stability requirement of the measure-
ment, cycles of two different H2+ D2 concentrations were

measured, followed by a pure H2 run. The ~ back-
ground was studied with D2 and N2 serving as the target
gas. Data were also taken with an evacuated target
several times to determine and monitor the fraction of
pions stopping in the scintillator S3. The gas mixture of
a given concentration C was prepared in a mixing vessel,
using a Varian strain gauge transducer to measure the gas
pressure, accurate to better than 0.05%. Sufficient time
had to be allowed as the gas cooled down after filling, and
consequently led to a drop in the pressure. %e also
found that the gases did not mix quickly so the mixture
was pumped in and out of the target to ensure a uniform
mixing. The target was filled to 100 atm for all mixtures
by means of a compressor. After each measurement the
target was evacuated, the gas in the mixing vessel further
diluted with H2 to another concentration, or the target
was filled with pure H2.

The concentration of the gas mixture is given by the
partial pressure of H2 and D2, i.e.,

nonideal behavior of the gas at high pressure. The
second virial coefficient was calculated, neglecting
higher-order coefficients. A more detailed description
can be found in Ref. 8 and references therein.

The precision in the gas mixture was a crucial point for
the analysis of the data. In some cases samples of mea-
sured H2+D2 mixtures were taken and analyzed with a
quadrupole mass analyzer. The analysis of the concen-
tration C was found to be in agreement with the direct
determination using the Varian strain gauge transducer.
Hence we assume the concentration to be known to be
better than 1%.

The ~ beam with an incident momentum of 78
MeV/c passed through the beam counters S„S2,and S3
(see Fig. 2) and stopped in the target. The electrons and
muons in the beam passed through the target without
stopping. A coincidence of S„S2,and S3 signaled the
arrival of a particle and the veto counter S4 was used to
check the stopping of the particles in the target. The m

detection technique was very similar to the one described
in detail by us earlier. Two large NaI detectors TINA
(P 46 cmX51 cm) and MINA (P 36 cmX36 cm) were
used in coincidence to detect the two y rays from the de-

cay of the m . The m detection system had an efficiency
of —10 . A ~ -related event was triggered by a coin-
cidence of S~, S2, S3, TINA, and MINA. A signal in the
plastic scintillators S, or S6 (Fig. 2) identified a charged
particle incident on TINA or MINA, in which case the
event was rejected. The time of flight of the particles in-
cident on TINA and MINA was recorded in order to dis-
tinguish y rays from neutrons. The rejection of both
charged particles and neutrons was done in the software
during the off-line analysis.

The beam composition of pions, muons, and electrons
was monitored by measuring the time of flight of the
beam particles with respect to the rf signal of the cyclo-
tron, by triggering events with random coincidences of
S„S2,and S3 with a pulse generator. The composition
of the particles stopping in the target was deduced from
the same random events by using the additional informa-
tion from the S4 veto counter. 30/o of the pions were

stopped in the target gas, which corresponds to —3% of
the beam particles. The data acquisition was performed
using a PDP-11/34 computer with the MULTI2s program
package.

IV. DATA ANALYSIS

~ S4

The ~ -related events were selected by using techniques
described and illustrated in detail in Ref. 24. A histo-
gram of ETEM, where ET is the energy deposited in
TINA and EM is the energy deposited in MINA, was
generated to determine the m. yield N o. Since

FIG. 3. (a) Detailed view of the high-pressure gas target. (b)
Detailed sketch of scintillators S3 and S4.

o

ETEM 24 sin'(g/2)

where M, is the mass of the vr and g is the angle be-

tween the two y rays detected in TINA and MINA, the
m events show up as a peak in this histogram. A typical
ETEM histogram is illustrated in Fig. 4. The width of the
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FIG. 4. m energy spectrum for a pure H2 run as measured in

TINA and MINA. The dashed curve is the fitted m. spectrum,
the dashed-dotted line is the background term, and the solid line

is the sum of the m. spectrum and the background term as de-
scribed in the text.

peak is mainly caused by the energy resolutions of the
two detectors, which were about 6—8% full width at half
maximum (FWHM) at 100 MeV. The number of rr 's for
each target was determined by fitting a function

r

F (E)= A exp 1 —erf +8G,(E 8} — (E 8)—
(12)

where E =ErEM and 8G =aE+bE +c/E+f is a
background term. A (normalization), 8 (peak position),
C (right halfwidth}, and D (left halfwidth) are parameters
related to the m. peak and a, b, c, and f are parameters
related to the background. The program MINUIT was
employed for the fitting procedure. The result of the fit is
drawn as a solid line in Fig. 4. Integration of the m peak
above the background gave N o. For most runs with

pure Hz and Hz+Dz mixtures the number of m 's in the
peak far exceeded 10 events, which is equivalent to a sta-
tistical uncertainty of & l%%uo. The analysis of the runs
with the target evacuated provided an ETE~ spectrum
compatible with zero m s, i.e., in the region of interest
there were only a few counts. However, the vr spectrum
for the pure Dz runs exhibited a peak which contains al-
most 1% of a pure Hz run. The presence of ir 's at this
level cannot be explained from the reaction

+d ~~ nn, which contributes to the peak only
-0.025% of a pure Hz run. However, the m back-
ground can be partly attributed to the Hz impurity in the
D2 gas (99.6%), which can account for as much as 0.4%.
The remaining m background of the same order of mag-
nitude can be explained by charge exchange of stopped

in the surface of the scintillator S4 (which was made
out of ordinary plastic), the light output being too small
and therefore not triggering the veto counter. It is in-
teresting to note that this effect was not observed with
the evacuated target. Of course it could be argued that
the stopping m enter S4 with a higher momentum be-
cause they would not be slowed down by the presence of
target gas, and thus produce sufficient light to trigger the
veto counter. The analysis of the Nz run did not reveal

any m. 's. Because of the higher density of Nz compared
to the hydrogen isotopes, all pions would have stopped in
the Nz gas and therefore would not have reached the
veto-counter S4, the origin of this small ~ background
contribution. An upper limit of 7 X 10 (90%%uo

confidence level) can be given for the m production in

Nz, which is exothermic by 3.94 MeV. Despite this slight
puzzle, the ir background of & 1% for the pure Dz runs
is not serious and was easily subtracted for each run. No
further corrections have been applied to the N 0 data.

In order to determine the relative charge exchange
probability $VH D at various concentrations, the number

2 2

of m mesons stopping in the target, N, is required.

For each target this number was calculated from

N =Si$3f (13)

where f is the fraction of pions (out of total incident

particles) that stop in the target and S,23 is the total num-

ber of particles incident on the target. S,z3 was counted
and recorded during the experiment as a CAMAC sealer.
The quantity f was found using the beam samples

from the pulser strobe. In addition, N, the number

stopping, has been corrected for the n. fraction stopping
in S3, as determined from the vacuum runs.

The absolute charge exchange probability in hydrogen
is given by the Panofsky ratio WH=(0. 607+0.004). '

Using WH and the ratio N 0/N for a pure hydrogen

run, the m acceptance of the detector system can be cal-
culated. However, as the m acceptance was kept con-
stant during the whole experiment the relative charge ex-
change probabilities P(C)=N o/N for any concentra-

tion C can be directly compared to the pure hydrogen
runs with P(C =0). P(C =0) was deterinined as the
weighted mean from all measurements with pure hydro-
gen.

In the present experiment the concentration depen-
dence of the pion transfer Q (C) was measured at the 100
atm pressure of the target gas. It is conceivable that Q
depends also on the pressure itself. In order to pursue
such an effect, the pressure of the target gas was lowered
for just one concentration, C=1.216. Data were taken at
100, 66, and 33 atm. As the pressure was lowered N
gradually decreased as well, i.e., the stopping fraction
f was proportional to the pressure. The measurement

and the analysis were the same as described above for the
standard pressure choice of 100 atm.

In the present paper results are presented from two in-
dependent experiments, labeled I and II in the following.
These two experiments were conducted at different times
on two different beam lines at TRIUMF but using the
same apparatus and data collection techniques. Dictated
by the smallness of Q ( C), a high stability of the beam and
small statistical and systematic uncertainties were re-
quired in order to obtain an accurate concentration
dependence. The achieved statistical accuracy of better
than 1% is difficult to improve and would be extremely
time consuming. The m background from the scintilla-
tor S4 and the hydrogen contamination in the Dz gas can
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be determined and subtracted sufficiently well. Also it is
hard to improve one's knowledge of the concentration C,
as the pressure gauge calibration as well as the tempera-
ture effect during the mixing procedure introduce a sys-
tematic error.

A bigger problem was related to the stability of the
beam, i.e., the knowledge of N . The stability can be in-

ferred from the reproducibility of N o/N for pure H2

runs, which is & 2% for data set I and -4% for data set
II. This fluctuation is significantly larger than the statist-
ical uncertainty from the m peak (& 1%) and has to be
attributed to the counting of stopping ~ . The light out-
put of the deuterated, 0.5-mm-thick scintillator S3 was
very small so that it gave small signals even for the very
high voltages applied to the photomultiplier tube. Elec-
trons produced a signal just above the hardware thresh-
old of the discriminator. A slight change in gain of S3
would affect the counting of electrons and consequently
change the fraction of pions out of the total beam parti-
cles. A similar argument holds for S4. To study this
effect, data were taken detecting all beam particles and
also with a hardware threshold set above the electrons.
The change in hardware threshold was made in the
discriminator for scintillator S2, which was thick enough
for a clean separation of electrons and pions.

We also attempted to analyze the data assuming that
f remains constant and therefore N =S~z3 X const.
The latter method can be directly compared to N as

obtained from Eq. (13) when using the pulser events. The
reproducibility of N 0/N was the criterion to favor
one method over the other. The two best data sets are
presented, I with a hardware threshold below the elec-
trons and assuming constant f, and II with a hardware

threshold above the electrons and f independently

determined in each run.

V. RESULTS AND DISCUSSION

0.0
0.209
0.413
0.528
0.623
0.828
0.832
1.216
2.237
2.573
2.733
5.295
5.384

0.094
0.301
0.315
0.421
0.525
0.830
1.039
1.219
1.592
3.075
4.064
4.188
6.322
6.388
7.766
8.513
8.722

data I

1.000+0.018
0.760+0.014
0.598+0.017
0.534+0.010
0.502+0.013
0.431+0.010
0.444+0.011
0.357+0.008
0.223+0.005
0.194+0.004
0.201+0.005
0.138+0.003
0.116+0.003

data II

0.857+0.045
0.663+0.040
0.684+0.029
0.637+0.034
0.552+0.033
0.453+0.025
0.416+0.013
0.376+0.020
0.300+0.018
0.188+0.013
0.134+0.008
0.142+0.008
0.097+0.007
0.096+0.006
0.086+0.005
0.078+0.005
0.076+0.005

0.000+0.020
0.081+0.017
0.155+0.026
0.184+0.015
0.186+0.022
0.213+0.020
0.187+0.021
0.209+0.018
0.277+0.020
0.307+0.021
0.248+0.022
0.129+0.062
0.262+0.031

0.062+0.049
0.137+0.053
0.101+0.039
0.095+0.048
0.158+0.050
0.171+0.046
0.151+0.027
0.166+0.045
0.222+0.047
0.234+0.053
0.321+0.041
0.263+0.042
0.290+0.051
0.291+0.045
0.246+0.044
0.258+0.048
0.261+0.049

TABLE I. Summary of charge exchange probabilities WH D
2 2

and transfer Q as a function of the concentration C (the error on
the concentration is less than 1%).

Concentration C

To obtain a measure of pion transfer from the proton
to the deuteron, the relative charge exchange prob-
ability 8'H D can be studied as a function of the deu-

2 2

terium concentration Cd =pd/(pd+p~). By definition
WH D (Cd=0)=1 for pure hydrogen, and WH o (Cz

2 2 2 2= 1)-0 reflects the suppression of charge exchange prob-
ability in deuterium, being (1.45+0. 19)X10 . The
results are given in Table I, listed as a function of
C =Cd/(1 —Cd). Figure 5 displays WH D (Cd). The er-

2 2

rors given for 8'H D consist of the statistical uncertainty
2 2

of N
„

the normalization error hWH (Cd=0) intro-
1T

' H2D2

duced by the reference target of pure H2, and a small er-
ror from the concentration. The dashed line in Fig. 5
connects the two extremes WH (Cd =0) andH2D2 d

WH D (Cd= 1) and indicates the expected charge ex-
2 2

change probability if no transfer occurs. Obviously all
data points lie below the dashed line, indicating pion
transfer from m p to d. A quantitative analysis of the
transfer parameters can be obtained by fitting the data to
the phenomenological model, as derived in Eqs. (6)—(9).

The percentage of transfer as a function of the concen-
tration C=pdlp is more obvious if Q(C)=1 —(1
+C)WH D is plotted. This simple transformation of the"2 2

relative charge exchange probability yields the data
points in Fig. 6. Here Q (C =0)=0 stands for the case of
pure hydrogen and Q (C~ ac ) gives the asymptotic value
for transfer from opto d. The .values for Q(C) are also
given in Table I. In both Figs. 5 and 6 the solid circles
belong to data set I and the open circles to data set II.
The size of the error bars, which is generally smaller for
set I compared to set II, is governed by the accuracy of
WH D (C =0). The value for Q at C=5.295 from set I is

2 2

too low by a factor of 2, as can be seen from Table I.
This data point has been taken next to a pure hydrogen
run which was also in disagreement with the general
trend. A concentration error is quite improbable because
the consecutive run with diluted H2+D2 gave a good
agreement. Therefore the fluctuation has to be attributed
to a beam instability and consequently the point has been
discarded from the analysis and is not shown in Figs. 5
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FIG. 5. Relative charge exchange probabilities W'» as a
2 2

function of the deuterium concentration Cd. The solid circles
are from data set I with fit marked A and the open circles are
from data set II with fit marked B. The function

Q =(1+'C)/(1+ C)/(1+AC+vC) has been fitted to the data
with A=0.71 and a=1.56 for fit A, and A=0.40 and ~=0.91
for fit B.

FIG. 6. Transfer probability Q as a function of C. The solid
circles are from data set I and the open circles are from data set
II ~ The solid line is the result from fit I+II, the dashed lines
refer to the individual fits of data set I (curve A) and II (curve
B), respectively. The function Q =AC/(1+AC+vC) has been
fitted to the data with A=0.71 and x=1.56 for fit A, A=0.40
and x =0.91 for fit B, and A =0.65 and K= 1.40 for fit I+II.

and 6. However, the hydrogen run in question has been
included to determine the error 6 8'H D .

2 2

The remaining values were fitted to the function (7) to
obtain the parameters A and «using the program
MINUIT. We present the results of the fit independently
for both data sets,

A =0.71+0.09, 0.40+0. 10,

K = 1.56+0.28, 0.91+0.20,
for data sets I and II, respectively. The error bars for A
and «. result from MINUIT too. The y /df of the fits were
1.9 and 0.5 for the two fits, respectively, indicating that
the error bars for data set I may have been slightly un-
derestimated and the opposite holds for data set II. For
illustration both fits are drawn in Fig. 5 as solid lines and
in Fig. 6 as dashed lines. Although A and K differ consid-
erably for the two data sets, the two curves are similar,
which is consistent with the good overall agreement of
the two data sets. The difference of A and K simply
reflects the fact that the "slope parameter" A depends
critically on the region of low concentration C, where the
data points of set I are a little higher. If the ratio «/A is
formed then we obtain very consistent results, i.e.,
~/A=2. 2+0.5 and 2.3+0.8 for sets I and II, respective-
ly. This ratio is in line with the asymptotic values
Q(C~~)=A/(A+'), which are (31+3)% and
(30+4)%%uo for the two data sets, respectively. As the er-
rors of the parameters A and K are strongly correlated
and the ratio K/A is quite stable, it is more realistic to
determine the uncertainty ~g(C~oo) from the sys-
tematic error introduced by the normalization for pure
hydrogen (&2% and -4% for data set I and II, respec-
tively). Because the relative charge exchange probability
WH D (C) for any concentration is given by P(C)/P(0),

2 2

the normalization error enters linearly and largely deter-

mines the error bars of the present data points and conse-
quently also b,g(C~~), whereas the uncertainty of
«/A, i.e., the shape of the fitted curve to the data, is only
a minor contribution to bg (C~"). The results are
compiled in Table II for both data sets I and II, indepen-
dently.

Furthermore, we performed a common fit, denoted
I+II, which contains both data sets I and II. The result
of this fit is

A =0.65+0.07,

K= 1.40+0.22,

which is closer to the one obtained from data set I
governed by the size of the error bars. «/A=2. 2+0.4
and Q(C —+ oo) =(32+3)%%uo are again in very good agree-
ment with the individual fits. The result of this fit is also
listed in Table II and drawn in Fig. 6 as a solid line.

The parameters A, «, the ratio «/A, and Q(C~~)
are listed in Table II along with the old results from
Petrukhin and Prokoshkin. " Our value for Q(C~ oo) is
somewhat larger than Petrukhin's value, but the values of
A and K are consistent. For a more direct comparison be-
tween our results and Petrukhin's we have extracted the
results for Q(C) from Ref. 11 and have attempted a fit
with MINUIT resulting in A =0.49+0.09 and
K=1.44+0.37 compared to A=0.4+0. 1 and K=1.3+0.4
from their least-squares fit. Consequently, K/A
=2.9+0.9 and Q(C~ oo) =25%, which is even closer to
our results. This should be viewed with some caution,
however, as we extracted the data points from a figure in
Ref. 11(the data were not presented in tabular form). It
is also not clear whether all the data were included in the
fit given in Ref. 11. Finally, it becomes evident from the
fitting that the two parameters A and K are correlated
and the minimum in the g surface found by MINUIT is
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TABLE II. Comparison of the fit parameters. I and II denote our data sets I and II, respectively,
I+II is a common fit of both data sets. The world fit comprises our data as well as the data by Aniol
et al. (Ref. 8) and Kravtsov et al. (Ref. 23).

Parameter

Q(C~ ~)

I
II

I+ II

I
II

I+ II

I
II

I+II

I
II

I+ II

Present
measurement

0.71+0.09
0.40+0. 10
0.65+0.07

1.56+0.28
0.91+0.20
1.40+0.22

2.2+0.5

2.3+0.8
2.2+0.4

(31+3)%
(30+4)%%uo

(32+3)%

Petrukhin and
Prokoshkin'

0.4+0. 1

1.3+0.4

3.3+1~ 3

(23+4)%

World fit

0.45+0.04

0.93+0.14

2.1+0.4

(33+3) lo

'Reference 11.

very shallow. Our values for ~ agree within the fairly
large error bars with Petrukhin, but we observe some-
what more pion transfer as emphasized by Q(C~ ~ ).
Petrukhin's conclusions that pion capture exceeds pion
transfer in ~ p+d collisions is reflected by the ratio
K/A) 1 and also holds for our observations. Ir) 1 sug-
gests that pion capture in hydrogen is more probable in
m p +d collisions than in m p +p collisions. However,
from the summary of all fits it appears that the value for
~ is rather close to 1.

Measurements by Aniol et al. and Kravtsov et al.
achieved higher precision for pion transfer in H2 and D2
gas mixtures. Both experiments were done at similar
concentrations, i.e., C-1, but in addition the density of
the target was also varied. Their experimental points are
listed in Table III and compared to our values obtained
from the fit I+II. There is overall agreement between
these experiments.

Although the claimed uncertainty for the observed
transfer is smaller in Refs. 8 and 23, the conclusions
which can be drawn from data with one concentration
only are limited. However, we would like to point out
that both experiments are of considerable interest in a
somewhat different context. The experimental investiga-
tions by Aniol et al. concentrated on the study of

TABLE III. Comparison of W„o and Q(C) around C=1"2 2

for different measurements. Our values are deduced from the fit
I+ II using Eq. (7).

molecular effects, observing different transfer probabili-
ties in a C =1 mixture of Hz and Dz compared to HD, re-
sulting in WH D (C =1)/WHD =1.23+0.03. Kravtsov"2 2

et al. have mainly studied pion transfer theoretically,
while their data points at C-1 for H2+D2 confirmed the
result of Aniol et al. The calculations of Kravtsov et al.
include absolute pion transfer rates for different excited
states as a function of the m p kinetic energy. These re-
sults can be directly compared to muonic transfer rates.
It is interesting to note that the calculated pion transfer
rate for n=4, 5 produces best agreement with the mea-
sured transfer probability for a kinetic energy of pionic
hydrogen of —1 eV. This value is in partial agreement
with a recent experiment at the Swiss Institute for Nu-
clear Research, measuring the pion mass difference
m —m 0 in the reaction ~ p~m. n. The analysis of
the neutron time-of-flight spectra also delivered a result
for the kinetic energy of ~ p, determined to be —1 eV
with a flat tail up to 50 eV. This tail is suggested as com-
ing from capture which occurs immediately following an
atomic deexcitation. Again this result is challenging in
the context of cascade calculations of pionic hydrogen.

To account for all recent data on pion transfer from
~ p to m. d we have tried a fit including our data sets I
and II as well as the points from Aniol et al. and
Kravtsov et al. The result of this "world fit" is

A =0.45+0.04,
x =0.93+0.14,

Measurement

Present data

Aniol et al.

Kravtsov et al.

0.84
1.0
1.2

1.0

0.84
1.2

~H D
2 2

0.434+0.033
0.393+0.034
0.352+0.033

0.417+0.004

0.460+0.008
0.385+0.005

Q(C)

0.201+0.061
0.214+0.068
0.226+0.073

0.166+0.008

0.153+0.015
0.188+0.010

with v/A=2. 1+0.4 and Q(C~ oo)=(33+3)%. The re-
sult of this fit is drawn as a solid line in Fig. 7, where all
data are displayed. The solid circles are our present
values, which for clarity are plotted for C & 2 only, the
open squares are from Petrukhin and Prokoshkin, whose
fit is drawn as a dashed line too, the solid square is the
datum from Aniol et al. , and the diamonds are from
Kravtsov et al. From Fig. 7 it becomes very obvious that
our data points provide new information for C )3, ex-
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FIG. 7. Transfer probability Q as a function of C. The solid
circles are data from the present measurement with C & 2 only
for clarity (for a full account of our data see Fig. 6 or Table I),
the open squares are from Petrukhin and Prokoshkin, the solid
square is the datum from Aniol et al. , and the diamonds are
from Kravtsov et al. The solid line is the result from the
"world fit, " the dashed line is the fit from Petrukhin and
Prokoshkin. The function Q =AC/(1+AC+vC) has been
fitted to the data with A=0.45 and ~=0.93 for the "world fit,"
and A =0.40 and ~= 1.30 for Petrukhin's fit.

~Pd ~Pd
Q

(14)

Now Q =(32+3)%%uo, and if we use p d=p (consistent
with jr= 1) we conclude that

1

2.3X10
(15)

so

A.~„'"=(2.0+0.5) X10", (16)

both in s '. This is the smallest value of A, & because on

cept for the one datum at C-7 by Petrukhin and
Prokoshkin. Needless to say, the information at large C
is essential to determine the asymptotic value Q (C~ ac ).

The transfer probability is of interest in muon-
catalyzed fusion. Of particular interest is the term called
Q&„which is the probability of a muon reaching the
ground state of the dp atom before transferring to a tri-
ton. From an analysis of the muon recycling rates it has
turned out to be difficult to extract Q„unambiguously
because Q„is combined with several other parameters.
From our data and the experimental and theoretical esti-
mates of the time scales in Fig. 1 we can obtain a value
for A, &. Experiments' show that the mean lifetime of a

in liquid hydrogen between the time when its velocity
is =0.006c and the time of nuclear capture is
(2.3+0.6) X10 ' s. Without any further theoretical and
experimental guidance we can set a lower limit on the
transfer rate if we assume that almost all of the
2.3X10 ' s is spent in (rr p)„states. From Eq. (8), as

C& ~1, we solve for A, & and obtain

theoretical grounds ' one expects the transfer to be
significant only once the (rr p)„atom has reached
n=4, 5. Using various theoretical estimates ' one can
estimate that a mean time of about 1.3 X 10 ' s is re-
quired from the free n to the (n. p)„45 states. Hence
nuclear capture from these states occurs in a time less
than about 1X10 ' s. This means that a more likely
value ofk, & is

A,~d
= (4.7+ l. 5 ) X 10", (17)

in s '
~ This rate agrees with a previously published

value of (6+3)X 10" s ' from an experiment in liquid
H2+D2 mixtures. Note that the above analysis assumed
that our results can be extrapolated to liquid hydrogen
densities. It is interesting to compare this value of k &

with an analogous rate calculated for (dp)„+t~d
+(pt)„.For n =4 these authors calculate a transfer rate
of 4.8 X 10" s ' at a muon kinetic energy of 1.0 eV.

The pressure dependence of m. transfer has been in-
vestigated for C=1.216. 8'H D was determined to be

2 2

0.350+0.010, 0.365+0.012, and 0.375+0.014 for 100,
66, and 33 atm, respectively. The results agree well
within the error bars, exhibiting no pressure dependence,
which is in accord with earlier observations. This obser-
vation is an important test of the phenomenological mod-
el, as relation (6) does not suggest any pressure depen-
dence.

VI. SUMMARY AND CONCLUSIONS

In this experiment the concentration dependence of m.

transfer has been studied in gas mixtures of H& and Dz.
The measured concentration dependence has important
impact on similar studies related to muon-catalyzed
fusion. The data have been fitted to a phenomenological
model with two parameters. The results of the fits are as
follows.

(i) The maximum transfer Q ( C~ ac ) amounts to
(32+3)%, which is somewhat higher than that observed
in the previous measurement by Petrukhin and Prokosh-
kin. "

(ii) The ratio of the two fitted parameters «/A & 1

confirms that in m p+d collisions the capture probabili-
ty is higher than the transfer reaction.

(iii) The inverse transfer reaction rr d +p —+a p +d
cannot be discarded definitely by our measurement be-
cause the uncertainty of the parameter A is too large and
the theoretical predictions too vague.

(iv) Since a —1, pion capture in hydrogen has similar
probabilities in ~ p+d collisions and in m p+p col-
lisions.

Both fitted parameters A and ~ are very sensitive to the
shape of Q (C), as indicated by the error bars in Table II.
Therefore the conclusions drawn from either A or ~ have
to be handled with some care, the more so since assump-
tions were made for the formulation of the phenorneno-
logical model. It appears that Q (C~ ~ ) is a more stable
number and its value can be estimated in measurements
with large concentrations C, independent of the phenom-
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enological model. The data for C —1 mixtures of H2 and

Dz are in overall agreement with the precision experi-
ments of Aniol et al. and Kravtsov et al.

The pressure dependence of ~ transfer has been in-

vestigated for one concentration (C= 1.216) and no effect
was found in accord with the description of the phenome-
nological model and previous measurements. In an auxi-
liary experiment the charge exchange probability in ni-

trogen was investigated. An upper limit of 7 X 10

(90% confidence level) was found for the ~ production in

N~.
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