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Theoretical calculations of the basic quantities that characterize the stopping of an interacting
electron gas for slow ions are presented. An appropriate low-frequency expansion for the imaginary
part of the density response function has been used to modify well-known results for the nonin-
teracting electron gas. The inner dissipative nature of the elementary electron-hole excitation is
characterized by a complex local-field correction function. The basic quantities are expressed in
terms of the phase shifts determined from a nonlinear density-functional formalism.

I. INTRODUCTION

The problem of energy loss of charged particles in a de-
generate electron plasma has been studied by many au-
thors using a variety of approaches. The theoretical
descriptions are based on an assumption that the system
is of linear-dissipative nature. It should be emphasized,
however, that this linearity does not imply any physical
restrictions on the permissible value of the mean density
fluctuations of the system.!

After the pioneering work of Fermi and Teller?> some
calculations were done within the framework of dielectric
theory. In this formalism the absorption of energy and
momentum by the system appears as a finite imaginary
operator in the equations for the retarded field. For the
noninteracting electron gas Lindhard® determined the
relevant propagator to first order in the coupling con-
stant e2. The first explicit calculation which goes beyond
the Fermi-Teller result was performed by Ritchie.* In his
stopping-power calculation, Ashley® used a phenomeno-
logical damping constant in the Mermin® form of the
dielectric function. Static’ and dynamic® local-field
corrections have been introduced to improve the previous
noninteracting results. Recently, Hu and Zaremba® have
determined an expression for the quadratic density
response function to obtain the Z* correction to the stop-
ping power of a slow ion moving in a homogeneous elec-
tron gas. An extension of the free-electron propagator
formalism to the stopping power and screening problems
of the very-high-density electron gas was done by Nagy,'”
using a relativistic covariant many-body theory!! for
point particles and neglecting vacuum polarization
effects.

As an alternative theoretical background, besides the
dielectric formalism, the classical binary-encounter ap-
proximation (BEA) can be used to describe the pure elas-
tic scattering between the intruder ion and the particles
of the target. After the work of Trubnikov and Yavlin-
skii, 2 Sigmund,13 and, later, Ferrariis and Arista'*
demonstrated the usefulness of this kinetic approach.
From a more rigorous point of view, several works have

40

been done to treat the response of an electron system to a
localized time-dependent perturbation (LTDP) induced
by the incoming ion and to calculate the stopping power.
Blandin et al.'® have performed their calculation in the
framework of the Keldysh formalism. Very recently,
Schonhammer'® has given a didactic description within
the general scattering theory for an electron gas of in-
dependent constituents.

In order to clarify the connection between the above-
mentioned methods, the following considerations may be
done. In the dielectric formalism the scattering potential
is immediately given. This method is exact for a high-
density electron gas. For this density, in the examined
static limit, the Friedel sum rule!’ is automatically
satisfied via the first Born approximation for the forward
scattering amplitude. In the appropriate (static) limit the
expressions of both the BEA and the LTDP methods re-
quire the knowledge of this potential. Furthermore, a
higher-order Born series for the scattering amplitude may
be adequate, provided that the potential does not support
bound states.'®

Model potentials have been used'® to calculate phase
shifts and the stopping power. The more powerful
density-functional theory (DFT) allows one to calculate
the induced screened potential’® and density fluctuation
in a self-consistent way. The Friedel sum rule is a self-
consistency condition?! on the scattering potential that
model-potential calculations are forced to satisfy. At me-
tallic densities of the electron gas the results of the DFT
calculations for the quantities that characterize the stop-
ping phenomenon differ markedly from those obtained
from the dielectric description. Generally, the former re-
sults give a better agreement with the relevant experi-
mental data. Explicit calculations for the stopping power
within this formalism were first performed by Echenique
et al.?? for H and He ions, and later were extended for
higher ionic charges.?> The energy-loss straggling®* and
the width of the particle states?® have also been calculat-
ed in DFT. It is to be noted that the general improve-
ments are due mainly to the correct phase-shift deter-
mination. In other words, these calculations reflect the
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importance of screening nonlinearities. The response of
the system remains linear to the external probe and this
behavior is reflected in the determination of the available
states for the density fluctuation near the Fermi level.
The density-functional formalism has proven to be a very
useful tool in calculating other atomic and electronic pro-
cesses similar to the stopping power, such as the impurity
resistivity,?® the damping rate or friction coefficient?® of a
vibrating atom in a metal surface,?’ and diffusion of a
heavy particle in metals within a path-integral ap-
proach.”® The stopping-power results for the homogene-
ous electron gas serve as a background for averaging pro-
cedures when dealing with inhomogeneous (atomic) elec-
tron gases.”

From a rigorous standpoint the dynamic impurity
problem presents several complications. A many-body
formalism is needed to treat the interaction with the sur-
rounding medium and one also needs to use the Born-
Oppenheimer conceptual scheme. On the other hand, the
neglect of recoil, quantum effects in the motion of a mas-
sive particle, and the possibility of creating excitations in
the internal state of the slow projectile (atomic-type pro-
cesses) leave the problem more tractable.

In this paper, as an intermediate approach, we propose
a method to take into account the interacting nature of
the electrons in the medium and connect the formally
different main approaches. These are the main purposes
of this work. We determine in an appropriate way the
imaginary part of the density response function and use
the elastic scattering picture with correct phase-shift
analysis in our transport problem. The organization of
this paper is as follows. Section II deals with the method.
In Sec. III our results are summarized, and comparison
with earlier theoretical calculations as well as experimen-
tal data are made. Section IV is devoted to the con-
clusions.

II. THE METHOD

Using the density-response-function theory, it is easy
to obtain the basic quantities that characterize the com-
posite ion-electron gas system. These are’ the width of
the particle states (related to the imaginary part of the
particle self-energy) T, the stopping power dE /dR, and
the straggling parameter Q?. For the sake of unified
description we introduce a physical auxiliary quantity.
The differential-inverse mean free path for an ion with
charge Z, moving with speed v in an electron gas is given

by*® (atomic units, with e?’=#=m,=1, are used
throughout this paper, except where explicitly stated)
d*? q 1 4mZ, g
LR 4 | — | Imx(g,0), (1)
dgdow v (27) q°

where y(g,) is the density-density response function re-
lated to the dielectric function via®!

e g =1—Tx(g,0) . 2)
g

From Eq. (1), one obtains

2
I‘=vqufdwd—z—i; , 3)
dE d?
E:qufdw”—y—dqdw : @)
- _d’u
a2 qufdwcoqu £ (5)

In these equations the integration limits are determined
by the impulse and energy conservation laws after con-
necting the system variables (¢, ®) with the parameter (v)
of the heavy moving ion. Here we adopt a formally exact
representation“ for x(q,w), which has the form of the
Dyson equation

X g00=x5 (g,0)+ T+ 8(g,0) , (6)
g

well known in the theory of Green functions.

In this equation, X,(g,w) is the complex Lindhard
function,® which may be introduced either in connection
with linear response to an external probe or in terms of
the interaction between the electrons themselves. The
long-range correlations characteristic of the electron sys-
tem have been taken into account explicitly by separating
off the Coulomb interaction 4m/g% Thus ¢(q,w)
represents the collisional part of the total effective in-
teraction between density fluctuations. Note that in writ-
ing Egs. (2), (6), and (8) we have used the notation and in-
terpretation of Ref. 31.

The imaginary part of x(g,w), the spectral function, is
an odd function of @ with the causality property>?

o Imy(q,w)=0 . (7

This property is closely connected with the fact that
the energy transfer per unit time from an external probe
to a stable system in thermodynamical equilibrium is a
non-negative quantity and is based on the existence of ir-
reversible processes in thermodynamics. The equality
holds only for reversible processes which are quasistatic,
i.e., for ®=0 processes. When ¢ is replaced by zero, Eq.
(6) gives the expression for the response function in the
random-phase approximation (RPA). In the case where
¢(q,w) is approximated by a pure real function ¢(q), Eq.
(6) reduces to the expression for the response function in
the static mean-field approximation (SMFA). There is a
well-known connection®! between ¢(q,») and the so-
called dynamic local-field correction G(q,w):

bg,0)=— T Glg,0) . (®)
q

Here G(q,w) represents the short-range correlations be-
tween electrons in the homogeneous electron-gas system,
and characterizes the dynamic electron-electron interac-
tion. In SMFA, similarly to the quasiparticle-lifetime
model, this self-energy correction to single-particle prop-
agation is a pure real function (for a careful and detailed
discussion see Ref. 33).
For small & value we can write®

Imy,(g,®)+(47/9%)x3(q)ImG(q,0)
{(1—(47/9%)x0(q)[G(g)—11}?

Imy(q,0)= ,
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where the denominator of this expression is the square of

the static-electron-dielectric function®*3! ¢,(g). In Eq.
(9) the abbreviations are
Imy,(q,0)= L7 & S RPN (10)
o\9q, 1;'2 2 qu q= F
k
Xolz2)= | =5 |f1(2)
T
ke |1 1—2z% |z+1
=|-<£ |+ [+ 2T
m |2 2z In z—1 (11)
Here we have introduced the standard® notation

z=q /(2kg), where kp=1.92/r; and r, is defined from
the density

__3
4mrd

The determination of ImG(q,w) is a tough problem
that requires a powerful many-body technique.’® This
quantity is related to the dissipative nature of the
electron-hole excitation process.’> We determine
ImG(q,®) according to the model of Gross and Kohn.3¢
In this model the imaginary part of the dynamic local-
field correction is given by (see the Appendix)

2
ImG(g,0)=a(n)L-0w, (12)
41
for small o values, provided that the g dependence is val-
id in the range 0 =q <2k. The parameter a(n) depends

2vvpsin | — |y

2
Sy [ "do(6,0)

_1|®
L(p)~2 -

for the determination of the basic quantities that can be
written

r=L(p=1), (16)

S =—L(p=2), (17)

w=2Laqo=17,=3 (18)
nv nv p )

To obtain Eq. (15) we have used a simple variable change
in the o integration [see Egs. (3)-(5)] via o =(qv )y.
In Eq. (15), d o is the usual differential cross section

do=2m|F(0)|%in8d9 , 19
and f(z) is given by [z=sin(6/2)]
fl2)=z[f,(2)]?, (20)

which (from a numerical point of view) is expandable in a
well-behaved convergent series for 0<z <1, using [see
Eq. (11)]
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only on the density of the system.

Equation (1), after the substitution of Eq. (9), gives an
exact description for the energy loss of an infinitesimal
external bare test charge (Z,). It is easy to show (in the
examined static limit) by this substitution that in Eq. (1)
appears the square of the Fourier transform of the
screened scattering potential

4727,
Vig)=———

) (13)
q°€.(q)

In this case, the elastic scattering between an electron
and the screened test charge is described in the first Born
approximation. The remaining part is the numerator of
Eq. (9). It is determined by the time-dependent proper-
ties of fluctuations of the electron gas and may be treated
independently of the presence of the incoming ion. This
latter statement is equivalent to the assumption of the
linear dissipative nature of the system. Because of this
separability it seems natural to modify the scattering part
only, for cases in which the ion charge is not
infinitesimal, and the Born approximation is not justified.
We shall demonstrate below that this modification gives
all the well-known results.

We interpret |V(q)|2 in terms of the nonrelativistic
scattering theory by means of the substitution?’

|V(g)|*—4m*|F(0)?, (14)

where F(6) is the single elastic-scattering amplitude and
g =2vpsin(6/2) is the momentum transfer (vy=kp in
a.u.). Thus with the aid of Egs. (9)-(12) we obtain

1+C12—na(n)f sing (15)
T 2
[
z+1 x ozl
1 =2 21
P Py @b

In Eq. (15), C is a parameter that we have introduced
for the sake of uniformity in the numerical calculations.
When C=0 Eq. (15) yields the well-known expressions of
BEA,!37 162526 which are based on the noninteracting
representation of the fluctuations. Consequently, C=1
refers to an interacting electron gas. The choice of C
denotes two essentially different pictures of the electron
system.

The above deduction is not rigorous in a mathematical
sense. We think, on physical grounds, that it is true at
least if the linear dissipative picture is true, provided that
the multiple scattering can be ignored.’” That is, if the
particles of the incoming beam (the moving ions)
represent a very diluted impurity concentration, the
above substitution [Eq. (14)] does not violate the validity
of the calculation.

The structure of Egs. (9) and (15) shows the fact that
the net scattering rate, in addition to the matrix elements
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describing the single elastic scattering, must be propor-
tional to the permissible value of the density fluctuations.
This latter is governed by the numerator of Eq. (9) and
has a deep connection with the one-body momentum dis-
tribution function®® in a homogeneous electron gas.

For heavy ions at low velocities the screening can be
regarded as static. A full discussion of the screening of a
light dynamic impurity is considerably more complicat-
ed?® than that of a heavy one, since the correlated motion
of the interacting particles (electron-impurity) must be
taken into account.** The problem of a light impurity in
an electron gas cannot be ultimately reduced to a two-
body problem, whatever effective interaction is used.
This simple-scattering problem for light particles appears
if we go beyond the first Born approximation and has the
analogy of the recoil problem of a heavy particle.*!

For finite mass impurity (M), the many-electron-
impurity system is no longer separable into effective mass
and relative coordinates, and one always has a many-
body scattering problem with an associated noncancella-
tion of the Fermi factors.*! These corrections for the
infinite mass scattering amplitude appear first in the
second Born approximation and can be expressed for
small mass ratios as a power series in (m,/M). In this
paper we neglect this recoil effect. For small (m, /M) ra-
tios it is probably not too difficult to consider the above
effect in our scheme via a “modification” of the energy
and impulse conservation, by a formal change
©o—w—q?/2M, and retaining the two-body effective
scattering picture.*”  Furthermore, the multiple-
scattering problem between a light particle, let us say, a
positron, and the electrons may be characterized by the
approximate solution of a Bethe-Goldstone equation. In
this description a virtual positronium state appears. In
our case (heavy ion) the bound states appear in a natural
way, at appropriate values of the phase shifts for the
scattering in an effective one-body potential, according to
the Levinson theorem.

III. RESULTS

In our scheme, as we have argued above (Sec. II), the
remaining part is the determination of the elastic scatter-
ing amplitude. Thus the phase shifts are the central
quantities. To describe the scattering potential and
characterize screening nonlinearities, we apply the stan-
dard DFT (Ref. 23) method and perform our calculation
within its local version.** In our calculation the “solid-
state influence” of the environmental is reflected in the
Friedel sum rule!” for scattering phase shifts at the (un-
perturbed) Fermi level. The total screening condition is
satisfied by scattering waves.

In order to determine the basic quantities that charac-
terize the stopping phenomenon (I", dE /dR, and W), we
have used the phase shifts at the Fermi energy of an elec-
tron scattered off a spherically symmetric self-consistent
atom potential. The calculated phase shifts satisfy the
Friedel sum rule with high accuracy.

In Eq. (15) appear integrals of the type

1(m)= [do(8,vp)sin™ g , (22)

as can be seen from the structure of Egs. (15), (20), and
(21). This type of integral can be written in the form

_ 7 1
2w 2”2

I(m) > > A+1D(2u+1)
Aop

X {1—cos(28,)—cos(25,,)

+cos[2(8; =8, )1} . (23)

A

In Eq. (23) the quantity J.” is defined by
Ap

LX) (24)

J()Z)=fﬁlldx(l—x)'"/sz(x)P
where the P,’s are the Legendre polynomials.

First, we focus our attention on the r, dependence of
the above-mentioned basic quantities for a proton and
helium projectiles. In Figs. 1, 2, and 3 we have plotted
T /v, (dE /dR )/v, and W /v?, respectively, as a function
of the density parameter r,. The curves labeled (a) and
(c) in these figures have been calculated from Eq. (15)
with the parameter C =0, and the ones labeled (b) and
(d) with C=1. The curves labeled (a) and (b) corre-
spond to the proton case; meanwhile the curves labeled
(c) and (d) correspond to the helium case. Our results
show that, if we take into account the dissipative nature
of the electron-hole excitations (C =1), we obtain an in-
creasing relative deviation with respect to the results
based on the rigid electron-hole concept (C=0) as the
density decreases. These deviations change almost con-
tinuously from about 10% (r,=1.5) to about 20%

0.8
0.6 |
— (a.u.) (d)
(c)
04 L
(b)
02| N
0.0 1 1 L
1.5 2.5 3.5 4.5

FIG. 1. Width of the particle states for a slow ion interacting
with an electron gas as a function of r,. Curves (a) and (c) are
calculated from Eq. (15) with C=0 for a proton and helium in-
truders, respectively. Curves (b) and (d) are calculated from
Eq. (15) with C=1 for a proton and helium intruders, respec-
tively. See the text for the details.
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FIG. 2. Same as in Fig. 1 for the stopping power.
(ry=5). Of course, if r; tends to zero, this deviation

tends to zero as it should [see Eq. (A5) in the Appendix].
It is to be noted that we can obtain “fast” results using

Eq. (15) if we suppose that only one phase shift (/=0)

contributes to the scattering amplitude. In this case

I(m) ———[l—cos 28,)] (25)

+2 ‘
For a proton intruder, §,= /2 (the so-called unitary lim-
it) gives a rather good approximation in the density range
3=r, =5, for the examined quantities.

We continue the analysis by comparing our theoretical
results with some experimental data. In a recent experi-
ment, Blume et al.,* adopting the

dE
dR

theoretically predicted form for the stopping power of a
slow proton with Kinetic energy E, have determined the
value of K in units of VeV /A (E must be put in eV) for a
gold target. The experimental values in a 6
KeV <E <14 KeV range are K=0.09 for the (110)
channeling direction and K =0.12 for a polycrystalline
target. We have obtained a very good agreement with
these experimental data by taking r,=1.5 (K =0.11) for

=KVE (26)

r, (auw)

FIG. 3. Same as in Fig. 1 for the energy straggling parame-
ter.
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polycrystalline gold and r, =2 (K =0.094) for the (110)
channeling direction in our theoretical model for the
stopping power [C =1 in Eq. (15)].

We have also studied the Z,; dependence of the stop-
ping power, comparing the experimental data of Bdttiger
and Bason® for the (110) channeling direction in a gold
target with our theoretical model calculations in Fig. 4.
The results show rather good agreement with the experi-
mental data when we take r,=2. This statement is valid
both for positions and amplitudes of the oscillations. The
only remaining deviation is in a small range around
Z,=10. This figure also gives some insight into the sen-
sitivity of the calculated values with respect to the value
of r; (see the curve for r,=1.5). According to the above
results, it seems that r, =2 is a reasonable physical choice
to characterize the ( 110) chanelling direction in gold.

In Fig. 5 we have plotted (dE /dR)/v as a function of
Z, (for ry=1.5) to show the effect caused by taking into
account the dissipative nature of the electron-hole excita-
tions (C=1), in comparison with the rigid electron-hole
concept (C=0). Depending on the concrete value of Z,
(more physically, on the phase-shifts values), the
difference is in the range 8—14 %. Of course, the Z, os-
cillations reflecting the filling up of the bound states of
the ion remain, as they must.?

We compare our phase shifts with results of electron-
neutral -atom scattering calculations. These calculations
(Refs. 46 and 47) were performed for scattering electron
energies below the first ionization threshold. In Ref. 46
the phase shifts were calculated by direct numerical in-
tegration of the scattering equations, for He and Ne, in

dE/dR (eV/A)

5 15 25 35

Z,

FIG. 4. Stopping power (in eV/A) as a function of the bom-
barding ion charge Z, for the (110) channeling direction in a
gold target. The ion velocity is v =0.68v, (v, being the Bohr
velocity). Curve (a) has been calculated with r,=2, and curve
(b) with r,=1.5. The [ are experimental data from Ref. 45.
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(dE/dR)/v (a.u.)

Z,

FIG. 5. Stopping power as a function of the ion charge Z,
for a homogeneous electron gas with density parameter r,=1.5.
See the text for the details.

the static approximation for the nonlocal exchange po-
tential. Although this calculation was performed for an
entirely different ‘“environment condition,” we expect
similarities with our calculation because of the very inert
nature of the bound levels of inert-gas atoms. The results
of Ref. 46 are shown in Figs. 6(a) and 6(b) as continuous
lines, where we have plotted the phase shifts as a function
of the scattering electron impulse (k). For He [Fig. 6(a)]
only the /=0 phase shift has been plotted, and for Ne
[Fig. 6(b)] both the /=0 and /=1 phase shifts. Our cal-
culated values are denoted by O for the /=0 phase shift
for He, and by O and O for the /=0 and /=1 for Ne, re-
spectively. Note that in this latter case (Ne) we subtract
7 from our 8, These values are calculated in DFT at
k=kg for r,=2, 3,4, and 5. Figure 6(b) also contains
data (denoted by @ for §, and by B for §,) obtained by
the R-matrix method*” for k =0.8, 0.9, and 1. This cal-
culation?’ includes the full static polarizability. We add a
factor 7 to 8, and 8, of Ref. 47 to represent the calculat-
ed values in the figure.

By comparison we can establish an ‘“overall agree-
ment.” Some comments have to be added to our results.
It is well known that the effective potential of an ion in a
solid is similar to the optical potential of the free ion, but
the polarization part (long-range correlation potential) in
the effective potential is screened. Furthermore, in its lo-
cal form the exchange and correlation potential always
contains a self-interaction term. For higher r; values
(and therefore smaller k) the scattering length is not
directly related to the phase shifts of an electron scatter-
ing off the self-consistent atom potential. It should be
calculated from a self-consistent potential including the
scattering electron itself, i.e., by a polarized orbital
method within DFT.*® In spite of these open questions in
DFT, we think that for typical experimental materials

I&

28

He
26 |

24

22

0.2 0.4 0.6 0.8 1.0

k (a.u.)

3.2

28

24}

20 | 1 ]
0.2 0.4 0.6 0.8 1.0

k (a.u.)

FIG. 6 (a) The /=0 phase shifts (8§,) as a function of the
scattering electron impulse for He. The results of Ref. 46 are
denoted by a solid line. Our results are denoted by O. (b) The
=0 and /=1 phase shifts as a function of the scattering elec-
tron impulse for Ne. The results of Ref. 46 are denoted by a
solid line. The results of Ref. 47 are denoted by @ for §, and B
for 8,. Our results are denoted by O for 8, and by O for §,. See
the text for the details.
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(kp=1) the accuracy of the phase shifts outlined in the
embedding scheme is satisfactory enough as to be used in
our problem if the Friedel sum rule is satisfied, as it is.

IV. CONCLUSIONS

In this paper we have developed a new method to cal-
culate the basic quantities that characterize the stopping
phenomenon of ions moving slowly through a uniform in-
teracting electron gas. The main approximation to ob-
tain the characteristic quantities in our method may be in
the adopted value of ImG(q,®)/w, which is the quantity
of central interest beyond the RPA to represent the inner
dissipative nature of the electron-hole excitation process.

We have established that (i) all the well-known results
of BEA for slow ions are based on the noninteracting rep-
resentation of the density fluctuations in the homogene-
ous system; (ii) the essential difference between the main
approaches, dielectric and BEA, is in the determination
of the screened scattering potential. All the theories are
based on the assumption that the system is of linear dissi-
pative nature.

In agreement with the general expectation, our numeri-
cal results do not differ markedly from those which can
be obtained by the standard binary-encounter theory,
provided that the phase shifts are determined at the same
level. Physically, this means that the imaginary part of
the free-electron propagator characterizes the permissible
density fluctuations (electron-hole excitations) together
with the density of possible scattering states in an accept-
able way for metallic densities of the degenerate electron
plasma.

On the other hand, our calculated values are systemati-
cally in better agreement with the measured ones. The
interacting nature of the electron gas can give measurable
deviations with respect to a free-electron system, for the
examined quantities.

More generally, our results based on ideas of charge
neutrality at solid-state conditions and electron-hole exci-
tation show that the electronic structure of a given slow
heavy ion and its stopping are primary determined by the
immediate environment in which it is immersed.
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APPENDIX: DETERMINATION
OF THE a(n ) QUANTITY

According to the prescription of Gross and Kohn,
the approximate expression for ImG(k,w) is as follows:

2

ImG(q,w) a(n)41Tco , (A1)
for small w values, and
P 5/3
a(m=c| | (H, —Hy)P"?, (A2)

where ¢ =(237/15) and d =[T'(1)]*/(327)'/? are numer-
ical constants. Using the notations

H()E_ ‘i% Yo > (A3)
Vp

Ho=— %" |y, (A4)
o 2
3

after simple substitution within the last parentheses of
Eq. (15), one obtains

1+12—na(n )f sinﬁ
T 2

= |1+3.88r) 3 (yo—1 .3 f (A5)

sinQ
2

Here the density-dependent y, and y, factors result
from the compressibility and third-frequency-moment
sum rule, respectively,*® and generally y,> 7 ... The final
form of these factors is

2
1 v 2 aec T 3 a €.
=—+-T - : (A6
Yom g T B, 24 02 )
2 98
Y=z T Bmare +Bmar (A7)

S or,

where a=(4/97)!/3, and the correlation energy €, (Ref.
50) is measured in rydbergs. At metallic densities of the
electron gas these factors vary slowly, and typical values
are

70=0.263, y.=0.075, (r,=2).

s

For completeness, y, is a monotonically growing func-
tion as a function of r,, while ¥y has a weak minimum
value at about r,=5 [y (r,=5)==0.064].
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