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Electric field reversals play an important role in maintaining glow discharges by determining the
partitioning of ion flux between cathode and anode. For years, the existence of field reversals in the
negative glow has been the subject of controversy. For a range of pressures, gas compositions, and
electrode spacings, we observe field reversals using laser optogalvanic (LOG) spectroscopy: The
discharge current is increased by excitation of molecular ions to a state with larger mobility. The
sign of the LOG signal is a direct measure of the sign of the electric field. A single-beam electron
model, where it is assumed that the glow is sustained by a monoenergetic, unidirectional beam of
electrons emanating from the cathode, is in good agreement with most experimental observations.
The model accurately predicts the existence of field reversals and the spatial dependence of both
LOG and laser-induced fluorescence signals. By including momentum and energy dispersion in the
beam, the model could be further improved.

I. INTRODUCTION

The presence of electric field reversals in the negative-
glow region of dc discharges has been the subject of de-
bate and controversy. For example, two popular texts
show contradictory pictures of the negative glow —with
and without field reversals. ' In the classic work of Dru-
vestyn and Penning, the existence of an electric field re-
versal in the negative glow of a dc discharge was
"guessed" to exist. More recently, Lawler et al. have as-
sumed the existence of an electric field reversal in
evaluating the current balance at the surface of a cold
cathode discharge. They estimate the position of the
field reversal by linearly extrapolating their spectroscopic
field measurements from the sheath into the glow.

Electric field reversals play an important role in the
self-maintenance of glow discharges and provide an im-
portant clue in distinguishing between different discharge
models. One usually assumes that a field reversal exists
in the negative glow and that the plasma potential floats
above the anode potential. Thus, positive ions bombard
both cathode and anode surfaces. One makes this as-
sumption recognizing the disparity between electron and
ion characteristic energies in a glow discharge and the
resultant preferential loss of electrons by diffusion. The
field reverses in the negative glow both to reduce electron
loss and to enhance ion loss such that the total current is
conserved from cathode to anode. The position in the
negative glow where the field reverses marks the begin-
ning of the presheath and determines the fraction of ions
in the negative glow that are accelerated toward the
cathode. This fraction, in turn, influences discharge
maintenance mechanisms.

Consider two simple mechanisms for self-maintenance
of a negative-glow dc discharge. If ionization took place
predominantly in the cathode sheath, rapid electron loss

by diffusion and acceleration to the anode would be easily
compensated by ion loss to the cathode and no field re-
versal would be necessary. Such a mechanism would be
valid if electrons were in hydrodynamic equilibrium with
the local electric field (local-field theory) or if ion and fast
neutral impact ionization were the dominant source of
ionization. On the other hand, if ionization occurred
predominantly in the bulk plasma where fields are weak
and ions are not easily extracted, field reversals would
occur to constrain electron loss and enhance ion loss.
Such a mechanism would be valid if the discharge were
maintained by a flux of high-energy electrons emanating
from the cathode and cathode fall region.

Under other circumstances, field reversals may not
occur. For example, if a suSciently large number of neg-
ative ions were present, the plasma potential need not
float above the anode potential. ' Positive ions would be
accelerated toward the cathode while electrons and nega-
tive ions would be accelerated toward the anode.

Recently, Walkup et al "(hereafte. r referred to as
WDA) reported laser optogalvanic (LOG) detection of
molecular ions in dc glow discharges through N2 and CO.
They suggested that a change in ion mobility on excita-
tion is responsible for the LOG effect. For an excited
state with larger (smaller) mobility, a current increase
(decrease) occurs on excitation. WDA also showed that
the ionic LOG effect is weak or nonexistent for lower
pressure discharges and for dilute mixtures in He. In
both cases, the mobility description can be invalid. '

Several factors need to be considered when interpreting
LOG signals resulting from ionic excitation. First,
changes in recombination and diffusion could account for
the signal. These mechanisms are not considered impor-
tant compared to changes in ionic mobility because the
excited state lives for too short a period compared to
characteristic times for recombination and diffusion. On
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the other hand, the excited-state lifetime is comparable to
the mean time between charge exchange and velocity
changing collisions. Second, the mobility approximation
is not valid when the mean free path is long compared to
the scale over which the electric field changes. Thus, the
simple interpretation based on ion mobility changes may
not be valid in the sheath but should be accurate in the
glow where the field is weakly varying. In particular, the
mobility description should be valid near field reversals.
Thus, for small perturbations in current, the sign of the
LOG signal should depend only on the sign of the electric
field, and the LOG signal resulting from excitation of
short-lived ionic states provides a direct measure of elec-
tric field reversals.

In this work, we use the LOG effect to measure electric
field reversals in dc negative-glow discharges over a range
of gas compositions, pressures, and electrode gaps. Un-
der most circumstances, our results differ qualitatively
and quantitatively from those of WDA. In particular, we
observe electric field reversals and electric field double
layers (extrema). WDA present no evidence and make no
mention of electric field reversals or electric field double
layers. Most of these differences can be attributed to
di(T'erences in operating conditions (pressure, gap, gas
composition) but even for nominally the same operating
conditions, we find discrepancies between our results and
theirs that can only be attributed to differences in reactor
geometry. We presume that radial current loss in
WDA's reactor provides the necessary ion loss to com-
pensate for electron loss without establishing an electric
field reversal. This is analogous to the field profile in a
positive column.

The N2+ molecular ion produced in discharges
through N2 and mixtures of Nz and Ar is excited from its
lowest and first excited vibrational levels while the
change in discharge current is recorded. Along with den-
sity profiles of Nz+ (U=0 and 1) probed using laser-
induced fiuorescence (LIF), the LOG signal is obtained as
a function of position between plane parallel electrodes.

In the sections that follow, we first discuss the experi-
mental approach (Sec. II) and results obtained (Sec. III).
The data are compared to the output of a single-beam
model in Sec. IV and our conclusions are summarized in
Sec. V.

II. EXPERIMENTAL DETAILS

A. Reactor geometry, plasma confinement, and gas flow

Although details of the reactor design have been dis-
cussed previously, ' it is important to consider several as-
pects that differ from the reactor design used by WDA.
Stainless-steel electrodes of 7.62-cm diameter are used
and separated by distances ranging from 1 to 3 cm. The
electrodes are contained within an 8-cm diameter 6-way
Pyrex cross. Alumina cylinders are used to fill the space
behind the electrode surfaces and prevent the current
from flowing behind the electrodes. A current-regulated
dc voltage is applied across the two electrodes in series
with a 10-kO, ballast resistor. The voltage tends to drift
( ~ 10%) slowly in time due to electrode heating and con-

tamination but both LOG and LIF signals are not
significantly affected.

WDA used a stainless-steel cross of 4-cm diameter
with 2.5-cm diameter electrodes separated by 1.2 cm.
Under these conditions, it is likely that the plasma is not
well confined between the two electrodes and the current
flows to the reactor walls. The current may also flow
behind the electrodes. These differences are most likely
responsible for the differences observed in LOG signals as
a function of position.

Nq (99.999%) and Ar (99.999%) are supplied by
Matheson and used without further purification. Gas
flow and pressure are controlled using mass flow controll-
ers and a downstream butterfly valve, respectively. Gas
compositions quoted are determined from relative flow
rates and represent mole fractions in the feedstock.

B. LOG and LIF measurements

Both the lowest (v" =0) and first excited (U" = 1) vibra-
tional levels of the N2+ X 2+ ground state are probed by
exciting the 8 X„+—X X+ (0,0) and (0, 1) bands, respec-
tively. A pulsed nitrogen-pumped dye laser is used pri-
marily to excite the (0,0) band. This is similar to the ex-
periment of WDA. For excitation of the (0, 1) hot band,
an Ar -pumped, cw dye laser is used.

1. Pulsed versus cw excitation

With the cw dye laser, a substantially better signal-to-
noise ratio, S/N, is obtained in both LOG and LIF exper-
iments because of the larger duty cycle ( -0.5) for the cw
laser relative to the pulsed laser ( —10 ). For both laser
excitation schemes, the transitions are easily saturated.
However, in the LIF experiment, the S/N enhancement
with the cw laser is only —100 and not —10 as expected
from the ratio of duty cycles. For both types of excita-
tion, the noise level is determined by the plasma glow.
Since the cw laser linewidth ( —1 MHz) is smaller than
the Doppler width, only a small component of the veloci-
ty distribution is selected on excitation. The homogene-
ous linewidth ( —0.03 GHz), resulting from pressure,
power, and lifetime broadening, determines the fraction
of molecules excited. With the pulsed laser, on the other
hand, the laser linewidth ( —20 GHz) is larger than both
the Doppler linewidth ( —2 GHz) and the spin splitting
( —6 GHz) so —200 times as many molecules are excit-
ed. ' Optical pumping of the ground state in the cw ex-
periment also limits S/N.

For the LOG signal, the enhancement in S/N using the
cw laser is larger ( —1000 times). This is because the ma-
jor source of noise in the LOG experiments with the
pulsed laser is electromagnetic interference from the ni-
trogen laser. For cw laser excitation, the noise level is
determined by fluctuations in discharge current. Because
of the S/N enhancement, most of the results presented
here were obtained using cw laser excitation.

2. Charge exchange

For pure Nz discharges the population in U"=1 is so
small that we could not detect it even with the cw dye
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laser. This situation is remedied by adding Ar to the
discharge, and taking advantage of the rapid charge ex-
change reaction, '

Ar+ +N~ Ar+ N2+

that populates both U" =0 and 1.

3. Detection schemes

LIF is collected and focused onto the slit of a mono-
chromator as discussed previously. ' Spatial profiles are
obtained by scanning both the laser beam steering optics
and the Auorescence collecting optics synchronously.
Typical spatial resolution is —200 pm axially (along an
axis perpendicular to the electrode surfaces) and —1 cm
radially (parallel to the electrodes). For pulsed experi-
ments, the transient photocurrent from an RCA
C31034A or an EMI 9659QA photomultiplier tube is
captured and integrated using a Stanford Research In-
struments gated integrator with a 200-ns gate. For cw

0.5
CO

0.0

experiments, the laser is modulated at 200 to 500 Hz with
a 50% duty cycle and the LIF photocurrent is fed into a
PAR 124A lockin amplifier.

For LOG detection, a high pass RC circuit is used for
both pulsed and cw laser excitation. For pulsed excita-
tion, the transient current is sampled using a Stanford
Research Instruments gated integrator with a 200-ns
gate. For cw excitation, the LOG current is sampled us-

ing a PAR HR-8 lockin amplifier. LOG spatial resolu-
tion is dictated by the laser excitation volume which is
characterized by scanning the LIF profile using just
fluorescence collection optics. For most results present-
ed, the beam diameter (axial resolution) is -0. 1 cm and
radially uniform. The LOCx signal is an average over the
radial dimension. For some profiles, the laser is loosely
focused to obtain uniform axial resolution of -500 pm
over the electrode diameter. However, the profiles are
qualitatively similar for this higher spatial resolution, in-

dicating that the characteristic scales over which LOG
signals change are comparable to or larger than 0.1 cm.
Note that since the laser is not expanded to match the di-
ameter of the electrode, the experimental configuration is
not cylindrically symmetric. This is consistent with the
experiment of WDA.

III. LAG AND LIF PRQI II.ES
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Typical LOG and LIF spatial profiles for a range of
pressures, compositions, and electrode spacings are
shown in Figs. 1 —3. In Fig. 1, both v" =0 and 1 data are
shown to illustrate that profiles are insensitive to the vi-

brational level probed. Similarly, we find no dependence
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FIG. 1. {a) LOG and {b) LIF spatial profiles resulting from
excitation of P{12)in the N2+ B 'X„+-X X~+ band system as a
function of position from the cathode. The laser beam is un-

focused and has a beam waist [FWHM (full width at half max-

imum)] of approximately 0.1 cm. The spatial resolution for LIF
is ~200 pm and is dictated by the spectrometer slit width.
Note that the LOG signal crosses zero {field reversal) near but
toward the cathode site of the N2+ density maximum. The 0's
and 's in {b) correspond to U"=0 and 1, respectively. The
profiles are insensitive to the vibrational level probed. Results
from a single-beam model are plotted as lines. For the LOG
signal, the model results are plotted twice: once normalized to
the positive maximum {solid line) and once normalized to the
negative minimum {dashed line). For the LIF signal, the experi-
mental data are normalized to the model calculations. Plasma
conditions: 3.05-cm gap, 7.62-cm diameter, stainless-steel elec-
trodes, 0.3 Torr, 9 sccm Ar, 1 sccrn N„0.075 &cm, 550 V,
0.42 mAcm . Secondary emission coe%cient used in simula-

tion: 0.103.
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FIG. 2. Same as Fig, 1 except plasma conditions: 8 sccm Ar,
2 sccrn N„0.14 Wcm ', stainless-steel electrodes, gap=3. 05
cm, diameter=7. 62 cm, 560 V, 0.76 mAcm, 0.5 Torr. LOG
simulations are normalized to data as in Fig. 1. The same nor-
rnalization to theory used in Fig. 1 is used here for LIF data.
Secondary emission coefFicient: 0.073.
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cides with a falloff in ion density as measured by LIF.
This region, called the presheath, feeds ions from the neg-
ative glow into the cathode fall. The electric field in the
presheath as simulated in Sec. IV is smaller than 1 V/cm
over the range of conditions investigated. Where the ion
density is no longer detectable using LIF, the LOG signal
diminishes rapidly. This marks the beginning of the
cathode fall; the electric field gradient becomes large and
ions are swept into the cathode. For the range of condi-
tions investigated, the mobility limit is probably not valid
in this region.

Close to the cathode, the falloff in LOG signal results
from transit time effects. ' Ions excited in this region
may impact the electrode before colliding with neutral
gas molecules and atoms; and, in the absence of gas-phase
collisions, ionic excitation does not produce an optogal-
vanic effect. Elsewhere in the cathode fall, the reduced
LOG signal may result from smaller differences between
excited- and ground-state collision cross sections for ions
with higher translational energy acquired by acceleration
in the sheath.

FIG. 3. Same as Fig. 1 except for plasma conditions: 9 sccm
Ar, 1 sccm N„0.25 W cm ', 1.08-cm gap, 350 V, 0.77
mA crn -', 1.0 Torr. Note change in gap. These conditions are
similar to and the profiles resemble those published by WDA.
LOG simulations are normalized to data as in Fig. 1. The same
normalization to theory used in Fig. 1 is used here for LIF data.
Secondary emission coeScient: 0.044.

on the rotational level probed for J +20. Hereafter, we
show and discuss primarily U"=1 results obtained using
the cw laser but the conclusions dragon apply to the Nz+
molecule regardless of vibrational and rotational level ~

A. Electric field reversal

Several features in Figs. 1 —3 should be noted. At low
pressure, the LOG signal changes sign near the position
of the N2+ ion density maximum but slightly to the
cathode side. Note that the position of the N2 density
maximum may not correspond to the total charge density
maximum. To the left of the electric field reversal, ions
are extracted from the glow toward the cathode. These
ions help maintain the glow by inducing secondary elec-
tron emission at the cathode. To the right of the field re-
versal, ions are accelerated toward the anode. These ions
do little to help maintain the glow. At higher pressure,
the field reversal occurs toward the anode side of the N2+
density maximum. Under all conditions —higher pres-
sure, smaller gaps, different gas compositions —we ob-
serve field reversals (Figs. I —3).

B. Presheath and sheath

On the cathode side of the field reversal, the LOG sig-
nal first grows strongly negative (ion current increases to-
ward the cathode) and then decreases near the cathode.
The decrease in signal near the cathode is more pro-
nounced at lower pressure where the mobility approxima-
tion is less valid. The large negative LOG signal coin-

C. Charge double layers

Toward the anode side of the field reversal, the LOG
signal increases, reaches a maximum, and then declines
rapidly toward the anode. In this region, the electric field
is weak and roughly constant (see Sec. IV); it is unlikely
that collision cross sections vary spatially. The LOG sig-
nal decreases rapidly toward the anode because ions carry
little current in this region (see Sec. IV). Because the field
is weak, the ion drift velocity is small and most of the
current is carried by electron diffusion. Thus, changing
ion mobility by excitation does little to change the total
discharge current.

The maximum in the LOG profile suggests that the
electric field also exhibits a maximum. This is verified in
Sec. V below using a single-beam model for the discharge.
Such a double layer could result from the flux of hot elec-
trons from the cathode fall into the negative glow. To
conserve current, the bulk electron diffusion against the
field must be slower where the beam current is significant.
As the beam loses energy and merges into the bulk group,
the field can decrease and allow larger bulk current.

Double layers usually occur when plasmas of different
characteristic energy come into contact. ' For example,
in a constricted dc positive column, the hot plasma in the
narrow bore is isolated from the cold plasma in the wide
bore by a double layer that acts to convert hot plasma
into cold plasma and vice versa. ' In negative-ion-
containing plasmas, a double layer appears to convert
negative ions ("cold electrons" ) into ("hot") electrons. ''
In semiconducting pn junctions, ionized acceptors and
donors act as cold plasma while electrons and holes act as
hot plasma. ' For the cathode fall —negative-glow tran-
sition here, beam electrons created at the cathode and
amplified in the cathode fall are hot. Bulk electrons
trapped in the glow and thermalized by collisions with
background neutral gas are cold.

IV. SINGLE-BEAM MODEL SIMULATIONS

As stated in Sec. I, one reason for measuring field re-
versals is to test discharge models. It has been shown
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previously that the local-field model fails to predict field
reversals. "' In this section we briefly describe a single-
beam model we used to simulate profiles in Figs. 1 —3. A
major limitation in these simu1ations is lack of precise
collision cross sections for excited-state ionic transport in
N2-Ar gas mixtures.

The LOG signal is assumed to arise everywhere and
under all conditions from a change in mobility upon exci-
tation. As mentioned above, this assumption is probably
not correct for the sheath and, indeed, the agreement be-
tween experiment and model is poor in this region (see
below). The change in mobility is assumed to be indepen-
dent of the electric field strength; again, this is reasonable
only in the weak-field glow which is where field reversals
occur. Thus, the LOG signal is assumed to be propor-
tional to the local electric field and local ion density. Be-
cause of the dearth in excited-state cross-section data, we
make the simplifying assumption that the change in mo-
bility is simply 10 times the ground-state mobility, i.e.,
the excited state is slightly more mobile. The spatial
dependence of the calculated LOG signal does depend
significantly on the magnitude of this mobility change.
The value chosen is commensurate with experimental
magnitudes for the LOG signal, but must be viewed as a
phenomenological parameter because of the assumptions
mentioned above and the inherent transverse averaging in
the experiment that is not accounted for by the one-
dimensional model. It is beyond the scope of this work to
model the 2D aspects of the LOG experiment. More-
over, considering the lack of cross-section data available,
the effort seems unwarranted at this time. Thus, we look
for qualitative insights when modeling LOG data.

A. Assumptions and parameters

The basic assumption behind the single-beam model is
that electrons created at the cathode form a monoener-
getic, unidirectional beam as they traverse the cathode
fall. ' In the sheath, ionizing collisions by beam elec-
trons produce additional beam electrons and the beam
exhibits gain. In the glow, ionizing collisions produce
bulk electrons and the beam loses energy. When the
beam energy falls below the ionization threshold, beam
electrons are rapidly converted into bulk electrons.
Equations for beam flux and energy are solved simultane-
ously with Poisson s equation and equations for ion con-
tinuity and bulk electron continuity. Although crude,
the single-beam model works well in describing
discharges where F./N, the electric field to density ratio,

is large but uniform. Previously, we suggested that
discrepancies between single-beam model predictions and
experiment occur because the beam propagates too far
into the glow. Neglect of momentum transfer and energy
dispersion of the beam are the cause. Recent Monte Car-
lo simulations confirm this interpretation. This prob-
lem is "fixed" ad hoc as described below.

An asset of the single-beam madel is its use of energy-
dependent electron-impact collision cross sections. Pro-
vided these are known, the number of free parameters is
significantly constrained. The cross-section set used here
is slightly modified and expanded from that used previ-
ously. Both the excitation and ionization cross sections
for Ar and N2 are expressed in a convenient analytical
form

PA e

where A, 8;, and the threshold energy c.,h are given in
Table I. The beam energy is given by c and is obtained
by a self-consistent solution of the set of equations as
mentioned above and described in greater detail else-
where. ' ' The cross section set for Ar is the same as
that used previously. For Nz, the sets compiled in Ref.
21 were used. For N2 excitation, the cross section is
truncated below 9.92 eV because beam electrons are con-
verted into bulk electrons at a rapid rate below the ion-
ization threshold of 15.58 eV. ' Thus, the details of vi-
brational and rotational excitation of N2 are not con-
sidered.

To "fix" the problem of excessive penetration into the
glow, the parameter /=2 is included. This value is
determined by forcing agreement in the position of the
N2+ density maxi~urn for the experimental data shown
in Fig. 2. The same value multiplies both Ar and N2
cross sections and is fixed for all other pressures, gas
compositions, and electrode gaps.

Since secondary emission coefficients are unknown for
ion, metastable, and photon impact generation of beam
electrons at the cathode, it is necessary to adjust at least
one of these in the model. In principle, these numbers
could be obtained from experimental data, however, the
cathode surface structure and composition in these exper-
iments is neither weH controlled nor well characterized.
In addition, ion, metastable, and photon fluxes and ener-
gy distributions are unknown. Therefore, the ion secon-
dary emission coefficient is adjusted (all other coefficients
are set to zero) to obtain agreement with experimental

TABLE I. Excitation and ionization cross-section parameters.

Cross section

Ar excitation
Ar ionization
N2 excitation
N& ionization

(A eV~)

477
2334
1737
5249

Bl
—0.789
—0.581
—0.568
—0.921

B2

1.900
0.098

—0.022
—0.633

B3

—0.824
—1.146
—1 ~ 127

0.181

B4

0.208
2.440
0
0

(eV)

1 1.5
15.76
9.92

15.58

Ref.

'E. Eggarter, J. Chem. Phys. 62, 833 (1975).
W. Lotz, Z. Phys. 232, 101 (1970).

'A. V. Phelps and L. C. Pitchford, Phys. Rev. A 31, 2932 (1985).
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TABLE II. Single-beam model parameters.

Ref.

Bulk electron diffusivity
Bulk electron drift velocity
Bulk electron temperature
Ion diffusivity
Ar+-N2 charge exchange cross section
N2+ recombination cross section
Beam-to-bulk transfer cross section

ND, =2.5X10 ' cm 's
NW = —106X10 Ecm V 's
T, =0.25 eV
NDp =3.53X10"cm 's
cr„=2.2X10 " cm s
o-, =1.4X10 (0.0258/T, )

' cm s

crumb
=2. 175 X 10 ' cm

'A. L. Ward, J. Appl. Phys. 33, 2789 (1962).
J. B. Laudenslager, W. T. Huntress, and M. T. Bowers, J. Chem. Phys. 61, 4600 (1974).

'J. Wm. McGowan and J. B. A. Mitchell, in Electron-Molecule Interactions and their Applications, edit-

ed by L. G. Christophorou (Academic, Orlando, 1984), Vol. 2, p. 65.
R. A. Gottscho, A. Mitchell, G. R. Scheller, N. L. Schryer, D. B. Graves, and J. P. Bouef, Proceedings

of Seuenth Symposium on Plasma Processing, Electrochemical Society, edited by G. S. Mathad, Cx. C.
Schwartz, and D. W. Hess [Electrochem. Soc. 88-22, 1 (1988)].

Pressure
(Torr)

1.0
0.5
0.3

TABLE III. Ion mobility parameters.

Wl
(m /Vs)

Ar+
0.574
1 ~ 819
4.294

Wq

(m/V) '

0.066
0.152
0.281

1.0
0.5
0.3

N2+
731.2

1025
1319

90.1

90.1

90.1

current densities. The values used are given in the cap-
tions to Figs. 1 —3.

The bulk electron temperature T, is also a critical pa-
rameter. For N2, dissociative ion-electron recombina-
tion is an important loss mechanism that is sensitive to
T, . The charge double layer mentioned above and the
magnitude of the electric field are also dependent on the
value of T, (see below). T, is adjusted to obtain good
agreement for the LIF data shown in Fig. 2 and then
fixed for all other pressures, compositions, and electrode
gaps. The value obtained, 0.25 eV, is given along with
other model parameters in Table II. In fact, it would be
reasonable to adjust T, for changes in these plasma pa-
rameters but we found this unnecessary.

A few comments concerning ionic drift velocities are
also warranted. Since we were unable to find values for
Nz drift velocities in Ar over the range of fields neces-
sary, we set them equal to those in pure N2 as given by
Ward. Similarly, the Ar+ drift velocity is obtained
from Ward's paper as before and not adjusted for
10—20% Nz dilution. Ward's velocity parameters are fit
to a more convenient analytical form,

WiE
(3)

1+W,E"2 '

where W, and Wz are given in Table III for the three
pressures considered. To determine the consequences of
these assumptions, we changed W, by 2 times and found

little difference in the spatial profiles. The primary effect
is in the total discharge current density and absolute ion
density which is compensated for by adjusting the secon-
dary emission coeKcient.

Both N2+ and Ar+ are formed by electron-impact ion-
ization from the respective neutrals. In addition, N2
can be formed by charge transfer as described in Eq. (1).
The rate constant for this reaction is taken from Ref. 15
and is given in Table II for a neutral gas temperature of
350 K. Clustering of N2 to form N3+ and N4+ is unim-
portant for dilute mixtures of Nz in Ar over the range of
pressures considered here.

B. Model results

1. Successes

On comparing experimental and model results in Figs.
1 —3, one is struck by the qualitative accuracy of the mod-
el. The model accurately predicts (l) occurrence of field
reversals near the ion density maximum, (2) the max-
imum in the LOG signal on the anode side of the field re-
versal, (3) the falloff in LOG signal toward the anode, and
(4) the shapes and magnitudes of the Nz+ ion density as
measured by LIF.

The existence of field reversals is necessary to constrain
electron loss and enhance ion loss as discussed in Sec. I.
Because the beam model includes ionization in the weak-
field negative-glow region, the field reverses. By contrast,
the local-field model fails to predict the existence of field
reversals because too much ionization occurs in the
sheath. "

The maximum in the LOG signal on the anode side of
the field reversal results from a rnaximurn in the electric
field (Fig. 4). As discussed above, a double layer forms
because of the injection of hot electrons from the cathode
fall into the cold glow. This interpretation is supported
by simulations where the bulk electron temperature T, is
increased above 0.50 eV and the double layer disappears.
Instead, a more uniform field of comparable magnitude
( —5 V/cm) persists throughout the glow to reduce the
electron loss.
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FIG. 4. Beam model electric field corresponding to condi-
F . 2. To show the double layer and weak field intions given in ig. . o s

the negative glow, t e e is mh fi ld is multiplied by 1000 times and p o-
ted as a dashed line.

FIG. S. Beam model current densities aas a function of posi-
i . Note the dominance oftion for the conditions given in Fig. 2. No

electron (diffusion) current in the negative glow.

2. Failings

The ood agreement between model and pnd ex erimental
LOG signal shapes as a function o pof osition on the anode
'de of the field reversal results from the we weak field in thissi eo e e

re ion. The assumption of constant change
'

e in ion mobili-

LOG signal can be understood by examining mode re-

anode, electron (diffusion) current dominates as the fie
h field is small, the ion current isdecreases. Because t e e

chan ed by1' 'bl Thus when the ion mobility is change ynegligi e. us,
har elaser exc~tat~on, i e c, 1 ttl hange occurs in the total disc g

current.
in the low is aThe small value for the electric field in e g

sequence of the small value orfor T . The field in theconsequenc
low is established to constrain electron loss andnd enhance

, f ld lectrons, only a small field ision loss. Thus, or co e e
needed.

The good agreement between the sing e- earn
and experimenta pro e1 LIF rofiles is somewhat spurious since

luded and the densities are norma-the parameter qr is inc u e
n. h 1 thized to theory for one set of condition .ns. Nonet e ess, e

a reement obtaine or i ed f d fferent pressures, compositions,
and gaps without ur er a

g
f th adjustment of these parameters
It su gests that proper accounting o

momentum transfer and energy dispersion in e
should improve the model significa y. tntl . Measurement
of the absolute ion density would provide a more
strin ent test of the theory by eliminating the need for
n

'
. ld iso provide an additional con-

T . The small discrepancies in density rnagni-
tudes that are apparent in Figs. 1 —3 mos i e y

d ne lect of vibrational relaxation"=1that could be an important loss meehan'anism for v = a
higher pressure.

One is also struck by failings of the mod el (1) the rela-
tive magnitu es ot d s of negative and positive LOG signals are
in poor agreemen wit ith experiment particularly at owe

d (2) the position of the field reversa ts no inpressure, an e
in the cathoded ith experiment. The discrepancy in e
hd fll dfall and the disparity in scaling between ca

negative-glow signa s is in
' ' of1 dicative that the assumption of

constant mo i i ycb'1't change is not valid. This is not surpris-
ing since the e in e cfi ld the cathode fall is large and chang-

26, 27in rapidly.
h del to predict the precise locatio

~ ~

nThe failure of t e mo e
h fi ld reversal probably results from the ad hoc pa-of t e e rever

. One ex ects+~ and the neglect of gradients in T, . prameter an
n near the anode.T to be larger near the cathode than near e ane

V. CONCLUSIONS

We have observed directly the presencee of electric field
reversals in dc negative-glow is gdischar es that determine

e and cathode. et epariih titioning of ion cruxes to ano e
ion Aux to the cathode maintains the glow yb inducing

n. The field reverses in thesecondary electron emission. e e
ive low in or er oive d t maintain current continuity:

b the field while elec-Ion loss to the anode is enhanced y t e e
tron loss is constrained.

~ ~

A single-beam mo e ad 1 that assumes the discharge is
maintained by a ux o mfl f monoenergetic, unidirectiona

the cathode is in good agreement with
most experimenrimental observations over a range o pressure,

as compositions, and electrode p g .e s acin s. In particular,gas corn
the model accurately predicts ( 1 existence of field rever-

ls (2) a charge double layer near thehe field reversal re-
sultin from injection of hot electrons

'
s into the cold bulk,

nd (3) ion density magnitudes and ps atial distributions.an
The model fails to accurately predic p

'
t the osition of
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the field reversal and the relative magnitudes of LOG sig-
nals in the cathode fall and negative glow. Of these, the
second most likely results from the simplistic assumption
concerning change in ion mobility on excitation that is
necessitated by lack of precise cross-section data. The
inaccuracy in the prediction for the position of the field
reversal results from the monoenergetic and unidirection-
al assumptions about the beam electrons. The model
should be improved substantially by accounting for
momentum balance and energy dispersion of the beam
electrons.
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