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The time-space behavior of ions and electrons, whose density and temperature are typical of laser
multiphoton-ionization experiments, is analyzed from the point of view of the fluid approximation
taking into account all nonlinear terms. The analytic methods of solution, already presented, are
applied to describe the three-dimensional coupled motion of both ions and electrons, including also
the growth of charges during the laser pulse. The theoretical predictions are compared with the ex-
perimental results observed in a three-photon ionization experiment in Na, with special regard to
the analysis of the electron current behavior as a function of the externally applied electric field.

I. INTRODUCTION

In the last years, little attention has been paid to the
theoretical and experimental analysis of the time-space
behavior of charges produced under typical conditions of
ionization experiments in atomic physics. In fact, only
recently several authors' ~® who dealt with experiments
devoted to study laser-matter interactions considered the
importance of the generically called ‘“space-charge”
effects, but mostly as a problem that could modify the
properties of ionized yields, as determined by the ionizing
source.

In Ref. 9 it was demonstrated that the fluid approxima-
tion'® is an appropriate approach to describing the time-
space evolution of this class of plasmas. The basic equa-
tions that constitute this approximation are derived from
the Boltzmann transport equation, such as the momenta
of different order, averaged over an isotropic velocity dis-
tribution. Thus, those momenta describe the time-space
evolution of the fluid mean quantities (velocity, density,
energy) referred to in the laboratory frame. It was
demonstrated that the fluid scheme holds true providing
that the particle velocity, averaged over the distribution
function, is equal to zero. Therefore, it is not strictly re-
quired that the distribution function approach the
Maxwell distribution, as usually assumed. It turns out
that the treatment can be extended to a wide class of ex-
periments where the electron-electron equipartition time,
depending on the charge density and on the electron tem-
perature,'® is longer than or comparable to the time scale
of plasma evolution, i.e., above-threshold ionization
(ATI) experiments. In fact, several authors'!™ !> have
measured the angular distribution of the ejected electrons
as a function of the angle between the directions of the
laser polarization and of the detection. The observed dis-
tribution is strongly peaked along the laser polarization
and the sharpness increases as the order of the absorbed
photons increases. In any case, along any axis there are
two equiprobable opposite directions for the ejected elec-
tron velocity that assures a mean zero velocity.

This work presents an extension of the theoretical ap-
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proach of Ref. 9. First of all, the method of solution is
briefly recalled in order to point out the main features.
Subsequently, it is demonstrated that the extension of the
one-dimensional solution of coupled two-fluid motion to
the three-dimensional case is straightforward at the same
order of approximation.

Special attention is paid to the analysis of the produc-
tion phase in order to take into account the influence of a
finite production time on the growth of the self-generated
electric field. It will be demonstrated that the inclusion
of this term is not too difficult and does not imply a loss
of information, providing that some hypotheses about the
relative time scales of involved terms are verified.

In the last section the theoretical model is applied to
explain the experimental results of Ref. 16, with special
regard to the electron current behavior as a function of
the external electric field. The dependences on the laser
power of both ion yields and electron current are also an-
alyzed in order to explain the observed deviations from
ideal slope and to carry out the value of the charge
threshold at which the collective effects become impor-
tant.

II. THEORETICAL APPROACH

The fluid approximation describes the time-space evo-
lution of the fluid mean quantities (velocity, density, and
energy) referred to the laboratory frame. Since the mac-
roscopic quantities are carried out by averaging over the
velocity distribution function, it turns out that they are
functions of coordinates and of time. The fluid velocity
represents the common component of collective motion,
whereas the temperature is related to the mean kinetic
energy of random motion of particles. Thus, the energy
conservation includes two terms which represent the
internal energy of fluid function of temperature and the
mean kinetic energy of collective motion related to fluid
density and velocity.!° If an isothermal expansion in vac-
uum is assumed, two partial differential equations, for
fluid velocity and density, are sufficient to characterize
the evolution, namely motion and continuity equations.!’
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The method of solution is introduced under assumption
of negligible production time and an initial Gaussian-
shaped profile of charges. In Sec. II B the internal self-
generated electric field, which couples ion and electron
fluid systems through the Poisson equation, is introduced.
A solution is carried out by using, under suitable approxi-
mations, the same scheme used in the simplest case. Sec-
tion II C deals with the problem of the production phase
and its introduction in the previous solutions at the same
order of approximation.

A. Single fluid

In the case of one-dimensional motion of a freely ex-
panding fluid, neglecting both internal and external fields,
the system to be solved is given by'®
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where v;, n;, m;, and T are, respectively, velocity, densi-
ty, mass, and temperature of the selected fluid. For
monochromatic electrons, it is sufficient to introduce the
electron energy in place of T, i.e., kT=2E.° If an initial
Gaussian-shaped profile is assumed, the time-space evolu-
tion is represented by’
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where f(¢) is a function of time. The fluid velocity v; is
related to f(¢) by means of the continuity equation [Eq.
(2)]. In fact, dividing all terms by n;, Eq. (2) is
transformed in a first-order linear equation in x for the
variable v;, whose coefficients are time and space deriva-
tives of In(n;), which immediately leads to the relation
v;=—(x/2)D In[ f(¢)], where D represents the total time
derivative. Introducing the equations giving the func-
tional dependences on f(#) of both v; and n; in the
motion equation [Eq. (1)] and equating the terms with the
same exponent of x, the second-order differential equa-
tion describing the time evolution of f(¢) is obtained, i.e.,
20— 3DF@O)T 2
D-f(¢) 21 (1) 2B, f(1)", (4)
where B;=2kT /( mjdz). The initial conditions are
f(0)=1 and Df(1),—¢=0. If B;1*>>1, f(t) approxi-
mates the function 1/(1 +Bjtz)"25.9
In the simplest case of constant or time-dependent (but
independent on the space variable x) electric field, the
solution of the single-particle-like equation Dv,=(e;/
m;)E (t) must be added to the fluid velocity previously
obtained, and the spatial variable must be replaced by

Jvdt —x.

The extension of the solution method to describe the
three-dimensional motion of a single fluid is straightfor-
ward owing to the independence of motion along the
three axes. Moreover, the inclusion of momentum-
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exchange collisions with neutrals and time-varying tem-
perature, or, in general, terms in the form G(z)+ F(¢)x, is
very easy, only requiring modification in the differential
equation of f(¢) and the single-particle-like one.’

B. Two-fluid coupled

According to the above method of solution, it is possi-
ble to analyze, although in an approximate way, the
motion of electrons and ions coupled with the self-
generated electric field. The system to be solved is now
represented through five partial differential equations in-
cluding two motion equations, coupled by the internal
field, two continuity equations, and the Poisson equation,
which relates the internal self-generated field to the ion
and electron densities.'” In Ref. 9 by restricting the
treatment to the one-dimensional case and assuming
Gaussian shapes such as Eq. (3) for ions and electrons, a
solution was carried out by linearizing the Poisson equa-
tion. In the one-dimensional case the electric field is
given by the integral

€
E,(x,t)=4medn, [ ‘e~“de, (5)
where the variable change €;= jl /Z(xsj—x )/d has been
introduced. The index j refers to both species, and the
other symbols are already defined. By series integration
and retaining the first term, the following is immediately
obtained:

E, (x,t)=d4meno[f*(x —x;)—f}(x —x,)] . (6)

Equation (6) is valid insofar as the second term of series
development is negligible. Thus, the spatial limit of va-
lidity of the previous solution is given by the condition

€, —€>(es—€)/3 . @)

Introducing the internal field given by Eq. (6) in the
coupled system and equating terms with the same ex-
ponent of x, the differential equations describing the cou-
pled evolution of f;(#) and x;(¢) are given by

3(Df;)?
szjz—zfj’ —2B, ]2} fi(f1 P =), ®)
e.
szsjZ#Eoiw;jfjla/z(xﬂ—xse) , 9)
J

where the upper sign refers to the electrons and
w,;=4me 2n0/mj is the plasma frequency. The symbol j¢
denotes that if x; refers to ions, f; refers to electrons and

vice versa. In Eq. (9) an externalj field E, has been also
introduced. In fact, owing to the initial conditions
x,;(0)=0 and Dx;(0)=0, Eq. (9) gives a nontrivial solu-
tion only in the presence of an external field.

A numerical test has been performed in order to verify
the limit of validity of the approximations in a range of
variation of the involved parameters (density, tempera-
ture, initial shape, and so on) typical of ionization experi-
ments in atomic physics. Figure 1 shows, as an example,
the spatial profile of the electron density at the time in-
stant t=100 ns (electron density of 10'! electrons/cm?,
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FIG. 1. Spatial profile of electron density at t=100 ns.

Charge density 10'! electrons/cm®. Solid line represents the

solution by using a finite difference numerical code. Dashed
line: spatial profile as deduced from the solution of Egs. (15)
and (16). (a) Strongly coupled region (w,;70); (b) transition re-
gion; (c) free expansion (w,; =0).

electron temperature of 1 eV, and E,=0) deduced by nu-
merical integration of the complete two-fluid one-
dimensional coupled system and by the solution of Egs.
(8) and (9) (dashed line). The model describes electron
and ion motion in the region (a) of Fig. 1, whose width is
about the half width of the Gaussian profile well. Region
(c) is in agreement with the single-fluid solution, obtained
by Egs.(8) and (9) with w,;=0. The area of region (c)
represents the number of electrons leaving the interaction
volume. The transition region (b) is very thin and exhib-
its unstable numerical evolution. The observed sharp
peak occurs when the collective fluid velocity is approxi-
mately equal to the thermal velocity that corresponds to
the first instants of the shock wave growth.!” Thus, in
this sharp region the previous assumption of collisionless
isothermal expansion does not hold and a different ap-
proach, including energy conservation and electron-ion
collisions is required.!” The contribution of region (b) is
small in terms of the total number of involved charges.
Hence, the spatial limit of validity of the obtained solu-
tion deduced from Eq. (7) can be assumed being a sharp
boundary between coupled and single-fluid behavior.

The absolute value of charges leaving the coupled zone
is a function of time as a consequence of Eq. (7).
Representing the solution in the region of free expansion
by

n,=k(t)f ()" %exp[ — f()(x /d)*], (10)

where the evolution of the f(¢) function is described by
Egs. (8) and (9), with w,; =0, k() is given by the mass
conservation, i.e.,

no2 [“e Cdetkn2 [ Jem de=Vdn,, (1)

where €* is a value that satisfies the condition (7). The
first integral is calculated by introducing the value of f(¢)
given by the coupled system, whereas in the second in-
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tegral the f(z) value is the solution with w,;=0. The
shape of the solution for fluid velocity and density and
the supporting equations is not modified by the introduc-
tion of the k (¢) function.

The three-dimensional extension of the previous solu-
tion is straightforward by using a similar linearization of
the Poisson equation. Assuming an external field direct-
ed along the x axis, the components of the internal field
are now given by

pr(x’t )="31'7ren0[(fxfyfz )}/2(x _xsi)

—(fefy ) x = x5)] (12)
E, (y,0)=3%meno[(f [, f2)i?—(fufy )%y (13)
E, (z,0)=%meno[(f fu )i =[Sy f2)e 1z (14)

Three equations like Eq. (7) will give the limits of valid-
ity of the coupled solution along the three axes, provided
that the appropriate f(¢) and initial width d are intro-
duced. Hence, the system to be solved becomes

3(Dfy ;)
szk,jz_z—ﬁ_ZBk,jflgj
(D)0 i L f V2= F f P, (19)
e.
szsj = m_j_EOi';‘ng(fxfyfz )j]-ﬂ/z(xsi T Xse ). (16)
J

The index j refers to the species and the index & to the
coordinate. Note that the f(z) time evolution, along any
axis, depends essentially on the parameter B, that is on
the width of the initial profile.

C. Production phase

In the above solution, the initial profile of charges is
supposed to be produced in a time negligible compared
with the fluid evolution. In many experiments, this as-
sumption does not imply any loss of generality, owing to
the different scale between production and collection
time. On the contrary, the scheme of the experiment of
Ref. 16 does not allow such an approximation especially
with regard to the electrons, whose collection time is
comparable with the laser pulse duration (= 10 ns).

In general, the introduction of rate terms in the con-
tinuity equation does not make the previous solution
scheme valid, and, particularly, the assumption of self-
similar expansion of the initial profile. Thus, separation
of spatial and temporal dependences is not allowed. Nev-
ertheless, depending on the relative time scales of in-
volved terms, the production phase can be introduced in
the previous scheme at a degree of approximation of the
same order as that used in linearizing the Poisson equa-
tion. In general, if the time scale of expansion is greater
than the production time, the term representing the flux
of particles [V(nv)] can be neglected compared with the
density time derivative. Therefore, the continuity equa-
tion is reduced to the usual rate equation admitting sepa-
ration of variables if the source term can be expressed as
a product of two separated functions of coordinates and
time. In the experimental conditions of Ref. 16 during
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the laser pulse (10 ns), ions are at rest. In fact, the time
scale of ion collection is some us, in the investigated
range of external electric field values (3—-100 V/cm). As a
consequence, the evolution of the ion density is represent-
ed by g(#)n,(x,y,z,t), where n, is given by Eq. (3) or Eq.
(11), according to Eq. (7), and g(¢) is the solution of the
rate equation

t%(tﬂ:(a YIF(x,y,z,t)[N—g(t)] . 17

In Eq. (17), N represents the unperturbed beam density
and (a) the ionization cross section. I, (x,y,z,t) is the
laser intensity that may be expressed as a product of two
independent functions of space and time, and « is the or-
der of the transition that is the number of photons re-
quired to overcome the ionization potential. It has been
also assumed that only ions and neutral atoms, in the fun-
damental state, are present in the beam. However, more
complex rate equations involving different excited species
are allowed, under the condition that those processes
occur in a time shorter than the time scale of motion.

The new solution requires only a few modifications of
the system describing the ion motion. In fact, it is
sufficient to introduce g(t) given by Eq. (17) in place of
the initial density n in the plasma frequency. The func-
tional dependence of the fluid velocity on f(¢) and on
spatial variables is unaffected by the introduction of g (),
because only the gradient of the logarithmic density ap-
pears in the motion equation.

Owing to the different time scale of expansion, the be-
havior of electrons cannot be described in as simple a way
as the ion one, if detailed information about the time-
space profile is required. Nevertheless, since the constitu-
tive equations of fluid description represent the mean
time-space evolution of the macroscopic quantities, it
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seems worth introducing the electron behavior in such a
way that the basic scheme of analysis requires only a few
modifications.

The relevant time scales to be considered, with regard
to the electron evolution, are related to the plasma fre-
quency growth during the production phase, proportion-
al to the g(¢) function [Eq. (17)] and to the density gra-
dient through the coefficient B.

If the condition w2 (D[1—(f,f,f,)*1>>B,f, is
verified in the first instant of the interaction, electrons are
strongly coupled with ions and their f,(¢) function differs
from 1 (the ions are at rest) approximately for a factor
B, /wf,e(t). In this case, the coupling term is simply given
by

8 O f L Sy 2= f02 (18)

where the g(¢) function has been normalized to the gas
density N and a)lz,j =(41re Z/mj )N.

The opposite condition, that is, when the electrons
leave the interaction zone as soon as they are produced,
implies that the term depending on f,(#) in Eq. (18) can
be neglected compared with the corresponding ion func-
tions. Finally, in an intermediate condition, the produc-
tion time can be divided in time intervals, whose duration
T must satisfy the relation 7B!’2<<1. Therefore, the
electrons produced during each time interval of r dura-
tion are in a good approximation at rest. The system
describing the total evolution of electrons is constituted
by a set of coupled equations equal to the number of in-
tervals into which the production time is divided. The
differential equation referred to the f, () function of
electrons produced in a time n7<t <(n+1)7 includes
common terms depending on the ion electric field, name-
ly a)‘z,eg(t)fn,e(fxfyfz )}”2, and terms related to the evolu-
tion of electrons produced in the previous time intervals,
ie.,

08T f o S [y N 0 [82T) =D o f Sy [ 200+ - tap gt —nT)—g(nD1f (M ff 2. (19

The initial conditions for the differential equation
representing the time evolution of f, , are f, ,(t=nT7)=1
and Df,,|,—,,=0.

The approximation of Eq. (19), although useful to
maintaining the method of solution, introduces a serious
increase of calculation time. Fortunately, f,(¢) de-
creases, in the first instants, no so fast'®) as it could be de-
duced by assuming the asymptotic formula of Eq. (4).
Moreover, in the conditions of a wide class of experi-
ments, and especially in case of nanosecond pulsed-laser
sources, the simple coupling term of Eq. (18) leads, at the
end of the ionization interaction, to results comparable to
those obtained by using a system of n differential equa-
tions, providing that an effective width be introduced,
namely,

dg=(kT,/m,)" 1, , (20)

where 7; is the laser pulse duration. Equation (20)
represents the increase of volume occupied by electrons
during the laser pulse.

ITII. COMPARISON WITH EXPERIMENTAL RESULTS

In this section the model is applied to describing the
results of Ref. 16 with special regard to the electron
current versus the external electric field. The peak
dependences of electron current and ion yields on the
laser intensity are analyzed with the aim of determining
the charge threshold. Thus, the electron current and ion
peak dependences on the laser intensity are compared
with an ideal multiphoton (MPI) slope at the same exper-
imental values of beam density (1.610'!, 2.710'!, and
4.410"" atoms/cm®). The variation of the ion time of
flight, as a function of the laser intensity, is also com-
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pared with the experimental dependence.'®

If volume effects are neglected, a noticeable
simplification occurs for the supporting differential equa-
tion system to be solved. In fact, assuming a spherical
symmetry, only one equation for each species, like Eq.
(15), is required to describe the charge evolution in the
coupled zone. Equation (15) for ions and electrons must
be solved also with w,; =0, in order to carry out, by using
Eq. (10), the total number of charges in both zones. In
the experimental conditions of Ref. 16, the time scales of
production phase, thermal expansion, and collection time
are quite similar, i.e., about 10 ns. In fact, typical values
are =~1 eV for the electron temperature, =0.01 cm for
the focussing spot, =14 V/cm for the external electron
field, and 3 cm for the distance of plate-collecting elec-
trons. '

According to Sec. II C, the coupling term is given by
Eq. (18), width an effective width deduced from Eq. (20),
i.e, =0.1 cm. A test performed by using a set of ten
equations, including terms like Egs. (19), did not show
important differences.

The electron current on the plate surface, whose radius
is R at a fixed position 4, is obtained by integrating the
component of current along the direction of the field (or-
thogonal to the laser direction) on the radial variable that
leads to

(6)],
Iy = Ng(t)o, [£(1)] %exp [—[fd—zluse— A7 ]
()],
X [1—exp —[—f‘ﬁ]—RZH , (21)

where v,, is given by
Vye =0, +0.5(x,, — A)D In[ f,(2)] .

d is the initial half width of the profil, g (¢) is obtained as
the solution of the rate equation, and N is the beam densi-
ty.
In the form of Eq. (21), the current is referred to the
coupled zone. Thus, f(t), given by the solution of the
coupled set of equations, must satisfy the condition of Eq.
(7), at the position A4 of the detector. On the opposite
condition, the total current is given by the same equation,
but f(¢) is deduced from the uncoupled system, with
w,;=0, and the charge density [Ng(¢)] must be multi-
plied by k (¢), given by Eq. (11).

The total number of ions, collected at a detector posi-
tion A4,, whose diameter is R, is immediately carried
out, i.e.,

o)
Nign = Ne(OL/ ()] exp | — dZ] (= 4,7
(0],
X |1—exp —Lde]R% (22)

If the plasma frequency is negligible compared with the
B value, both coupled and uncoupled solutions overlap
and only one peak of current is observed, whose arrival
time is approximately equal to that of a single particle
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uniformly accelerated by the external field. A simple
derivation of the electron-current dependence on the elec-
tric field can be carried out by using the asymptotic ex-
pression of f(¢) given in the Sec. II A (single fluid). As-
suming that collection time and velocity exhibit the
single-particle dependences on the electric field, respec-
tively, E)’? and E; '/, the f value at the position A of
the detector is represented by f=E}¥/
(Eyt2BAm /et If E,>>2BAm /e, i.e., in the exper-
imental conditions of Ref. 16 E;>>600 V/cm, the densi-
ty profile simply translates, and, thus, the peak of current
dependence is just E}’2. Owing to the variation range of
the applied external field (4—100 V/cm) (Ref. 16) the op-
posite condition holds true. If the argument of the ex-
ponential function containing the ratio between the ra-
dius of the detector and the half width of the initial
profile is <<1 [Eq. (21)], the peak of current is propor-
tional to f3/2E'/2, which leads to the dependence E>37,
whereas in the opposite condition the dependence is
E!'%, Referring to the experimental results presented in
Fig. 2 (dots) (see also for further details Fig. 11 of Ref.
16), the fast 1 and 0.1-mJ peaks both exhibit, below 20
V/cm, a slope =2, which means the argument of the ex-
ponential in Eq. (21) is <1, i.e., the profile of untrapped
electrons does not expand out of the detector surface.
The solid lines represent the behavior as deduced from
the complete solution of the system with a charge density
of 100 electrons/cm® for 1-mJ peaks and 10%
electrons/cm?® for 0.1-mJ peaks. The ratio between fast
and slow 1-mJ peak depends on the numerical condition
Eq. (7) must fulfill. In fact, the absolute value of charge
density in the coupled and freely expanding zones is just a
function of that limit, entering the integral Eq. (11). The
experimentally observed ratio of peaks is reproduced by
equating the terms of Eq. (7). It turns out that the transi-
tion zone (c) (see Fig. 1) gives a contribution, in terms of

10?

(a)

10"

10° 10’ 10?
(V/cm)

peak of electron current (arb. units)

electric field

FIG. 2. Peak of the electron current vs externally applied
electric field. The dots represent the experimental results of Ref.
16. Laser focussed by short focus lens, A=5787 A. Beam densi-
ty 4.4X10'"" atoms/cm®. (a) and (b) The observed peaks at a
laser intensity of 200 MW/cm?; (c) the peak at 20 MW/cm?.
Solid lines represent the theoretical calculations. Charge densi-
ty 10" electrons/cm® for peaks (a) and (b) and 10°® electrons/cm’®
for peak (c).
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FIG. 3. Arrival time of slow peak vs externally applied elec-
tric field. Same experimental conditions of Fig. 2. Solid line:
theoretical calculations.

particle trapping, represented well by a spatial extension
of the zone, where the linearization of the Poisson equa-
tion holds true.

Figure 3 shows the theoretical dependence of arrival
time of slow 1-mJ peak. The theoretical slops of both ar-
rival time and peak of current are close to the E ~!/? and
E'? single-particle dependences. The superimposed
modulation, also observed in the experimental results,
can be ascribed to an additional oscillation arising from
the condition of Eq. (7), and, hence; from the k (¢) func-
tion. However, the spread of the slow-peak profile does
not allow an improvement in the resolution. In fact, the
error bars do not depend on instrumental resolution, but
on the real width of the peak (see Fig. 13 of Ref. 16).

Figures 4, 5, and 6 are related to some features ob-
served in the dependence on the laser intensity. Figure 4
shows the increase of the ion time of flight as laser inten-

26
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§ 231
22 3 :
0 10 20 30
2
| laser (10 MW /cm )

FIG. 4. Ion peak time of flight (TOF) vs laser intensity.
Beam density 4.4X10'' atoms/cm’. Charge density=10"
electrons/cm’; A=5787 A. The dependence on laser intensity is
given in Fig. 10, Ref. 16. Solid line: theoretical calculations.
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FIG. 5. Theoretical dependence of the ion signal vs laser in-
tensity for a three-photon transition for the atomic densities:
1.6X10", 27X 10", and 4.4X 10'" atoms/cm® from bottom to
top. Dashed line: growth of charge density in the absence of
collective interactions. Right scale shows the value of produced
charge density. Arrow refers to the total ionization of gas.

sity increases as observed in Ref. 16 by using a short
focus lens. In the theoretical calculations, it has been as-
sumed a three-photon transition and a value of the ion-
ization cross section in such a way that the range of pro-
duced charges is similar to that approximately deduced
from the experimental measurements, ie., 10%-10'°
electrons/cm®. The error bars depend on a not-too-sharp
definition of the peak, probably due to a residual volume
effect in the caustic of the lens.

Finally, as an example, Figs. 5 and 6 show the ion sig-
nal and electron current peak as a function of the laser
intensity compared with an ideal three-photon transition,
for three different initial beam densities (1.6X 10!,
2.7X 10", and 4.4 X 10!! atoms/cm®). The ion slopes de-
viate from the ideal one (dashed line) at about the same
value of produced charges, regardless of the initial beam
density. The slopes of Fig. 5 are quite similar to those ex-
perimentally observed.!® In particular, Fig. 5 must be
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FIG. 6. Peak of electron current vs laser intensity. Theoreti-
cal slopes. Same conditions of Fig. 5.
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compared with the signal of ions coming from the spot
size. Referring to Figs. 5 and 6 of Ref. 16, when the slope
of ions produced in the focus of the lens saturates, the
signal due to ions coming from outer zones at a lower lev-
el of charge density still grows according to slope three.

The dependence of the electron current (Fig. 6) shows
the same characteristics. In this case, a direct compar-
ison with the measured behavior is complicated by the
poor time resolution of the detection technique that leads
to a mixing of contributions from zones at a different
charge density. Thus, deviations from the ideal slope due
to the collective effects in the spot size could be partially
attenuated by the overlapping of signals coming from
outer zones. In any case, the absolute value of charge
threshold, for electrons and ions is close to the measured
one.

A simple estimation of the charge density threshold
can be obtained from Eq. (15). As the charge density in-
creases, the coupling term, depending on the electronic
plasma frequency, inhibits the expansion associated to
the thermal motion (B, f2). The electronic profile oscil-
lates around the ionic one, with an amplitude approxi-
mately given by dB, /w,z,e.9 In the regime of strong cou-
pling, that amplitude must be <1, i.e.,

2kT,

>_— "€
n,= .
¢7 4me’d?

Equation (23) can be also obtained from the neutrality
condition implying a Debye length smaller than the plas-
ma characteristic length.!® By introducing previous
values, Eq. (23) gives n, > 3.10® electrons/cm’, in agree-
ment with the results of numerical calculations (Fig. 6)
and with the experimental estimation. The ion signal ex-
hibits a similar threshold behavior with a plateau reached
at a produced charge density roughly 10 times larger
than the electron one.'® In fact, the expansion of the ion
profile is enhanced by an energy transfer from electrons
to ions, and larger ionic charge density can be expected
to reach the plateau. In this case, terms in Eq. (15) relat-
ed to the ionic plasma frequency and to the square
derivative play a dominant role. Thus, the threshold
value for ions can be carried out only by numerical calcu-
lations.

The anomalous saturation value can explain the varia-
tion of ratio between atomic and molecular ions as a
function of laser power. In fact, whereas the change in
slope of the atomic ion signal occurs at a charge density
of =10'° ion/cm?, the molecular ion one can be ascribed
to total ionization of molecules in the beam. It turns out,
from Figs. 4, 5, and 6 of Ref. 16, an initial concentration
of =5.10° mol/cm?, a value close to the thermal equilib-
rium one.

(23)

IV. CONCLUSIONS

The quite satisfactory results of the theoretical model
in explaining the main features of the experimental ion
and electron behaviors suggests that the approach, al-
though approximated, gives a good quantitative descrip-
tion of the time-space evolution of charges produced in
typical MPI experiments, provided that a specific diag-

nostic is added to the standard MPI apparata. In fact,
the quantitative comparison with experiments depends on
the numerical condition that Eq. (7) must fulfill, whose
value can be carried out only by specific measurements.
Particularly, in the experiment of Ref. 16, the numerical
condition was deduced from the ratio of electron current
slow and fast peaks versus the external field.

The anomalous value of saturation of MPI slope shows
that the cross section of process cannot be determined
simply by assuming that the change in slope corresponds
to the total ionization of gas, i.e., (a )IS =N, where a is
the order of transition, N the gas density, and I the satu-
ration intensity. For instance, in the present experiment,
the cross section would be overestimated, in case of ions,
for a factor 3.5, taking into account a charge threshold
value of ~10'° ion/cm?, and for a factor 7.4 in case of
electrons (threshold ~10° electrons/cm®). Thus, the
wide spread of cross-section values, as deduced from
literature, especially referred to alkali vapors, could be
explained as an interference between purely collisional
processes and collective plasma interactions, whose
influence is strongly dependent on the specific experimen-
tal conditions, i.e., charge densities, applied electric field,
and so on.'®

Recently, several authors reported experimental evi-
dence of phenomena, apparently different from each oth-
er, as chaotic evolution of electric discharge,'®) bistable
transmission of laser light?® through a cell containing Na
and buffer gas, and electron and ion focussing in
electron-atom impact ionization.?"?? Authors underlined
the essential role of plasma interactions in order to de-
scribe the observed phenomena. Particularly in Refs. 21
and 22, a very complex spectrum of high-frequency plas-
ma ‘‘electrostatic” oscillations was recorded in a
correspondence to relevant focussing effects, ascribed to
interactions between a self-generated electric field of pro-
duced charges and electron beam. In the framework of
Egs. (15), a time-evolving frequency spectrum, deter-
mined by the “beats’ among the variable in time frequen-
cies of electrons and ions and by the anharmonicity of
motion due to the gradient pressure terms, can be pre-
dicted.

The experiment of Ref. 20, although performed by us-
ing cw laser, is an example of interference between short-
range collisions and plasma motion. In fact, according to
the explanation given by the authors, at the first instants,
the plasma production is assisted by collisions between
atoms excited by laser radiation, but the subsequent evo-
lution, and, hence, the absorption of radiation, is strongly
coupled with the plasma properties (diffusional motion,
reczc;mbination, ionization from high-lying levels, and so
on).

The growth of interest around this class of plasmas and
related atomic phenomena encourages improvement of
the above-described method of analysis, in view of its rel-
ative simplicity and the quite satisfactory agreement with
the experiment.

A description of the transition region between coupled
and freely expanding evolution seems important in order
to analyze the chaotic features of the discharges.!” In
fact, as above underlined, the numerical instability is re-
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lated to the physical phenomenon of shock-wave growth,
which requires inclusion of dissipative terms in the basic
equations, and simultaneous solution of the energy con-
servation, to take into account transfer between internal
(random motion) and collective energy.lo'17 However, the

obtained solutions can be considered as a guide for the
overall solution, those representing the time-space evolu-
tion of the central zone and of the tails of the charge
profile.
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