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We study a family of equivalent models which includes the polymer in a random medium, the sto-
chastically growing interface with spatially random deposition of particles, and the diffusion in a
random catalytic environment 9,¢(x,?)=DV?y+ U(x)y. U(x) denotes a frozen Gaussian random
potential of strength u, and correlation length a. The intrinsic length scales of the problem,
lo=(D /uy)*'*~ % and a, are both assumed to be small in comparison with the diffusion length v'Dr
and the system size L (L < 10%). Flory-Imry-Ma—type arguments show that for dimensions d <4
the polymer of contour length r— o is both collapsed (v=0) and localized, in agreement with pre-
vious results for a <</, [Edwards and Muthukumar, J. Chem. Phys. 89, 2435 (1988); and Cates and
Ball, J. Phys. (Paris) 49, 2009 (1988)]. The sample-to-sample variations of the polymer free-energy
scale as t¥ with y=1. For d >4, a collapsed, localized or a Gaussian, delocalized polymer is found
for strong or weak disorder, respectively. The disorder becomes irrelevant for self-avoiding poly-
mers. For growing interfaces, the roughness exponent Y /v and dynamical exponent 1/v are both
equal to unity, but scaling is modified by logarithmic corrections. The results are supported by a
renormalization-group (RG) approach. Vertex corrections destroy the relation y=2v—1. For
d >4 we find a phase transition as a function of disorder strength. For d <4 there is no stable fixed
point. In particular, for d <2 the fixed point found is unstable with respect to infinitely many non-
linear terms generated under the RG. It is argued that this corresponds to the appearance of a non-
analytic elastic term in the polymer Hamiltonian. The results are substantiated by mapping the
problem onto the localization of a quantum particle in a random potential. When considering ac-
tivated dynamics for the polymer we find that it cannot relax to the absolutely optimal environment
present in the medium during observational time scales 7 but will be localized in a typical well. Due
to this effect, the InL terms occurring in the static theory have to be replaced by InL , with an addi-
tional dynamical length scale L. << L.

I. INTRODUCTION

WL — —fyx,n, A=-DV?-
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The cooperative action of diffusion and amplification
by a random catalytic potential is important for a number
of processes. Examples are the early stage of the order-
parameter relaxation in a system with random transition
temperature, autocatalytic chemical reactions in a ran-
dom medium, the spreading of a migrating population
with a reproduction rate which depends on local (ran-
dom) conditions, the biological evolution by mutation
(diffusion) and fitness-dependent reproductions in a high-
dlmensmnal phenotype space, and optlmlzatlon stra-
tegies.! ™3 Recently, Ebeling et al.! and Zhang? have
considered the dynamics of such systems described by

fdt

(1)
G(x,t;y)=f’:0)_ t)exp

Equation (3) can be interpreted as the restricted partition
function of (i) a d-dimensional Gaussian polymer of length
t in a random potential —U(x) with [, =6D for the
Kuhn’s step length* or (ii) a (d + 1)-dimensional directed
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—x 2—U(x(

where 1(x,t) is proportional to the density of certain
physical, chemical, or biological objects. U (x) is a ran-
dom Gaussian potential with { U ) =0 and

(UxUX))=uddP(x—x') . )

8!9(x) is a d-dimensional smeared out & function of width
a. In the limit of small D, the finiteness of a will play an
important role, as will be seen below. (U)=0 can al-
ways be achieved by the transformation ¢_»¢e
With the initial condition ¥(x,0)=68(x—y), Eq. (1) has
the formal solution

|- o

polymer with a stiffness '=T7/2D in a random potential
—U(x)T, which is correlated parallel to the ¢ axis.’
Here T denotes the temperature Finally, using the trans-
formation A (x,7)=Iny(x,1), ¥(x f G (x,t;y), we end
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up with
oh(x,t)
ot
Here [ = [d“ and D=D. —Th(x,t) has the meaning
of the polymer free energy. Moreover, Eq. (4) determines
the height A (x,?) of the interface of a ballistic growth
model in a comoving frame at time ¢.° The first term on
the right-hand side (rhs) describes the interface relaxation
by the surface tension D. The second term considers the
fact that growth occurs normally to the interface.
— U(x) denotes the stochastic part of the growth due to
deposition of particles which is assumed here to be ran-
dom in space, but not in time.
A central quantity for the diffusion problem is

RAlY, U]:fxfy(x—y)zG(X,t;y) [fxfyG(x,t;y) l_]

(5)
and its average value RZ(¢)=(RZ%[t,U]), which de-
scribes the local spreading of an initially homogeneous
density (problem A). For polymers, R ,(t) denotes the
rms end-to-end distance which is expected to scale with
the chain length as RA(t):.)QAtv”’. For directed poly-
mers R ,(¢) describes their transverse wandering. A
second exponent Y 4 describes the fluctuations of

h()=In [ ¥(x,1)

D=[{hA1)) —(h(1))2]/ 2~ 4

A different quantity Rz, U;y] is connected with the
spreading of an initially localized distribution ¥(x,0)
=8(x—y) (problem B). Rg[t,U;y] follows from (5) if we
omit the integrations over y. In the polymer context
Ry(t)=(R}[1,U;y])""? denotes the mean polymer end-
to-end distance (or transverse wandering) if one end of
the polymer is kept fixed. Note that, because of the
strong correlations of U (x) parallel to the ¢ axis, R ,(7)
and Rg(?) are in general different. The fluctuations of
h(y,t) behave as

=DV*h+D(Vh)?+U(x) . 4)

—_ B
(g0 —h (3 )2 [y —y V7% p | =21
| (y y ly—y'l f =y

where X /vp is the roughening exponent of the growing
interface.

The problems formulated at the beginning involve the
four characteristic length scales: a, l,, Rp(t), and L. ais
a small scale cutoff, e,g., the scale over which the random
potential is correlated. A second length scale
lo=(D/uy)?”*~?4 follows simply from dimensional
analysis. The third scale R (t)~(Dt)'’? connects ¢ with
x and enters via the Einstein diffusion length. Finally, we
have the linear extension L of the whole system. In this
paper we will restrict ourselves to the case

a,ly <<Rp(t)<<L <10%

[for Rp(t)<<l,, the influence of the disorder can be
neglected and we have v=1 and y=0].

For a wave packet of extension R, the two terms on the
rhs of (1) scale as DR ~2? and u,R ~¢/? (provided R > a),
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respectively, from which we can form a dimensionless
bare coupling constant go(R)=(u}/D*)R* “=(R/
10)4_d. In the strong-coupling (or classical) case g¢(R)
>>1 the disorder wins over the diffusion. This occurs al-
ways for d <4 if R — o0. On the contrary, the weak cou-
pling (quantum) case is given by g,(R)<<1 which ap-
pears for R — o if d >4. Clearly, on small scales R =a
the situation may be different. In particular, the white-
noise limit a —0 (or a <</;)) corresponds to g,(a) <<1 for
d <4 and gy(a)>>1 for d >4. To our knowledge, the
distinction between the classical and the quantum case
goes back to Lifshitz.

If, for d <4, we are in the strong-coupling case, the po-
lymers configurations will be dominated, as shown below,
by the statistics of the potential wells only. So far we es-
timated the depth of the wells on scale R by uoR ~/%
However, in a system of size L we have (L /R ) wells, the
deepest of which scales as { U;,(R)) ~u; R ~9/? and

AU (R)= (U2 (R)) = (U pyy (R))*=2u}R

with u; ~u,[d In(L /R)]'/? (see the Appendix). Similar-
ly, the mean energy difference between the two lowest
wells is of the order

(8U(R))=2uyR ¢’[dIn(L/R)]" 2.

(Here we differ from Cates and Ball, who state that the
energy difference between the two lowest wells remains
finite for L — . Our formula is derived in the Appen-
dix.) Note that [d In(L /a)]'”><8 and 4 for real 3D sys-
tems and computer simulations, respectively, although it
goes to infinity at the thermodynamic limit L — o or
a—0. When talking about potential wells and minima
we mean those of — U (x), the polymer potential, which
correspond to maxima of the catalytic potential U (x).

Previous work on the problems mentioned are restrict-
ed to an approximate treatment of several limiting cases,
e.g., gola)>>1, d <4 for problem B in Ref. 1, gy(a) <<1
and d <4 in Refs. 4 and 7. It is the aim of the present pa-
per to consider the systems described for all values of
gola) and d, using Flory arguments, a renormalization-
group treatment, and the connection to the localization
of a quantum particle. The results will be discussed
mainly in terms of the polymer picture; we come back to
the problem of a spreading population and the growing
interface at the end of this paper.

II. FLORY-IMRY-MA-TYPE ARGUMENTS

We start with problem A. First we present a Flory-
Imry-Ma-type estimate for the free energy —Th(R,t) of
a polymer with free ends, confined in a region of linear
extension R. From (2) and (3) we obtain (ignoring prefac-
tors)

R? Dt

—h(R, T)~E+F—th/2

if Rza, (6)

where the first two terms describe the entropy of a free
polymer for R2>>Dt and Dt >>R?, respectively.® The
second term is simply the loss in entropy ¢ /t,,. of a poly-
mer of length ¢, confined into a well of size R, but free in-
side. t.,,~R?/D is the mean contour length between
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two encounters of the polymer with the walls of the well.
The third term on the rhs of (6) estimates the disorder-
averaged maximal free-energy gain at a given system size
L (see the Introduction and Appendix). Equation (6) has
been analyzed for gy(a) << 1,d <4 in Ref. 7.

Minimizing (6) for d <4, we get a single minimum at
R=R_[<<Rp(1)]

R, =max(l,,a), 1,=(D/u ¥4 9,

(7)
up =uo[dIn(L /R,)]'" .

Hence, the Gaussian polymer subjected to a random po-
tential U(x) is collapsed to a size R_; the directed poly-
mer makes only finite transverse excursions. For a <</,
this result agrees with that of Edwards and Muthuku-
mar,* Cates and Ball’ and earlier numerical work by
Baumgirtner and Muthukumar.® Since the Flory argu-
ment corresponds to a saddle-point approximation ap-
plied on (3), we get with the same accuracy from (5),
R (t)=R_,ie.,v,=0.

So far we have neglected the translational entropy
d In(L /R,), which is smaller than h (R,t)~tu; /R2"*if

Up

d/2
Rc

t

[dIn(L/R)]V?=Lt(SU(R,))>>1. (8)

In this case only a single potential minimum contributes
to (3) and (5), i.e., the polymer is collapsed and localized.
The fluctuations AU ;,(R_) determine the fluctuations in
h (1), which yields y , =1, i.e., ¥ , and v, do not obey the
scaling relation y=2v—1.> The lhs of Eq. (8) can be con-
sidered as the energy difference between two polymer
configurations in the two lowest potential wells. For
l.<<a, R.~a, and

Ryt) |°

[go(@)]V?[d In(L /a)]~'?,

t{8U(a))~

which is always assumed to be large since
[dIn(L/a)]"'?>0.1 even for L=~10%. For a<<I,,
R, =I_, and

2

Rp(2)
2 [d In(L /a)]'d ~2/4=d)

lo

(t8U(R,)) ~

which is also always larger than unity, since for d =1,
L=10%, [InL /a]~'3=0.4, and R,(t)>>1,. Thus, in
realistic situations L < 10%a, the translational entropy can
be ignored. For completeness we mention that, in the
true thermodynamic limit L — o or for short polymers,
inequality (8) is no longer fulfilled for d <4 if /. <<a and
d <2 if a <<, respectively. In this case many potential
valleys contribute to (5), the polymer is delocalized, and
both the nominator and the denominator are self-
averaging. Hence for L — « the quenched and the an-
nealed average agree with each other [in (5) the integral
f y becomes a disorder average times Ld] and, conse-
quently, —tu; /R?> in (6) has to be replaced by
—t2u3/R? which acts as a self-attraction and yields
R% ¢ ~max(D /tu},a* 9)ind <2and R ;~aind > 2.
For d >4, Eq. (6) has two minima R (¢)=~R(¢) and
R, =a. Substituting these into (6) we see that the Gauss-
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ian polymer solution R (z) (v 4=1) is stable for a > 1,
i.e., for weak disorder. Clearly, the polymer is also not
localized in this case. For strong disorder a <<I, the po-
lymer is collapsed to a size a (v ,=0) and localized, since
condition (8) agrees with that for /. <<a and d <4. For
d=4, R ~Rp(t)if D>uand R ;,~a if D <u. The ex-
ponent Y is ¥ 4 =1 for strong disorder (as for d <4) and
X4=0 for weak disorder. The scaling relation
X 4 =2v 4 — L is only fulfilled for weak disorder and d > 4.

So far, our polymer was not self-avoiding. Self-
avoidance (SA) is described by an additional term
wt2/R? in the free energy (6). This introduces a new
length scale /g, =(D?/w)'/*~?. In a pure system the
SA can be neglected if /g, >R () and d <4. In impure
systems this is only the case if (Rp /Iga)*(Iga /1.)¢ 2
<< 1. In the opposite case the free energy reads

5 R2 R2]ld—4)72
_h(R’t)zR—z+ 2+d 4D~d 73 2 cd/z
RZ | (R*74UY) R
R4ld~4
—% : ©)

where R} =Dt carries the ¢t dependence. The second
term in (9) is modified with respect to (6) since the poly-
mer behaves self-avoiding between two encounters with
the boundaries of the well of size R. Minimization of (9)
yields the Flory result for a SA walk Rg,(¢)
=Ia[Rp(t) /154 147** 9, i.e., the disorder is irrelevant.
These results supplement those of the authors of Refs. 4
and 7, who considered the case /. >>a, d <4, and
Igo— o only. In an annealed situation, the SA and dis-
order terms add, (w —u3)t?/R% and consequently a
transition occurs at the © point w =u3 from a SA to a
compact polymer, in agreement with Ref. 10. We will
not consider this possibility any further, since the an-
nealed situation is not realistic [see argument given above
after Eq. (8)].

Next we consider problem B. For D—0 but uyD
finite, the main contribution to G (x,7;y=0) comes from
the saddle-point configuration x,(¢’). In order to esti-
mate this, we note that the maximum value
U,a=U(x,,,) of U(x) in a region of size |x|? scales as
UZ,. ~(u3/a%)d In(|x|/a). With y=0 and ¢ fixed, x,(¢')
can be shown by elementary means to consist of an essen-
tially straight initial part, which makes an angle a with
the ¢ axis, until it reaches x=x,,, at a time ¢;.!' For
t,<t'<t, x,(t')=~x_, [here we assume gy(a)>>1].

Minimization of the energy of the path (|x,,,,|=R)

—h(R,a)~ -

aD R tana—uga ~¢/*(t —R /tana)

X(d InR /a)'"? (10)
yields tana =~ (2D %7 */a?)!/* and
R =Ry=(Dt/a)gy(a)Ins) " 3]1/4 |

where # =uy(d Int)'/2. Thus the behavior for strong dis-

order is weakly subballistic, Ry < t"2In"*1, with vp=1

and a logarithmic correction with an exponent v =—2

in all dimensions d. Clearly, Eq. (10) makes sense only as
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long as Ry(t) << L.

For weak disorder and d <4, the part of the path with
X =~ X, Will have an intrinsic width [, instead of a. The
above result can easily be generalized to this case and we
obtain

RB(I)ZQ(lnt)(d—ii)/(d,*d) . (11
Iy
Note that for weak disorder vp=1, but vz=(d

—3)/(4—d), in agreement with Ref. 7. For complete-
ness we note, that the end point x, of the extremal path
considered as a function of ¢ performs random jumps of
increasing height [Ax,|~Rjz(z) followed by parts
x, =const of increasing length Az=¢. The relevance of
this fact for the diffusion problem is discussed in Sec. V.

III. RENORMALIZATION-GROUP APPROACH

So far, we have considered the influence of disorder
(via Flory or saddle-point arguments) on a single scale
only. This will be valid if gy(a)>>1 for d <4 and
gola) <<1 for d >4. In the remaining cases, fluctuations
on intermediate scales can modify the large-scale behav-
ior. Therefore we study the flow of the coefficients D, D,
and v under a RG transformation. Our procedure fol-
lows closely that described in Ref. 6. A RG treatment of
Eq. (4) with long-range correlated disorder U (x,t) has re-
cently been studied in detail by Medina et al.'> We note,
however, that their model does not cover our case of t-
independent U(x). The Fourier transform of Eq. (4) is
solved perturbatively in the vertex using the free propa-
gator (—iw+Dk?)”!. The first terms in the perturbation
expansions for the full propagator, the correlation func-
tion, and the full vertex diverge for d <4. The perturba-
tion expansion is reorganized into a RG calculation by
integrating out the modes with e “*’A < |k| < A. The pa-
rameters are then rescaled as k'=e"’k, o’'=e'w and
h=eXh’.13 In a one-loop calculation the resulting flow
equations are

dD _ d—2 | Du
-dT—D 1—21/—2de7- D ,
‘Z—?=5 )(+1—2v—de% —’l;—’; , (12)
- 2
A _ 2ty oy va+avk, |24
dl —u X Vi VR 4 D2

Note that because of the violation of Galilean invari-
ance of Eq. (4) there is now a nontrivial vertex renormal-
ization which leads to a violation of the relation
x=2v—1.'2 Equation (12) can be converted into an
equation for the coupling constant g =(Du /D?)?

4—d+%(5d-—12)Kdg : (12)

dg _
i ¢

1
v

with g (/ =0)=g,(a). x and v follow from the three fixed
points (FP) of (12) and (12"): (i) The Gaussian FP u*=0
is stable only for d >4 and corresponds to v=1, xy =0,
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i.e., we have simple diffusion. (ii) The Edwards-
Wilkinson FP D *=0 is also stable only for d >4 and
gives v=1 and y=(4—d)/4."* Since for y <O the large-
scale behavior is dominated by scale-independent contri-
butions we have x.=0. (iii) The third FP is given by
K,8*=[(4—d)d]/[2(12—5d)] and is unstable for
d>12. For d <!, we obtain from g*, y=v[(4—d)?/
(12—5d)] and 1/v=2+(d —2)(4—d)/(12—5d). Unfor-
tunately, this FP is unstable with respect to infinitely
many perturbations of the form D,,(Vh)*", n > 1, in (4)
since Y /v>1. Such terms are generated under the RG
transformation and give rise to diagrams which involve
additional loops consisting of two propagators and one
u? insertion, which diverge as t2X~*) (jie., at the
Edwards-Wilkinson FP for d <2). We were not able to
sum up these divergences. Since, according to (12), the
stiffness 1/D flows to large values it is tempting to
presume that the large-scale behavior of G(x,t;y) is
determined by an effective action (3) where (1/4D)x? is
replaced by J|x|. In this case, the corresponding Eq. (1)
includes infinitely many even-power gradient terms with
coefficients related to J. However, this change in the ac-
tion appears only for g(e*)>1, i.e., for R >R,.. From
this we conclude that our Flory results for case A remain
essentially unchanged. But also for case B the change in
the action only affects the exponent ¥ which is, e.g., now
vg=—5 if gola)>>1. For 2 <d <4 or for d >4 and
gola)>g*, g flows to a strong coupling FP which is not
attainable by perturbation theory.!® Since large values of
g correspond to a polymer collapse we expect v=0 in this
case. Only for d >4 and gy(a) <g* the flow is towards
the Gaussian FP. (i) The unstable fix point g* corre-
sponds for d >4 to a phase transition from a collapsed to
an extended polymer as a function of the disorder
strength, in agreement with our Flory arguments.

An alternative RG approach for higher-dimensional
manifolds with a partition function given by Eq. (3), but ¢
replaced by t=(t,, ..., ;) is considered in Ref. 16. For
a potential U(x,t) which depends randomly both on x
and on ¢, this leads to an expansion in €e=4—d’. In the
present case U(x,t)=U(x), however, there is no such
upper critical dimensionality (it is shifted to infinity) and
hence also this approach does not work.

The model considered here has a Fourier-transformed
disorder correlator

(U(0,k) 00", k'Y =c(0)8(0+ 0" )8k +k')

with ¢ (w)~8(w) [see Eq. (2)]. This scales in the same
way as the special case 6=1 in Medina et al.'’ but
¢(w)~1/w in their case, leading to additional infrared
divergencies. This prevents them from treating the case
0=1. In our model these divergencies do not occur so

that we are able to derive Eq. (12) and (12).

IV. RELATION TO LOCALIZATION OF A QUANTUM
PARTICLE

In the last part of this paper we discuss the relation of
the present problem to the localization of a quantum par-
ticle in a random potential.'"'® Indeed, we may expand
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G(x,t;y) with respect to eigenfunctions ¢, (x) of H,

A¢, =E,, (Ref. 1)
2 b

E 1t

G(x,t;y)= ¥, (x)e ™. (13)

It is well known that for the lattice (tight-binding) ver-
sion of A, the low- -lying states are localized in any dimen-
sion.!® We assume that this is valid also for our continu-
um version and that the functions

¢, (x)=~ expl —|x—x,,|/L.(E,)]

are localized around a center x,, and L.(E)=(D/E)'/%.
It is clear from (13) that it is essential whether the energy
difference  between the lowest energy levels
AE,=E, ,—E, (nsmall, E,<E, < ---) fulfills the in-
equality AE,t >>1 or not.

If AE,t>>1, R3[t,U] is dominated by the ground
state and the nominator and denominator do not self-
average separately. Then in the classical case gq(a)>>1,
E, is essentially given by the energy of the deepest poten-
tial well E,~—u;a ?/2. The penetration depth of the
wave function is roughly given by L (E,)=ag}/*(a) <<a,

e., the wave function extends essentially over a length
L, =~a. With these findings, we get from (5) and (13)
R ,(t)=a, i.e., the polymer is collapsed and localized, in
agreement with our Flory arguments. In the quantum
case, go(a) <<1, the potential energy acts on the scale a
as a small perturbation to the kinetic energy. Bound
states exist for an isolated shallow well in one and two di-
mensions  but, since the penetration depth
A=agy 7279 >>q, the wave functions of different wells
now overlap strongly. For low enough energies, however,
the states are still localized!® and will dominate (13) and
(15). Since, for go(a)<<1 and d <4, [, is the only length
scale in the problem we conclude R ,(f)=I. again in
agreement with our Flory argument.

If, on the other hand, AE ¢t <<1,

zlgfxfy(x—y)z"G(x,t;y)

Lc_d/z

=(—1y" [ dEe” (14)

is self-averaging. On the rhs of Eq. (14) we have intro-
duced the spectral density?°

Ak, E)=%, <‘fe"“‘¢m(x' (E—E, )>

Its asymptotic form for small k and E — — o is propor-
tional to the density of state p(E).
In the quantum case gq(a) <<1 and d <4,

p(E)~exp(—c|E/E |~ 97?)

(Ref. 20) with EO=D10‘2, the integral (14) is dominated
by the saddle point E,~{[t/(4—d)]E{~9/2)2/2~d
which gives

R,~L(E)=[(4—d)D /tud]'/?~9
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for d <2, in agreement with our result from Flory argu-
ments for this case.
In the classical case gy(a)>>1,

pE)~exp[—c(E*/u})a’],
an analogous estimation yields

R ,=[a?/Rp(t)]g, *(a)<<a .

Since R , is a least of the order a, this indicates again
R , =a in agreement with the results of Sec. II.

V. CONCLUDING REMARKS

We first translate some of our results already discussed
for a random-walk polymer into the language of the other
applications mentioned in the Introduction.

For the problem of the random autocatalytic diffusion
Eq. (1) we have shown that an originally localized popu-
lation ¥(x,0)=8(x—y) spreads over the whole space.
Nevertheless, it is mainly localized at a single attractive
place for a fixed time. The further the attractive places x
are away from the starting point y, the bigger the local
potential U(x) has to be in order to grow a peak faster
there, which finally will overcome the peaks growing
nearer to y. The quantity Rz(¢), which is a measure of
this spreading, behaves for strong disorder as
Ry(t)~1t In"%%. The exponent of the logarithm
vp=—3 is different from the value ¥z = —1 found in
Ref. 1. However, we note that Ebeling er al.! use, in
their derivation, the average density of states, which is
only correct, if the nominator and the denominator in the
definition of R3[t,U;y] are self-averaging, or if {¥(x,1))
is considered. Neither is the case (for realistic, finite sys-
tems). Clearly, the results of Ref. 1 would also be
changed if the density of states in the quantum case were
considered, i.e., if a —0. The finiteness of a is essential
for D <D*ind <4 and D >D* ind >4 with

D*=duya*"¥2In""(L /R,) .

A similar behavior was obtained earlier for a directed po-
lymer in a random medium.?! We also mention that
(y¥™(x,t)), m integer, has been studied earlier.’*?3 In
particular, Zeldovich et al.?? argued for a lattice version
of our path integral (3) that the optimal paths contain
ballistic parts at their ends and a dominant stationary
part at the high potential wells, which is in agreement
with our considerations around Eq. (10). But they con-
sider only self-averaging quantities.

The growing interface is characterized by a roughness
exponent Y /vp =1 and a dynamical exponent 1/vz=1,
but the scaling is modified by logarithmic corrections.
Since the case of weak disorder has been considered in
some detail in Ref. 7, we discuss here only the case of
strong disorder. The structure of the interface consists of
conical mountains of mean spacing Rp(z)~t(Int)”3/*
and peak-to-valley separation Ah zt(lnt)l/z. Thus, the
average slope of the hills Ah /R g(t) increases slowly with
time as (Inz)>’* for R <R, and as Int for R > R, with R,
defined in (7).

Finally, let us again consider the random-walk polymer
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with free ends (problem A). In Sec. II this is shown to be
collapsed and localized around the lowest potential well
in the system, from which effect the InL terms in (6)—(8)
arise. The InL only makes sense if the system is in equi-
librium, i.e., for real time 7— «. When the polymer is
given an activated dynamics it will not be able, when
starting at an arbitrary position, to find the lowest well in
the system during experimentally accessible observational
time scales 7, but it can diffusively explore only typical
wells in some finite volume L9 <<L? Thus, the static
factors InL in (6)~-(8) have to be replaced by the dynamic
factor InL | with

L, =R,(7/74)"*exp(8h) . (15)

Here Ry=max[a,ly=(D /uy)**~?] is the distance be-
tween neighboring typical potential wells, 7,=7,(¢) is an
elementary jumping time, and 8h accounts for the barrier
height between the wells.

When assuming the collapsed polymer chain as a
whole to perform jumps we get 7,~?* with z =1 and,
from (6), 8h ~—tu,/R&’* and L, easily becomes very

small. On the other hand, one should take into account
J

gN(Ul, . ’UN)z

j=1
0 otherwise,
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tunnel states in (3), i.e., two tails of the chain stay in
different wells simultaneously, whereas the middle part of
contour length ¢,, extends over the barrier. Minimizing
the free energy yields ¢,, and 8h independent of . Thus
for long chains the latter case will happen and
L, <7y !'72ct™%/2 with z > 1 expected. Further dynami-
cal considerations are skipped here.
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APPENDIX

Here we present some results of the order statistics of
the potential U, which are given in the introduction and
are mainly used throughout Sec. II.

Assume a set of random variables u, j=1,...,N
equally distributed with a probability density (PD)f (U).
Then the PD of the ordered set U, <U,< --- =U, is
evidently given by

(A1)

where the combinatorial factor accounts for normalization. From this expression, any quantity of the ordered set can

be derived. The PD of the mth and (m + 1)th ordered values U, < - - -

=U, =U, ., = Uy is given by integration (see,

e.g., Ref. 25)
81mUp,Up )= [dU, -+~ dU,, _dU, ., - dUygy(U,, ..., Uy)
oifU,,,<U,,
: m — U P— -_—m — -
(m—l)!(N—m——l)!F (U U, 1 —F(U,, ;)] otherwise ,
where
Fan=[" rnav . (A3)
From (A2) the average of the distance between two successive values yields
(8U,,)=(U,, . ,— U,
0 Um+l
:f_ dUm+lf_ dUm(Um+l_Um)gZ,m(Um’Um+])
N‘ @« N —
= dU[F(U)]"[1—F(U " (A4)
mi(N —m)! fﬂo LF e (0]
r
Furthermore, the PD of the mth-ordered value U,, fol- and the averages
lows from (A2) by integrating U,, ,, (Ur’:: y = foo dU ngl ), k=1,2,.... (A6)
N1 _ o ’
g1,m(Uy)= (m —1)!(N—m)!Fm u,) Now we calculate, by saddle-point evaluation, the in-

Xf(UN1—FUu ) V- (A5)

tegrals for the case considered here, i,e., the Gaussian dis-
tribution
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f(U)=~\/—211T—Uexp( —U?/2U3%)
0

—Uif(U)/U ifU——

1 .
F(U)= %"‘\/—ZTU/UO if ‘U| <<U0

1-Uf(U)/U f U .

(A7)

The saddle-point approximation
J 7 exp[S(U)]dU =~ V2mexp[S(U,)]
X 84S (U712

with 3,S(Ug)=0 becomes exact in the limit N —co.
From (A4) we have (8U,,) = Uy[Nf(Us)]~! with the
saddle point U;, where F(U;)=m /N and thus, using
(A7),

_r
m In'/2N

V27/N if Ul < U, .

if |U|>>U,
(8U, ) < U,

DIFFUSION IN A RANDOM CATALYTIC ENVIRONMENT,. ..

4681

Consequently, the values of U,, near the mean value O
have an average density < N whereas the density in the
tails scales like «In!/2N. The first expression of (A8) is
used in Eq. (8) of the text. Similarly, the saddle point of
(A6) is U, with

(m —1)/F(U,)=N —1+(U, /U —k /U,)/f(U,) ,

which, in the case 1=m <<N and k =1,2, simplifies to
(N—1)f(U))~U,/U}and

U,~V2Uyln'>N —o(In(InN)/InN ) .
With this we obtain
2V

(U, >:—e—U01n‘/2N

(A9)

and (U})=~e/V2m(U,)? so that (AU?)=~0.2U,InN.
Equation (A9) is quite obvious and widely used but fluc-
tuations are of the same size as the average.
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