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The average degree of ionization for a dense plasma is calculated with the aid of a newly estab-
lished atomic model based on the Thomas-Fermi (TF) method. This new model is characterized by
the following features: (i) the bound electrons and free electrons are treated separately, (ii) a physi-
cally reasonable definition of the bound electrons is given, (iii) the system is described as a strongly
coupled plasma of free electrons and TF ions, (iv) the source density in the Poisson equation is
determined by the electron-ion and ion-ion correlation functions, and (v) the degree of ionization is
calculated through the minimization of the total free energy. Results from the first and second ap-
proximations are presented, corresponding to models of increasing sophistication for the ion-ion
correlation function. A comparison of these results with the results from earlier TF calculations
and with the results from the Saha equation is also provided.

I. INTRODUCTION

In two-component plasmas, electrons and ions can
combine into other ions and atoms, i.e., bound states ex-
ist. On the other hand, atoms can become ionized into
electrons and ions. The existence of these two opposite
processes, the recombination and ionization, leads to the
establishment of an equilibrium in which a certain frac-
tion of the total number of particles (atoms and ions) are
in various stages of ionization. The different ionization
states can be characterized by the degree of ionization,
which is defined as the ratio of the number of free elec-
trons to the number of other particles (except electrons).

The degree of ionization has a strong effect on many
plasma properties. An accurate calculation of the degree
of ionization is required for quantitative modeling of
plasma dynamics. In the dense plasma regime, the degree
of ionization is an important characteristic in inertial
confinement fusion and astrophysics. Knowledge of aver-
age ionization is needed, for example, in understanding
the energy transport and deposition properties of fusion
plasmas or the equation of state in stellar interior. The
establishment of the precise equilibrium degree of ioniza-
tion is a complex many-body process, determined by the
competition between the bound states affected by the
many-body interaction and the “free-particle” or scatter-
ing states where the many-body interaction plays a cru-
cial role. In a plasma, the nature of the many-body in-
teraction is characterized by the set of coupling parame-
ters between species 4 and B, [,z =Z Zge?/kTd 4
(d 4, is the interparticle distance, Z e is the species
charge). The determination of the degree of ionization
becomes especially difficult when the plasma is strongly
coupled, i.e., when at least I';; > 1.

A variety of different methods has been adopted to
determine the degree of ionization for strongly coupled
plasmas; the Saha-equation method'™* and Thomas-
Fermi (TF) statistical atomic model’® provide para-
digms for the two distinct approaches into which the
various approximation schemes can be classified. In the
first, one considers a distribution of various ionization
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states z, z =0,1,2, ..., Z (where Z is the nuclear charge)
and determines the number of particles in each of them.
In the second, one focuses on an ‘“‘average atom” whose
ionization is given by a generally fractional number z,
0<z=Z

The main problem in the Saha-equation approach is
how to determine the bound-state energies in the pres-
ence of the many-body environment and how to assure
self-consistency. Work along these lines has been mainly
restricted to using a Debye potential within the ion in or-
der to represent the screening effect of the ambient plas-
ma. b9 19

The average-atom approach—in addition to the TF
calculations that we will discuss below—has been ex-
plored more thoroughly. The screened hydrogenic ion-
ization model®® describes shell populations through a
distribution function of occupation numbers which is
determined self-consistently. The density-functional
theory,?! in which the free energy of the system is written
as a functional of the ion and electron densities and then
formal equations are obtained for them variationally, has
been adapted to hydrogenic plasmas by Dharma-
wardana?? and Perrot.?* Following the pioneering work
of Stewart and Pyatt,24 and later works by Weisheit and
Rozsnyai®® and Rozsnyai,?® Skupsky?’ used the screened
potential given by the nonlinear Debye-Hiickel theory to
provide the shifted energy levels of hydrogenic ion im-
purities in a hydrogen plasma through the solution of the
Schrodinger equation. Many aspects of the previous
theories have been combined in the work of Davis and
Blaha?® and Cauble, Blaha, and Davis?® to calculate the
fundamental properties of a neon plasma, including the
degree of ionization. They solved the Schrodinger equa-
tion in a TF-like potential and use occupation numbers
based on a Fermi distribution to represent inner-shell
effects. In a recent work, Rinker’*™3!' solved the
Schrodinger equation in a combined TF-like and
Hartree-Fock potential for the calculation of transport
coefficients over the entire periodic table; the degree of
ionization was determined by a generalized Ziman formu-
la.
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The Thomas-Fermi statistical model’~® combines rela-
tive simplicity, clarity, and excellent qualitative descrip-
tive capacity, and it has proven to be a powerful method
to calculate the average properties of the atomic system,
such as the equation of state and the degree of ionization.
The method, originally formulated for isolated, neutral
atoms,® has been extended in a number of ways to de-
scribe plasmas®720:24726.32735 and dense plasma in par-
ticular.

Kobayashi® solved the zero-temperature Thomas-
Fermi equation for positive ions still in the framework of
the isolated ion model, and calculated the degree of ion-
ization for arbitrary atomic number as a function of the
ionic radius. For finite temperature, Feng and co-
workers’®?” compiled a detailed study of the degree of
ionization for a high-density pure hydrogen plasma in the
confined Thomas-Fermi®’ and Debye-Hiickel-Thomas-
Fermi’? (DHTF) approximations, as explained below.
The results of Feng’s work are shown in Fig. 1.

In the so-called confined-atom TF model,®’ each
“atom” —consisting of the ion and the free electrons—is
assumed to be enclosed in a sphere whose radius is the
ion sphere radius without any penetration of the neigh-
boring atoms. Also, due to the neutrality of the sphere
there is no interaction between neighboring atoms.
Within this model there are two ways to determine the
degree of ionization. The first calculates the bound-
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FIG. 1. Average degree of ionization z for a pure hydrogen
plasma of ion density n, = 10% cm ~* from Feng’s paper. (Figure
is taken from Ref. 36). Curve (a), TF model with integral
definition; curve (), DHTF model restricting bound electrons
to total energy < —0.1 kT; curve (c¢), DHTF model restricting
bound charge to distance less than ry; curve (d), DHTF model
with integral definition; curve (e), TF model z = 7rjn, (r); and
curve (f), DHTF model, Rozsnyai’s approach.
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electron number N, by integrating the electron distribu-
tion function over negative-energy states, then the free-
electron number z is given by z =Z — N, with the atomic
number Z. Curve a in Fig. 1 shows this result. The
second method neglects the polarization of free electrons
produced by their attraction toward the nucleus, and
gives the free-electron number by z =(47/3)rln(ry),
where n (ry) is the electron density at the atomic bound-
ary ry. The result from this calculation is shown by
curve e in Fig. 1.

One expects that for a high-density and low-
temperature plasma the confined-atom TF model is ap-
propriate. On the other hand, one knows that for a low-
density and high-temperature situation the plasma is
completely ionized and in such a plasma, if weakly cou-
pled, the Debye-Hiickel theory is adequate. In order to
describe the intermediate plasma conditions, the DHTF
model has been developed to serve as an interpolation be-
tween the Debye-Hiickel model and TF model. In the
DHTF theory, the potential surrounding a test nucleus is
generated by both electrons and neighboring ions and the
atomic radius is infinite. Here the charge densities are al-
lowed to diffuse into each other’s neighborhood and the
interaction between neighbors is thus taken into account.
Since the DHTF model involves a more complex picture
than the TF model, there is a great deal of ambiguity
about the definition of the bound electrons. Actually,
many different options have been adopted to calculate the
ionization. A straightforward way to determine the ion-
ization is to define the bound electrons as the electrons
with a negative total energy and calculate the number of
bound electrons N, by integration. Again the number of
free electrons z is given by z =Z —N,. Results for this
are shown in curve d in Fig. 1. An anomalous feature
found in this curve that z decreases as temperature in-
creases through low and intermediate temperature for a
given density suggests that this definition of bound elec-
trons is improper.

Some attempts have been made to remedy this defect.
If the bound electrons are restricted to be inside the ion
sphere radius r, in addition to having negative energy,
the calculation of ionization shows that the above anoma-
lous feature would be diminished, but would still exist
(see curve c in Fig. 1). In order to reach further improve-
ments, other criteria could be imposed to define the
bound electrons differently. For example, a condition
that the total energy of bound electrons has to be less
than —O0.1 kT has been suggested. The result of this cal-
culation is shown by curve b in Fig. 1. Here the
minimum of z practically disappears. Although a reason-
able result has been obtained in this way, the ad hoc as-
sumption itself lacks physical justification.

Curve f in Fig. 1 is based on a different approach pro-
posed by Rozsnyai and Alder.>>3* These authors defined
a radius of neutrality »’ in the DHTF model through

4 for’n (r)ridr=2Z ,

where n (r) is the electron density in the DHTF model.
Then the number of free electrons z is obtained by

z =4Tﬂ-r'3n (r').
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A rather satisfactory result is obtained through this mod-
el, but the model itself again seems to lack sufficient phys-
ical justification.

None of the above approaches provides a satisfactory
extension of the TF theory to plasmas, and even less so to
strongly coupled plasmas. The density dependence of the
degree of ionization due to the confinement of the atoms
by their neighbors is qualitatively well described by the
confined-atom TF model, but there is no provision in this
approach for screening, either by the free electrons or by
the other ions. The DHTF theory describes screening
but doesn’t account for the confinement effect. In addi-
tion, it is well known that for strongly coupled plasmas
the screening itself is quite different from the simple DH
exponential. Finally, the ambiguities related to the
definition of the bound electrons have already been noted.

The purpose of the present paper is to present a more
consistent and more satisfactory approach to the applica-
tion of the TF method to dense plasmas. The objectives
of the model,*® briefly, are (i) to provide a better
definition of the bound electrons, (ii) to properly describe
the strong correlation effects between ions and between
ions and electrons, (iii) to pave the way to the consistent
combination of plasma kinetic theory with the TF theory.
The main features of our model are as follows.

(1) The bound electrons and free electrons are con-
sidered separately. Two different types of distribution
functions are used to describe the source densities of the
bound and free electrons in the Poisson equation.

(2) A physically reasonable definition of the bound elec-
trons, which differs from any earlier definition, is intro-
duced.

(3) The system is also described as a two-component
strongly coupled plasma composed of free electrons and
TF ions.

(4) The electron and ion source densities in the Poisson
equation are described, respectively, through the ion-ion
and ion-electron correlation functions.

(5) In contrast to the original DHTF model,*? where
each ion carries a full nuclear charge Ze, we attribute a
more realistic charge to the ion, requiring that this
charge be in agreement with the resulting average degree
of ionization. Thus the degree of ionization has to be
determined self-consistently through iteration.

(6) The average degree of ionization is finally deter-
mined from the thermodynamic equilibrium condition,
i.e., the minimization of the total free energy of the com-
bined free-electron and ion system.

In this paper a new scheme of the TF equations for
strongly coupled plasmas is introduced and some some-
what preliminary calculations of the degree of ionization
for a hydrogen plasma based on the model are presented.
The calculations involving plasmas with Z > 1 and more
sophisticated calculations where the ion-ion and ion-
electron correlations are treated by the hypernetted-chain
(HNO) integral equation®®* %2 are planned for forthcom-
ing publications.

The remaining part of this paper is arranged as follows.
Section II introduces the scheme and the basic equations.
Section IIT deals with the detailed procedure of the nu-
merical calculation and presents the results of the degree
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of ionization for a hydrogen plasma resulting from a
“first-order” model. Section IV develops the model in
the second approximation. Again the numerical pro-
cedure and the results are presented. In Sec. V, we sum-
marize our work, discuss the features of our results, as
well as give a brief description of the future work. Some
tedious derivations of important results are relegated to
the Appendixes.

II. BASIC EQUATIONS

We write the basic Thomas-Fermi equation as
V2V (r)=4meny[V(r)], (1
VZV(r)=47re{nb[V(r)]+nf[r, V,(r)]
—zn;[r,V, (]} . (2)

Here we distinguish between two potentials: ¥, (r),
created only by the bound-electron density n,; and V(r),
created by all the sources, i.e., in addition to n, by the
free-electron density n, and by the ion density n;. The
different roles the two potentials play are explained
below. zis the average number of free electrons per atom
to be determined self-consistently.

In contrast to the customary TF models, we confine
the ion within a finite radius r, such that the bound-
electron density vanishes at r,. Accordingly, the bound-
electron density n,[ V' (r)] is given by a momentum cutoff
integral of the Fermi-Dirac distribution function as

n,[V(r]
_8m Pn p’
= dp s
h® Yo exp{[p?/2m —eV(r)—a]/kT}+1

(3)

where the cutoff momentum p,, is
Pm=1{2me[V(r)—V(ry)1}%. 4)

This definition ensures that the bound-electron density
vanishes at the ion boundary and that the maximum en-
ergy of the bound electrons is the same everywhere
within the ion.

The number density of free electrons ne[r,V,(r)] and
the number density of neighboring ions n,[r, V,(r)] are
determined through

nelr,Vi(nl=n [1+g, (r,V (], (5)

and
ni[",V1(")]:'—li[1+g,~.[(hVl(r))] . (6)

Here 71, and 7; are the average densities of the free
electrons and ions, respectively. Electrical neutrality at
infinity requires 7, =zf;. g,; and g, ; are the pair corre-
lation functions for an electron-ion pair and an ion-ion
pair, respectively.
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The correlation functions g, ; and g;; are to be deter-
mined self-consistently in conjunction with the interac-
tion potential V(7). Here we emphasize that in order to
avoid double counting of the correlation effect, g,; and
g;; are to be treated as functionals of V(r) rather than
V(r); the latter plays the role of internal potential for
bound electrons only. Ultimately, the calculation of g, ;
and g, ; has to be done through the equilibrium theory of
strongly coupled plasmas. The Singwi-Tosi-Land-
Sjolander (STLS) mean-field theory** ™% is commended
by its simplicity, but it is now firmly established that the
HNC (Refs. 39-41) and the modified HNC (MHNC)
(Refs. 46-48) integral equations can provide a reliable
description of strongly coupled plasmas. Thus, even
though the HNC is not introduced in this paper, it is the
combination of the present method with the HNC that is
expected to lead to an accurate formulation of the prob-
lem.

J

VZV(r)=4vrenb[V(r)]

2
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III. FIRST APPROXIMATION

In order to explore the implications of the new formu-
lation of the TF theory, we may adopt, in a first approxi-
mation, g, ;(r)=g; ;(r)=0; then Egs. (5) and (6) give

nf = ﬁf’ n; = ﬁi N
and the electrical neutrality condition becomes n,=zn;.
This means that the free electrons and neighboring ions
are both assumed to be uniformly distributed and provide
an electrically neutral background only.

The primary purpose of adopting this simplified
description is to examine our model with the emphasis on
such features as the separation of the bound and free elec-
trons, the innovative definition of the bound electrons,
and the minimization process of the free energy.

The potential ¥V (r) surrounding the test nucleus in this
approximation is given by

= 47Te f ol’m 2

exp{[p?/2m —eV(r

with the boundary conditions

ze ze Ze
—, when r—0,
’

V(r0)=;;, Vi(rg)= —73, Vir)=

(8)

where a is a parameter to be determined (not identical to
the chemical potential) and Z is the atomic number.
Note that a direct result of Eqgs. (7) and (8) is that the
bound-electron number within r,, defined by the integral

N, =4 fo ‘ rin,(r)dr ,

equals Z —z from the Gaussian theorem.

For the purpose of numerical calculation, it is con-
venient to introduce
[at+eV(r)]r . r

, with x =— . 9)

Vix)= kTr, ro

In terms of the new notations, Eq. (7) is reduced to

W(x)=axJ, "’;") |, (10)
where
X*XO yn
= —_— 11
J,(x,xq) fo dy exply —x)F1 (11)
and
(47e)*(2m )/ 2(kT)'*r]
a= 3 ) (12)
h
and the boundary conditions become
a+tze/r, a Ze?
=% \P(l)—ﬁ, \P(O)—Zfr_o' (13)

dp , (7

—al/kT}+1

—

It is evident that after prescribing the quantities k7, r,
a, and z, the differential equation (10) and the boundary
conditions at x =1 in Eq. (13) are all specified. Then, an
inward integration of Eq. (10) from x =1 to x =0 is feasi-
ble. The solution at x =0, i.e., W(0) will provide the
value of Z.

The following physical considerations serve as condi-
tions for the determination of these parameters. First,
the physical system of interest in this paper is a pure hy-
drogen plasma. Thus the input parameters kT, r,, a, and
z must be chosen in such a way that one obtains Z =1.
Consequently, out of the three adjustable parameters rg,
a, and z due to the condition of Z =1, only two are in-
dependent. Second, a physically reasonable and con-
sistent model requires that the independent adjustable pa-
rameters be determined by the conditions of thermo-
dynamic equilibrium. The equilibrium of the combined
bound-electron and free-electron system is characterized
by the fact that the total free energy F (consisting of the
free energy F, of bound electrons and the free energy F,
of free electrons) exhibits a minimum against the varia-
tion of the independent parameters. In other words,
these parameters are to be determined by a minimization
process of the total free energy.

In terms of the new notations, the free energy of bound
electrons is given by

2 aZkT
F1=(Z—z)a—§—mln{l+exp[\ll(l)])
1 [ wio 3/2
X [ dx x? | == Wix)
1 aZkT W(x)
3 W) f dx xJ x , (1)
X[W(x)—¥'(1)x —2W¥(0)] . (14)
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The derivation of the expression (14) is given in Appendix
B.

The free energy of free electrons is obtained from the
ideal gas formulas. When (2rmkT)*/?/(h®n;)>>1, the
Maxwell-Boltzmann statistics applies, which gives

2memkT)*"?

F,=—zkT In
2 h3nf

—zkT; (15)

otherwise, the results from Fermi-Dirac statistics have to
be used, which gives

2 135(u/kT)
=kT | B -2 32777
Fo=2kT 19773 I, ,(u/kT) |’ (16)
where
- [ "
I,(x)= —y 7
L (x) fo dyexp(y_x)+1 ) (17)

and pu is the chemical potential determined by the nor-
malization condition

4m(2mmkT)3 2
nfz————l1—3———-11/2 T | (18)
Finally, the total free energy per atom is given by
F=F +F,+F,, (19)

where F is the free energy contributed from the transla-
tional motion of the ion, which is independent of the pa-
rameters z, r( or a, and therefore irrelevant to the minim-
ization process.

The physical implication of the minimization of the to-
tal free energy becomes manifest if we choose z and rj as
the two independent parameters. In this case, the neces-
sary conditions of minimizing the total free energy can be
written as

aF aFl an
oz "o 93z 1o 93z | 0 20
and
JoF oF
OF | o Ll =o0. 21)
drg 1z 0Ory 1z dry Iz

Note that Eq. (20) actually gives the condition of equal
chemical potentials for the bound electrons and free elec-
trons. As to Eq. (21), in principle it gives the equality of
pressures. However, the first term dF, /dr,|, is propor-
tional to the pressure of bound electrons, which is zero
according to the argument at the end of Appendix A;
since F, is independent of ry [Eq. (15) or (16)], the second
term 9F,/0rql, is also zero. Consequently, dF /9rgl,
must be zero.

For practical numerical manipulations, the condition
of Z =1 is satisfied by prescribing kT, r,, and «, then ad-
justing z only. For any given set of kT, r, and « values, a
computer program can be readily designed to find the
correct z with the result of |Z —1|<107% Then this
leaves ry and a as the two independent parameters to be
determined by the minimization of the total free energy.
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The detailed numerical procedure of the calculation is
as follows. First, with a fixed 7y, a run for a variety of
different o’s is generated. With each a, the correspond-
ing z is determined (z being adjusted to give Z =1). In
each set of a and z values, the free energies F,, F,, and F
are evaluated. Note that here F, is also a function of z.
By comparing the F’s for different a’s, the minimum
value of F is selected. Thus the optimum a and the cor-
responding z are determined.

To illustrate this procedure, Figs. 2—4 show the curves
of F,/kT, F,/kT, and F/kT versus a/kT for a fixed r,
as the ion sphere radius in three different cases: (i) ion
density n,=10% cm ™3, kT=100 eV; (i) n,=10% cm 3,
kT =10 eV; and (iii) n,=10% cm ™3, kT =3 eV. Figures
5-7 show the curves of z that are determined by the con-
dition of Z =1 for a given a versus a/kT in the above
three cases. Note that these graphs provide us with in-
structive information. First, in the cases of kT =100 and
10 eV, we observe that F, is a monotonic decreasing
function of a and F, is a monotonic increasing function
of a. This accounts for the appearance of a minimum in
the graph of F/kT versus a/kT. Furthermore, from
Figs. 5-7, it is clear that the corresponding z value is al-
ways a monotonic decreasing function of a for a fixed r,.
Therefore in these two cases the chemical potentials of
both bound and free electrons are negative. At a certain
point where these two chemical potentials are equal, the
total free energy shows a minimum. Second, in the case
of kT =3 eV, we observe an opposite trend from the pre-
vious cases, i.e., F; is an increasing function of a and F,
is a decreasing function of a. This feature also accounts
for the appearance of a minimum in the graph of F/kT
versus a/kT. The chemical potentials of both bound and
free electrons, however, are positive in this case. Again
at certain point where they are equal, the free energy
shows a minimum.

It is well known that the chemical potential of an ideal
gas of free electrons is negative at high temperatures and
positive at low or zero temperatures. Now it is shown
that the chemical potential of bound electrons has the
same temperature dependence, which makes the minimi-
zation process possible.

After having found the a value for a given rj, in the
next step, r, is varied and the above procedure is repeat-
ed to determine the corresponding a and z values for
each specific 7. Then the free energy F is evaluated as a
function of r, with the condition 3F /3a|r,=0 now al-
ready being satisfied. Comparing these resulting F’s, and
selecting again the minimum, in principle, the optimum
ro can be determined. The total free energy, however, de-
creases monotonically with the increasing r,. This can be
attributed to the following fact. The free energy of free
electrons, not being an explicit function of r,, is insensi-
tive to the variation of ry. On the other hand, the free
energy of bound electrons monotonically decreases with
increasing r,. Therefore the monotonic behavior of the
free energy of bound electrons dominates the trend of the
total free energy. Choosing the ion sphere radius as r; is
appropriate within this framework. The results of the
calculated degree of ionization are given in Fig. 8 and
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FIG. 2. Free energies F, /kT, F,/kT, and F/kT vs a/kT for n;=10? cm * and kT =100 eV in first approximation.
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FIG. 3. Free energies F,/kT, F,/kT, and F/kT vs a/kT for n;=10> and kT =10 eV in first approximation.
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FIG. 4. Free energies F, /kT, F,/kT, and F /kT vs a/kT for n;=10% cm™> and kT =3 eV in first approximation.
Table 1. i, (x)=4mrdn,(r) with x = L (22)

The potential distribution eV (x) inside 7, in this first
approximation in two cases (i) n,=10?* cm ™3, kT =100
eV and (i) n,=10% cm™3, kT =1 eV is illustrated in
Figs. 9 and 10. For the purpose of further illustration, we
also show the radial distribution function 7, (x) defined as
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FIG. 5. zvs a/kT for n,=10% cm™> and kT=100 eV in first
approximation.
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where the bound-electron distribution function n,(r) is
given by Eq. (3). 7,(x) satisfies a simple normalization
relation
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FIG. 6. z vs a/kT for n;=10% cm™> and kT =10 eV in first
approximation.



3934

0.536

<+
<+

0538 3 4
0.532 4 o 4
0.530 4 ° 1
0.528 4 ° 4
0.526 + o +

o
0.524 4 o 1

0.522 + + +
-0.6 -0.5 -04 -03

+ + + + + +
-0.2 -0.1 0.0 0.1 0.2 0.3 0.4
/KT

FIG. 7. z vs a/kT for n;=10?* cm™? and kT =3 eV in first
approximation.

[ 1A, (xx%dx =N,=Z —z, withx=-". (23
0 ro
The function 7, (x) for the above two cases is plotted in
Figs. 11 and 12. In all these graphs we also indicate for
comparison the behavior of the confined TF atom, with z
being defined as the number of electrons in the positive-
energy states.

To complete the presentation of the simplified scheme,
we give a brief discussion concerning the zero-
temperature limit of this model. At zero temperature,
the bound-electron distribution function n,(r) in Eq. (3)
reduces to

nb(r)Z%{Zme[V(r)— Virg)1}37?,

ze?
foraz —V(rg)=——, (24)
ro
1
0.9
o.8f
z o1t
]
0.6/
)
05
o4 310 so ¥ 55 %000

kT (eV)

FIG. 8. Average degree of ionization z, for a pure hydrogen
plasma of ion density n;=10?* cm ™3 from the first approxima-
tion [curve (a)], and second approximation [curve ()].

RUOXIAN YING AND G. KALMAN

1&

or

8

n,(r)= e (2m[eV(r)+a]}®?,

2
for a<—V(rg)=—2-. (25

o
Therefore, as long as the condition a> —ze’/r, is
satisfied, the TF equation (7) becomes

VZV(r)=47re%{2me[V(r)—V(ro)]]3/2 , (26)

with the boundary conditions given in Eq. (8). Note that
in this case it recovers the TF equation and the boundary
conditions given by Kobayashi® for isolated ions at zero
temperature.

As it is shown here, if 7 is given, the parameter a can
only be greater than or equal to —ze?/r,. Suppose a is
less than —ze?/ry; then there exists a radius r(, defined by
a=—ze?/r{y such that the density of bound electrons
vanishes in the area of ry <r <r, and the actual bound-
ary of the ion would be at r( instead of r,. This outcome
is contradictory to the assumption that the ion radius is
given by ry. Therefore we conclude that in the zero-
temperature limit our finite-temperature model repro-
duces the Kobayashi model, as physically expected.

As shown in Kobayashi’s paper, the TF equation for
isolated ions at zero temperature allows only a one-
parameter set of states; that is, when r is specified, the
solution for z is uniquely determined. In fact, at certain
low temperatures (e.g., at 1 eV with n,=10% cm ™ or at
0.01 eV with n; =10?! cm ), our finite-temperature mod-
el already starts to show the zero-temperature behavior,
where when ry is fixed, the results of z and all the free en-
ergies remain constant, unaffected by the variation of a,
provided a> —ze?/r,. Consequently, we choose this
constant z value as the result of the degree of ionization
without actually carrying through a minimization pro-
cess.

Although our finite-temperature model can provide a
unique solution for the degree of ionization at the zero-
temperature limit, the principle of the minimization of
the total free energy fails at this limit, as shown below.
One necessary condition for the minimization of the total
free energy is that the chemical potentials of the bound
electrons and free electrons be equal. The expression for
the chemical potential of the bound electrons is given by
Eq. (C9) in Appendix C as

_ OF,
Mz -2
327k T a+tel,
=a— """ 1In |1+ —2
PE n |1+ exp T
d "o
% 3/2 2 —y. P2
(2me) 3Z —2) fo drri[V(r)—V,l

(27)

At the zero-temperature limit, since a = —zez/ro, from
Eq. (24) the total number of bound electrons is
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TABLE 1. Average degree of ionization for a hydrogen plasma.

Second First Saha

n; (cm™3) kT (eV) approximation approximation equation

10% 10° 0.9995 0.9994 0.9989
10? 0.978 0.9764 0.9647
10 0.718 0.6577 0.3874
7 0.670 0.6016 0.2458
5 0.633 0.5623 0.1384
3 0.604 0.5273 0.0422
2 0.595 0.5167 0.0097
1 0.600 0.5131

10% 10° 0.9995 1.0000 1.0000
10? 0.997 0.9969 0.9996
10 0.876 0.8681 0.9622
7 0.808 0.7886 0.8991
5 0.726 0.7003 0.7482
3 0.589 0.5582 0.3348
2 0478 0.4522 0.0929
1 0.317 0.3071 0.0019

10" 10° 1.000 1.0000 1.0000
10? 0.999 0.9994 1.0000
10 0.962 0.9613 0.9996
7 0.934 0.9323 0.9987
5 0.894 0.8912 0.9955
3 0.798 0.7948 0.9468
2 0.698 0.6931 0.6094
1 0.507 0.4994 0.0192

$00.00 1
V(x)
(ev)
250.00 A
©
0.00 T
0.00 0.50 1.00
x-r/r°

FIG. 9. Potential distribution V(x) inside r, for n;=10> cm™* and kT =100 eV. Curve (a), from first approximation
(a/kT = —4.15, z=0.976); curve (b), from second approximation (a/kT =—4.15, z=0.978); and curve (c), from TF model for
atoms (a/kT = —4.135, z =0.984).
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FIG. 10. Potential distribution ¥ (x) inside r, for n,=10* cm ™% and kT =1 eV. Curve (a), from first approximation (a/kT =5.0,
z=0.60); curve (b), from second approximation (a¢/kT =4.853, z =0.657); and curve (c), from TF model for atoms (a/kT =4.8,
z=0.513).

0.25 4

nb(x)x2

0.00 0.50 1.00
r
x= /ro

FIG. 11. Distribution function of bound electrons 7, (x) inside r, for n,=10? cm™> and kT =100 eV. Curve (a), from first ap-
proximation (a/kT = —4.15, z =0.976); curve (b), from second approximation (a/kT = —4.15, z=0.978); and curve (c), from TF
model for atoms (a/kT = —4.135, z =0.984).
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FIG. 12. Distribution function of bound electrons 7, (x) inside 7, for n;=10% cm % and kT =1 eV. Curve (a), from first approxi-
mation (a/kT =5.0, z=0.60); curve (b), from second approximation (a/kT =4.853, z =0.657); and curve (c), from TF model for

atoms (a/kT =4.8,z =0.513).

_ 327
3n3

After substituting Eq. (28) for the integral part in Eq.
(27), Eq. (27) is reduced to

ateV,
kT

Z—z forodr r2(2me[V(nN—Vo1}1¥2.  (28)

NZ—z) _ _ ze*

NZ —z) ro
(29)

uy=a—kTIn |1+ exp

which gives a negative value for the chemical potential of
bound electrons at zero temperature. Note that at zero
temperature —ze?/r, is actually the level of the Fermi
energy for bound electrons; this result is in agreement
with the well-known fact that for a Fermi gas at zero
temperature, its chemical potential is equal to its Fermi
energy. The chemical potential of free electrons u,, on
the other hand, is positive at zero temperature; therefore
it cannot be the same as the chemical potential of the
bound electrons.

It may seem strange that as temperature is lowered
from high temperature, the chemical potential of bound
electrons u, first changes from negative to positive, then
at zero-temperature it becomes negative again. Note that
actually at finite temperature the chemical potential of
bound electrons p, can be either positive or negative, de-
pending on the value of a. Figures 13-17 show the
dependence of u;/kT on a/kT in five different cases: (i)
n, =108 cm ™3, kT =7 eV; (i) n, =108 cm 3, kT =3 eV;

(iii) n,=10* cm™3, kT =2 eV; (iv) n;=10® cm™?,
kT =1.2 eV;and (v) n;=10* cm 3%, kT =1 eV, where py,
is obtained roughly by a difference of the free energy of
the bound electrons at different z values. The minimiza-
tion of the total free energy is accomplished by adjusting
the parameter a whenever possible. Apparently, there is
a critical temperature T, near T =0 below which u, be-
comes negative and independent of a, where the minimi-

0.8 — -
(-]
o
o
0.4+ ° +
-]
o
-]
— 3
< o0 -
3 0 °
o
o
-0.44 o®
o
o
o
-0.8 + + t —t +
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.0
o/kT

FIG. 13. Chemical potential of the bound electrons u,/kT
vs a/kT for n,=10** cm™> and kT =7 eV in first approxima-
tion.
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FIG. 14. Chemical potential of the bound electrons u,/kT vs
a/kT for n;=10% cm™> and kT =3 eV in first approximation.

zation fails. The estimated values of the critical tempera-
ture is 1 eV for n,=10?* cm > and 0.1 eV for n, =10?'
cm 3. We have not been able to determine the exact
values of T, due to the limitation of the numerical ac-
curacy. Thus, while for T >T_;, there is a shared
1=, chemical potential for the equilibrium system,
which changes from negative to positive when tempera-
ture is lowered, for T < T, u, represents the chemical
potential of the isolated ion, which is negative.

Some further comments on the relationship between
the parameter a and the chemical potential y, are in or-
der. Figures 13—17 show that p; > a holds. The origin of
the difference between u; and a can been seen by analyz-
ing the fictitious bound-electron number

3272
TS
figuring in Eq. (C8), which is formally identical to the ex-
pression for the bound-electron number at zero tempera-
ture. While evidently for the actual bound-electron num-
ber N,=Z —z, ON,/dz <0, one can show that
0N, /9z >0. As z increases and N, decreases, the poten-
tial distribution inside the ion opens up (cf. Figs. 9 and

2me3/? foro dr r’[V(r—V(ry)??,

0.5

0.34 o

0.1 ¢ o

-0.1 ¢

/KT
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FIG. 15. Chemical potential of the bound electrons u,/kT vs
a/kT for n;=10% cm™*and kT =2 eV in first approximation.

FIG. 16. Chemical potential of the bound electrons yu, /kT vs
a/kT for n;=10 cm™> and kT = 1.2 eV in first approximation.

10), deviating from the highly screened atomic potential
and approaching the pure Coulomb Ze /r potential. This
effect is more important than the concomitant increase of
V(ry). The result is an increase of V(r)—V(r,) and N,.
The difference between N, and N, is due, of course, to
the fact that the Fermi distribution at finite temperature
is quite different from the zero-temperature step-function
distribution.

IV. SECOND APPROXIMATION

In the first approximation, we adopted g, ;=g;;=0.
While the uniformly distributed free-electron model (i.e.,
8...=0) is a reasonable assumption for a high-density
plasma, the ion-ion correlation may be quite strong, re-
quiring a more adequate modeling of g, ;. Therefore in
our second approximation, a nonlinear Debye-type ex-
ponential expression for the ion-ion correlation function
is chosen

o —zeV(r)
8i.i = €xXp T —1 (30)
2.2 +
[2)
oo
1.4+ °
<)
o

0.6 + +
' 0 °
~N o
1 _o0.2f o © L

)
0 ©
-1.0+ ) 4
o
o
o ©
-1.8 + + + +
-2.6 -2.2 -1.8 -1.4 -1.0 -0.6
a/kT

FIG. 17. Chemical potential of the bound electron u,/kT vs
a/kT for n;=10%" cm* and kT =1 eV in first approximation.
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In contrast to Eq. (6), where the ion-ion correlation
function g, ; is a functional of V,(r), the expression for
g;.; here is a functional of ¥ (r). This is not in contradic-
tion to what has been said there, since using ¥V (r) instead
of V,(r) is precisely the essence of the Debye approxima-
tion.

J
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This ion-ion correlation function, though simple, can
well describe the main features of correlation. It enables
one to examine the ion-ion correlation effect without run-
ning into the complexity of the mean-field theory or the
HNC integral equation.

Now the Thomas-Fermi equation becomes

87 Pm p? zeV (r)
ViV(r)=4me | — dp +4mezn; | —4mezn, exp | ———— | , (31
h3 fO exp{[p2/2m —eV(r)—a]/kT}+1 P i €XP kT )

[

with the boundary conditions Incorporating the boundary conditions

V(0)=0, V(2)=0, ¥(n=2%, whenr—0. (2 ¥i(2)=0, W¥i(«)=0, (39)
) o Eq. (36) has the solution
The potential and charge distributions around the test

nucleus are to be determined by Eq. (31). Note that Eq. W (x)=ce ™, Wi(x)=—cke =—«V¥,(x), (40)

(31) is modeled on an extended structure of the central
ion, whereas in the same equation the surrounding ions
are treated as point charges without inner structure.

The integration of Eq. (31) has to be performed in two
different regions: ry<r <o and 0=r =r,, separately.
In the first region 7y <r < o, the bound-electron density
vanishes. Using the boundary conditions at infinity, an
inward integration from o to 7, is carried out.

The solution of Eq. (31) at r, provides the boundary
conditions V(ry) and V’'(ry) for the integration in the
second region 0 <r <r, as well as the necessary informa-
tion about ¥ (r,) in the expression for the bound-electron
density. In the first region the differential equation has
the form

V2V (r)=4mezn; —4mezn,; exp _zVirn) , (33)
kT
which is simply the nonlinear Debye equation.
Defining the function
Vix) _ eV(r)
T 34
x kT (34)
where
x=—, (35)
To
Eq. (33) becomes
v = 4mze’rin;x ) zW¥,(x) 36
e kT °xp x (36)

For sufficiently large #, the nonlinear Debye equation (33)
reduces to the linear Debye equation

4rmz2e’n;

2 =
VeVir) T

Vir), (37)

or in terms of the new notations

" o, y_ 47Tzze2r(2)n,
Vi (x)=«k"¥(x), where « =—%r (38)

where ¢ is a normalization constant.

With prescribed ¢ and z, at some large x, Eq. (40) actu-
ally provides the boundary conditions that Eq. (36)
should meet. Therefore, with prescribed ¢ and z, Eq. (36)
can be integrated from a large x to 1 and its solution
W,(1) and W}(1) is used in the following.

In the domain O <r <r(, the new notations defined in
Eq. (9) are used again and Eq. (31) becomes

Y(x)
X

V' (x)=axJ,, , (1)

4mrze’rin;x

kT
¥, (x) a
X kT

—z , (41)

X [1— exp

and the boundary conditions at x =1 are related to the
previously calculated W,(1) and Wi(1) by

a a
Y(1)= — "(1)=W] — .
(1)=w,(1)+ T v(1)=wi(1)+ T (42)
Another boundary condition W(x) must meet is
Ze?
== 4
rokT “3)

Again the a here is a constant to be determined and not
identical to the chemical potential.

Evidently, there are three parameters here, c, z, and a,
that have to be determined. The conditions for determin-
ing them are (i) the solution of Eq. (41) at x =0, i.e., ¥(0)
should meet the boundary condition given by Eq. (43), (ii)
the prescribed z in the differential equation (31) should be
the same as the z obtained from the resulting bound-
electron number N, by the relation z =Z — N,; (iii) the
total free energy of the combined bound-electron, free-
electron and ion system should exhibit a minimum
against the variation of the adjustable parameters.

In order to satisfy these conditions we proceed as fol-
lows. First, for any given z and «, parameter c is to be
chosen in such a way that the solution of Eq. (41) at x =0
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gives Z =1. A computer program is designed to adjust ¢
and to meet the requirement of |Z —1| <107 > automati-
cally. Next an evaluation of the bound-electron number
N, is carried out. N, is given by the integral

N, =47 fo"’ rin,(rdr . (44)

This leads to a new value of z, which, in general, is
different from the one prescribed. Therefore an iteration
is needed to obtain a self-consistent z. The output z is put
back into the differential equation and the entire pro-
cedure is repeated. The iteration continues until z con-
verges to within the desired accuracy. (The difference be-
tween a pair of successive z values is required to be less
than 107°.) Note that in each step of the iteration, a new
¢ must be selected.

Finally, the parameter a has to be determined through
the minimization of the free energy. The total free ener-
gies evaluated for different a values are compared and the
minima are to be selected. Note that for each a in the se-
quence, the corresponding ¢ and self-consistent z must be
determined by the procedure described above.

The determination of the total free energy of the com-
bined ion and free-electron system in the framework of
this second approximation is given in Appendix D.

To illustrate the procedure of the minimization of the
total free energy, Figs. 18—20 show the curves of F, /kT
versus a/kT in three different cases: (i) ion density
n,=10® cm™3, kT =1000 eV; (i) n;=10® cm™?,

-8.5556

F/kT
-8.556

-8.5564
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kT =100 eV; and (iii) n,=10 cm ™3, kT =1 eV. The
minima of the total free energy are marked on the graphs.

The results of the calculated degree of ionization from
this model and the first approximation are given in Fig. 8
and Table I. The results from the Saha-equation ap-
proach! are also given in Table I. Comparison of our re-
sults with the results from the Saha equation shows that,
for a given density at sufficiently high temperatures (de-
pending on the ion density), the degree of ionization cal-
culated from the Saha equation is higher than ours;
whereas, at low temperatures, the one from the Saha
equation is lower than ours.

The potential distribution eV (x) inside r, from this
calculation in two cases (i) n,=10% cm ™3, kT =100 eV
and (ii) n,=10% cm ™3, kT =1 eV is also illustrated in
Figs. 9 and 10 (curve b) together with the one from the
first approximation (curve a). For further comparison,
the potential distribution eV (x) inside r, from the origi-
nal finite-temperature TF model for neutral atoms®’ is il-
lustrated in Figs. 9 and 10 as well (curve c).

These three graphs show that the potential has the
highest value according to the first approximation and
the lowest value according to the original TF model.
This feature can be explained by considering the degree
of ion penetration, which tends to increase the value of
eV (x). In the first approximation, ions are assumed to be
uniformly distributed, which represents the highest de-
gree of ion penetration. In the second approximation, the

-8.6

-7.55 -6.5

a /kT

FIG. 18. Free energy F/kT vs a/kT for n;=10%* cm ™% and kT = 1000 eV in second approximation.
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FIG. 19. Free energy F/kT vs a/kT for n;=10%* cm ™ * and kT =100 eV in second approximation.
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FIG. 20. Free energy F/kT vs a/kT for n;=10%* cm 3 and kT =10 eV in second approximation.
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FIG. 21. Ion distribution function [g,;(x)+ 1] in second approximation for n; =10 ¢cm ™3 and kT =100 eV.
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FIG. 22. Ion distribution function [g;;(x)+ 1] inside 7, in second approximation for n; =10%* cm ™3 and kT =100 eV.
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FIG. 23. Ion distribution function [g, ;(x)+ 1] inside r, in second approximation for n; =10** cm ™3 and kT =1 eV.
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FIG. 24. Ion distribution function [g, ;(x)+ 1] outside r, in second approximation for n,=10% cm ™3 and kT =1eV.
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ion-ion correlation function is expressed by a nonlinear
Debye distribution function. Here the ion penetration
exists, but the correlation effect between ions keeps them
apart, i.e., the ion penetration is weaker than in a uni-
form distribution. In the confined TF model, atoms are
enclosed in spheres with radius r, without penetrating
each other at all.

In Figs. 9 and 10, we may also note the different values
of eV (r) at r =ry (x =1). In the first approximation the
value of eV (ry) is equal to ze?/r,. In the confined TF
model, the value of eV (r) is zero, in agreement with the
neutral atom picture of this model. Finally, in the second
approximation, due to the reduced ion penetration
eV(ry)<ze’/r,.

The bound-electron distribution functions #,(x)
defined by Eq. (22) as resulting from the present calcula-
tion, both in the first and second approximations, and
from the original TF model, where bound electrons are
defined as having negative total energy, are illustrated in
Figs. 11 and 12. The ion distribution functions
[g;.;(x)—1] inside and outside r, are illustrated in Figs.
21-24.

V. CONCLUSIONS

In this paper we have presented a different version of
the TF theory for ions embedded in a plasma. This mod-
el is expected to be a more adequate description of a
strongly coupled plasma, consisting of strongly coupled
ions and strongly coupled electrons, than earlier at-
tempts, for several reasons.

First, we have provided a unique and unambiguous
definition of the bound electrons, which is probably the
best description, within the TF model, of the vanishing
bound-electron wave function on the boundary of the ion
in the exact quantum-mechanical description. In previ-
ous works,>®3’ the difficulty and the unphysical results in
the calculation of the degree of ionization mainly came
from the improper definition of bound electrons. The
theory of continuum lowering and pressure ionization
suggests that the electrons at the ion boundary should be
all considered to be in the continuum. Moreover, the re-
sults of the calculated degree of ionization, both in the
first and second approximations of the model, have elim-
inated the unphysical dip that appeared in the degree of
ionization versus kT curves in the previous works.’%%’
This favorable feature also indicates that a reasonable
definition of bound electrons has been adopted.

Second, we have used a thermodynamically correct,
self-consistent minimization procedure to determine the
degree of ionization of the plasma, rather than calculat-
ing it solely from the properties of the isolated ion. It is,
of course, precisely the minimization of the free energy
that leads to the conventional Saha-equation approach,
but this is the first time that such a scheme ever succeeds
in the framework of the TF model. This feature renders
the present model a more reliable and thermodynamically
consistent approach to the ionization equilibrium prob-
lem than those used previously.

Third, we have used the correlation function between
the test ion and the surrounding plasma particles to de-
scribe their penetration into the test ion; this is certainly
more satisfactory than the ad hoc linearized Debye or
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excluded-volume approach. At the same time, we have
consistently included the ion-ion correlation in the deter-
mination of the free energy of the system, which ensures
that the effect of the correlation, including depression of
the continuum on the ionization, is automatically ac-
counted for. Again, this is the first time that the effect of
correlations both on the bound states and on the thermo-
dynamics of the system is simultaneously taken into ac-
count in the framework of the TF approximation.
Furthermore, comparing the results from the first and
second approximations of the model reveals the effect of
the ion-ion correlations. We note that the value of the
degree of ionization in the second approximation is
greater than in the first approximation. This is because
the effect of the ion-ion correlation is to reduce the ion
density in the vicinity of the ion of interest, which in turn
makes the binding potential weaker for the bound elec-
trons. Therefore, in the second approximation, fewer
electrons can be bound, resulting in a higher degree of
ionization.

Fourth, inherent in our model is the recognition of the
fact that while each ion develops an electrostatic poten-
tial on its surface, the average of the rapidly fluctuating
potential in the plasma is zero because of the quasineu-
trality of the system. This is the basic assumption of the
conventional plasma kinetic theory and it allows the use
of systematic calculation of particle distribution and
correlation functions.

The calculated degree of ionization for hydrogen
moves away from the simplistic Saha-equation result in a
physically reasonable way without the inherently disad-
vantageous features or arbitrariness of the earlier TF ap-
proach. However, both the scarcity of existing experi-
mental data and the fact that hydrogen is not the prime
candidate for the application of the TF approximation
make it unrealistic to seek quantitative experimental cor-
roboration of our data. In future works the application
of the model to the high-Z plasma is planned to be car-
ried out in conjunction with using the far more adequate
HNC integral equation to determine the strong ion-ion
correlations, and eventually, the electron-ion correlation
as well. With the accumulation of experimental data*
and with the quantitative improvement of the model, a
comparison between the theory and observation should
become possible. At this point one can decide whether
further improvement of the model by inclusion of the
more conventional exchange, correlational gradient,
etc.,?? corrections is warranted.
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APPENDIX A: VERIFICATION
OF THE VIRIAL THEOREM

The virial theorem, an important statement on the re-
lationship between the kinetic energy and potential ener-
gy of the ion, can be derived in the framework of the
scheme presented here.

The kinetic energy of the ion is
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2 r P 20,2
Ekin= 327; ’ rzdr f 2 ( /2m) dP > (A1)
h 0 o expflp /2m—eV —al/kT}+
or, in terms of the new notations,
_aZkT 1 W(x)
k= 900y [ daxx,, (D) |, (A2)
which can be reduced through integration by parts to
__aZkT d W(x)
Ekin-—— 39(0) f x X 3d J3/2 —,¥(1) (A3)
Noting that
EJMZ(X,XO):-;—J]/Z(X,XO) 5 (A4)
and substituting Eq. (A4) into Eq. (A3) yield
_ aZkT 3| Pix)  Wix) Y(x)
kin_—2\l](0) f dxx T_ xz J1/2 “_,\]/(1)
_ aZkT 1 v 1 , ’
=~ S0y | [l ax weowrco— [lax xwiowon |
ZkT 1
= YOW (1) —WOW(0)—L [dx[v 2—L\y'12]. A5
59(0] [ (DW(1)=$(OW'(0)~ 1 [ dx [¥(x)P = 3[¥'(D)] (AS)
[
The potential energy of the ion includes two parts, or, in terms of the new notation
Epot :Ee-e +Ee-n ’ (A6)
_aZkT p1 W(x)
where E,_, is the potential energy resulting from the mu- Pt~ (0) fo dx xJ, ’
tual interaction between the electrons, and E,_, is the one
resulting from the interaction between the electrons and X[W(x)—W¥(1)x +W¥(0)]
nucleus.
The two terms in Eq. (A6) are given by = % [—\l’( DWY'(1)+W(0)W'(0)—[¥'(D]?
To
=1 2
Eo.=—44me [ "ridrn(nv.(n (A7) SN dx[\lf’(x)]z] . (A13)
and
= —47e f r2dr n( V,(r), (A8) From Eqgs. (AS) and (A13), then, it follows that
where 2E i +Ep =0 . (A14)
V. (r)=—4me f Or’zdr’n—(r—,L , (A9)
0 lr—r'| The pressure, expressed as the rate of transfer of
_ Ze momentum between the electrons and the ion boundary,
Vn(r)—T ’ (A10) is given by
and
8m? Pm pXp?/3m)
2 P=—" dp . (A15)
n(n="15T P ~dp . w Jo eeliam —a AT TP
h3 Yo exp{[p?/2m—eV(r)—al/kT}+
(A11) From the definition of p,, in Eq. (4), we notice that at
. the ion boundary p,, in Eq. (A15) vanishes, resulting in
\:e alS(l) have the relation V( r)—d o(r)+V,(r). Using zero pressure at the boundary. Therefore the derivation
these relations, E\,, can be expressed as of Eq. (Al4) is actually a verification of the virial
theorem.
—1dme f ridrn( V( ,  (A12) Note that the validity of the virial theorem is well
known in the customary TF model. Now, in spite of the
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fact that in our model the bound electrons are defined by
a momentum cutoff integral, the virial theorem is still
proven to hold true.

APPENDIX B: DERIVATION OF THE FREE ENERGY
OF THE BOUND ELECTRONS

In the noninteracting Fermi system, if n; is the mean
occupation number of electrons in the ith quantum state,
the entropy of the system can be derived from first princi-
ples as

S=—k Y [nnn,+(1—n)In(1—n;)], (B1)

where the summation of i/ should be over all the quantum
states available. The distribution »; is the Fermi-Dirac
distribution function

B 1
" expl(e,—a) /kT]+1 °

(B2)

where €; is the energy of an electron in ith quantum state

and « is a constant whose value is determined by the nor-

malization condition

1
? expl(e; —a)/kT]+1

=N, (B3)

where N is the total number of particles in the system.
From Egs. (B1) and (B2) the entropy of the bound-
electron system within the ion may be written as
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TS = Z[n,-(e,»—a)~kT1n(1—n,»)]
= Z[n,»(skin',-+se_n.,~+se_e,,»—a)
—kTIn(1—n))], (B4)

where g, ;, €,..; are the kinetic energy of the electron in
the ith state, the potential energy between the electron in
the ith state and the nucleus, and the potential energy be-
tween the electron in the ith state and the other electrons
within the ion, respectively.

The total energy of the bound electrons is given by

E= z [ni(skin,i +8e-n +';'6e-i )] . (B5)
i

The total electron-electron potential energy per atom is
given by
E,.=33nE. ;. (B6)
i

In terms of Egs. (BS) and (B6), Eq. (B4) may be rewritten
as

TS=E+E,,—(Z—z)a—kT 3 In(1—n,), (B7)
where Z —z is the total number of bound electrons within
the ion. Therefore the free energy of the bound electrons
is

F\=E—-TS=(Z

—z)a—E, ,+kT > In(1—n;) . (B8)

The last term in Eq. (B8) can be calculated as follows:

327r2kT a+teV(r)—p?/2m
kT 3 In(1—n, drr? dpp*In |1+
; n(l—n;)= f rr f /p p*In exp T
_ _aZkT 1 2 [ Wx)/x —W(1) 12 W(x)
w(0) fo dx x f dyy ’“In |1+ exp S y
__g aZkT i W(x) Wix)/x —W(1)
f dx l In |1+ exp - 7 o
2 aZkT fl 2f\l’(x)/xv\l/(l) 3,2 exp[W(x)/x —y]
3 v(0) exp[W¥(x)/x —y]+1
2 aZkT ) 2
—=_ £ ALr1
= =3 %0, n(1+ exp[¥(D) f dx —w(1)
2 aZkT W(x)
3 W0 f dx x%J,, |——,¥(1)
2 aZKT W(x) "
a 1 2 X 2
=—2 =X w1 —2F,.
3 WO0) ln(1+exp[\lf(1)])f0 dx x . (1) 2Ein
2 aZkT W(x ) 2
aZkT
== 3o M1+ exp[¥(1 ])f dx —W() | —1Epq - (B9)
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In the last step, the virial theorem expressed by Eq.
(A 14) has been applied. Substituting Eq. (B9) for the last
term in Eq. (B8) and employing the expressions for E
in Eq. (A12) and E,_, in Eq. (A7) lead to the expression
given for F, in Eq. (14).

APPENDIX C: EXPRESSION OF THE CHEMICAL
POTENTIAL OF BOUND ELECTRONS

An explicit expression for the chemical potential of the
bound electrons can be derived from the free energy of
the bound electrons through the relation

aF,
NZ —2z) I"o’
The derivation starts from Eq. (B8), which gives

= (Cn
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F\=E—TS=(Z—z)a—E,,+kT 3 In(1—n;) . (C2)

By combining Egs. (A7) and (A9), the second term in Eq.
(C2) can be written as

2 2 "o ’  n (r)n (r,)
E,,=(4me) f ridr [ 7 rdr T (C3)
which leads to
JoE,, ro _n(r) on(r')

= 2 2 12 ’
32 (4e) fo r<dr f dr | 8z
(C4)

The third term in Eq. (C2) can be written as

ateV(r)—p*/2m

kT;ln(l—n,-)— 32” kT f drrzf dp p?In |1+ exp T ] ) (C5)
Noting that p,, — {2me [V (r)—V,]}!/? is also a function of z, the derivative of Eq. (C5) with respect to z turns out to be
d _ "o 5 deV(r) , da
kT~ ;m(l—ni)——w fo drrin(r) | =242
32772kT a+eV0 1 3/2 a 2 3/2
———5—In|l+exp T 3(2me f drr[V(r)—V,P"?, (C6)
where Eq. (A11) has been used.
From the relation V(r)=V,(r)+ V,(r), Egs. (A9) and (A10), we have
")
Vin=%%—4 r (r
(r) e f dr'———— |r-—r M (c7n
Substituting Eq. (C7) into Eq. (C6) leads to
9 — 2 2 _n(r’) dn(r’) ., 0a
kT zlnu n;)=(4me) f drr f drr T T T2y,
2 a+tevV,
— 20 1 exp [T | | @mer 2 [P ar v (= v, P (C8)
[
From Egs. (C2), (C3), and (C8), one finally finds where E is the translational kinetic energy of the test ion
_ OF,; (including the nucleus and the electrons), E; is the inter-
H AZ —2) nal energy of the test ion, and E;; is the ion-ion correla-
) +eV tion energy from the interaction of this test ion with the
=g+ 32akT In |1+ exp ——— 9% 1 |(2me)?2 neighboring ions, which are regarded as point charges.
3n? kT The term E; in Eq. (D1) is given by
a o
X [ TdrPvin=vPn. (C9)

Obviously the chemical potential i, is not identical to the
constant a.

APPENDIX D: DETERMINATION OF THE FREE
ENERGY IN THE SECOND APPROXIMATION

The energy of the test ion is

E=E,+E,+E,, , (D1)

E;=Enp +E,,+Ey, , (D2)

where E,;, , is the kinetic energy of the bound electrons
related to the internal motion, E,, is the bound-
electron—nucleus interaction energy within the ion, and
E,, is the bound-electron-bound-electron interaction
energy within the ion.

The terms in Eq. (D2) are given as follows:
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2 r P 2( 2
E\inp= 32737- f * r2dr f 2 pZlp_/2m) dp , (D3)
’ h 0 o exp{[p°/2m—eV(r)—al/kT}+1
Ebn=——4ﬂ-Ze2f0°rdr n,(r), (D4)
~
and
g (rn=n, | exp |- X" —1] . (D11)
—Llame f ridrny(r)\V,(r) , (D5) kT
with Note that here the neighboring ions are treated as point
charges.
oy, mp(r’) Now, considering the entire system of /N ions, the total
Vy(r)=—4me fo r'“d r—r| "’ (D6) contribution to the energy from the ion-ion correlation
effect is
and E..=iN(Ef,+EX), (D12)
e () 87 [Pm p? dp where the 1 factor is needed to avoid double counting
b h* Yo exp{[p?/2m —eV(r)—al/kT}+1 =~ and E;; in Eq. (D1), which is ion-ion correlation energy
(D7) per ion, is given by
E
. . : E=—g—=1E}+1EY; . (D13)
The derivation of the term E,; in Eq. (D1) is as follows. N
Singling out a test ion, the interaction energy between Introducing E,,=1Ef, and E,,=lEX as the

the bound electrons in this test ion and the neighboring
ions (with a neutral background, i.e., including the free
electrons) is given by

= —47e f

and the interaction energy between the nucleus of this
test ion and the neighboring ions (with a neutral back-
ground) is given by

ridr ny(r)V,(r), (D8)

Er,=2Zv,(0), (D9)
with
© 5 g;(r")
Vi(r)=—4nze f r'“dr'e - (D10)
0 lr—r'|
and
}
TS,= n; (e, —a)—

kT ¥ In(1—n;)

=E,+E, ,+2E, ;+(Z —z2)a—kT 3 In(1—n;) .

The free energy of the test ion is

F=F,+F,+F,,;,

bound-electron-neighboring-ion and nucleus—neighbor-
ing-ion interaction energies averagely shared by each ion,
we have

E. ,=E,,tE,; . (D14)

Turning now to the entropy of the test ion, we can split
the entropy similarly to the energy in Eq. (D1),

S =S,+S,+5, (D15)

i-i

where S, is the entropy related to the translational
motion of the ion, S; is the entropy related to the internal
motion within the ion, and S, ; is the entropy contributed
by the ion-ion correlation effect

The term S; in Eq. (D15) can be derived in the same
manner as in Appendix B and is given by

=Eyinp T Epp+2E,  +2E, ; +(Z —z)a—kT 3 In(1—n,)

(D16)

(D17)

where F is the free energy related to the translational motion of the ion, F; is the free energy related to the internal

motion within the ion given by

F,=F,—TS,, (D18)
and F;; is the free energy contributed by the ion-ion correlation effect.
The free energy of the combined ion and free-electron system is
Fto(=F+Ffree:FO+F1+Fi-i+Ffree
=Fy—E, ,—2E,;+(Z —z)a—kT 3 In(1—n;)+F;; +Fg..
i
=Fy—(Ey,+E, )+ (Z —2)a—kT 3 In(1—n;)+F,;—E, ; +F.. , (D19)
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where the Fy. is the free energy of the free electrons. The term F, only depends on the temperature and ion density,

and therefore is irrelevant to the minimization of F,.

From Egs. (D5) and (D8) the term E, ; +E,_, in Eq. (D19) can be calculated by the following formula:

E,,+E,,=—l4re f0° ridr ny(A[V,(r)+V,(r)

and the term kT3 ; In(1—n;) is calculated as

o zdrf

3277

pidp In

KT 3 In(1—n;)=

Fy.. is given by Eq. (15) or (16).

Although the term E,;+E,, can be calculated
through Eq. (D20), the term E,_; alone must be calculat-
ed through Eq. (D8), which involves a double integration.
An exact calculation of the term F;; should be done
through an integration of E, ;, which from Eq. (D14) con-
sists of the term E,; as well. An excessively large
amount of computer time, however, is required to carry
out the double integration involved in the calculation of
E, ;. To make this calculation tractable, the terms F;;
and E,; have been approximated by the results from the
nonlinear Debye-Hiickel theory.’® Actually, this approxi-
mation simply means that concerning the calculation of
the ion-ion correlation energy and free energy, the central
ion is treated as a point charge without inner structure.

Thus E,_; can be expressed as

(z—1)E,;;

Ey=——, (D22)

=—2e f

r2dr ny(r) |V (r)— % : (D20)
2 — —
p-/2m k;V(r) a4 (D21)

[

where E; ; is the average correlation energy between ions
of charge ze for each ion. In the nonlinear Debye-Hiickel
theory,® E, ; /kT is given as a function of the plasma pa-
rameter [ =z%e2/(rykT) only.

The term F,; /kT, which is also a function of I" only, is
derived from the formula

(r) E, SA(T)
; [T . (D23)
Practically, the integration in Eq. (D23) starts from some
small ' ('=0.001) by adopting the linear DH results
given by an analytic formula

F.(T) Doa
kT V3 (D24)

as the initial value.
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