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Extensive Monte Carlo simulations are reported of a model for tethered membranes that includes
bending rigidity and self-avoidance. These simulations are performed over a range of temperature
and for embedding dimensions d = 3, 4, and 5. The membranes have a stretched configuration that
is hexagonal with linear dimension L in the range 5 —25. The equilibrium shape of the membranes is

analyzed by calculating the eigenvalues of the inertia tensor as well as structure factors S(k) with k
in the direction of the eigenvectors of this tensor. The eigenvalues and structure factor show a scal-
ing behavior which indicates that in the thermodynamic limit the membranes are flat rather than
crumpled for all temperatures and particle diameters, except possibly in the very weak self-
avoidance limit, similar to the "phantom" membrane (one in which particles that are not nearest
neighbors on the network do not interact, i.e., they can pass through each other).

I. INTRODUCTION

Random surfaces have received considerable attention
over the past several years because of their importance in
such systems as microemulsions, biological membranes,
and vesicles. There has been a substantial amount of
work both of a formal and numerical nature on simplified
models of membranes. Of interest in this paper is a par-
ticular model of two-dimensional surfaces referred to as
the tethered-membrane model, introduced by Kantor,
Kardar, and Nelson. ' Among other characteristics,
this model has a phase transition, as function of tempera-
ture, from a low-temperature flat phase to a high-
temperature crumpled phase when the long-range self-
avoidance of the surface is neglected. '

In its simplest form, the model membrane consists of
hard spheres connected in a fixed geometry by flexible
strings (which join the centers of the spheres, not the sur-
faces). The form of the membrane that is used in this pa-
per has hexagonal symmetry and its connectivity is illus-
trated in Fig. 1. The number of vertices along the long
direction of the hexagon is denoted by L. To prevent
self-intersection of the surfaces, the maximum center-to-
center distance I of the strings must be less than &3cr,
where o. is the diameter of the spheres. If l/cr is greater
than &3, there is still an excluded-volume effect but the
membrane is not truly self-avoiding.

Long-range self-avoidance is a computationally inten-
sive feature to incorporate into computer simulations. In
the work of Kantor and Nelson on the "phantom" mem-
brane (in which excluded-volume interactions among
non-neighboring atoms were not included), self-avoidance
was included only at the nearest-neighbor level, and even
tliis was computationally nontrivial. In their calcula-
tion, ' it was found that the membrane exhibited a sharp
transition between a low-temperature flat phase and a
high-temperature crumpled phase. Extensive recent
simulations of Ambjorn et al. have confirmed this con-
clusion. Recently, we performed a finite-temperature
Monte Carlo simulation in which long-range self-

avoidance was explicitly imposed. The model Hamiltoni-
an which we used was slightly different from that of Refs.
3 and 4, although it was equivalent in the limit of small
deformations and was chosen in order to increase the
speed with which the Monte Carlo simulation could be
executed. We found no evidence for the crumpled phase
in the case l/o. = &3 when self-avoidance was taken into
account but did find a crumpling transition for the phan-
tom membrane.

In this paper we present the full results of our simula-
tion studies. In Sec. II the model is reviewed and the re-
laxation times required for the production of uncorrelat-
ed Monte Carlo configurations are estimated. As a check
on the relaxation mechanism, we perform a set of calcula-
tions in which the initialization of the membrane is
chosen to be either flat or very highly crumpled. These
studies are reported in Sec. II as well.

Section III contains the results of the simulations with
long-range self-avoidance, both at finite and infinite tem-

FIG. 1. Planar configuration of a tethered membrane of
linear dimension I.=5. The solid lines represent flexible strings
and the dashed line indicates the second-neighbor interaction
responsible for the bending rigidity.
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FIG. 3. Size dependence of the relaxation times for the small-
est eigenvalue of the self-avoiding membrane and the largest ei-
genvalue of the phantom membrane. Shown for comparison is
the Rouse relaxation time (solid curve).

difference shown in the figure. This introduces an uncer-
tainty of about 15%%uo in the estimate of the relaxation
time. We assume that C(bt) —exp( —At/r) for small
time differences and quote ~ as a relaxation time. For the
self-avoiding membrane, the longest relaxation times are
found for 0 =k, and k2, while for the phantom mem-
brane the correlations decay most slowly for 0 =k3. The
relaxation time for the rms radius, of course, is dominat-
ed by that corresponding to the most correlated eigenval-
ue. From Fig. 2, one can see that the relaxation time for
the L= 19 self-avoiding membrane is 14700 Monte Carlo
steps, while for the phantom membrane it is 3900 Monte
Carlo steps.

In Fig. 3, the L dependence of the relaxation times is
shown for both the self-avoiding and the phantom net-
works. For the self-avoiding network, ~ is obtained from
the autocorrelation function of k&, while for the phantom
network, it is determined from that of A.3. The depen-
dence of the relaxation time on L is consistent with the
functional form ~-L for the self-avoiding membrane
and r-L for the phantom membrane. These results are
in accord with arguments advanced in Refs. 1 and 2.
There it is argued that the relaxation time for the phan-
tom network should behave like the Rouse time '"

r~ =N/s, where N and s are defined above. The Rouse
time is shown for comparison on Fig. 3 as well. In Refs.
1 and 2 it is pointed out that the relaxation time of a self-
avoiding membrane should scale as L + ', where v is the
exponent which describes the growth of the rms radius as
a function of L. This result is derived under the assump-
tion that there is one diverging length for tethered mem-
branes, namely this rms radius. As we will show later,

self-avoiding membranes have two diverging lengths, one
of which scales simply as L and one which scales as L'
with 0.65 ( v &0.75. Our results are therefore consistent
with the expression ~-L + with the interpretation that
v is the exponent which describes the growth of the width
of the membrane.

It is clear from Fig. 3 that for membranes of dimension
L = 5—25 (which is the range of sizes used here) both types
of membranes have relaxation times which are of the or-
der of the Rouse time. Hence, we use the Rouse time as
the canonical time unit in our studies. Typically, a simu-
lation is run for at least 800 Rouse times to ensure that
the phase space of the membrane is adequately sampled.
For the largest system, L=25, more than 6000 Rouse
times are used.

Since part of the purpose of this paper is to study the
role of the embedding dimension d, we also evaluate the
relaxation time in four and five dimensions. The method
used is identical to that used above for three dimensions.
It is found that the correlation function decays most
slowly for the second largest eigenvalue, although the re-
laxation time for the largest eigenvalue is typically small-
er by less than a factor of 2. The L dependence of the
longest relaxation time varies like L + for both four
and five dimensions. The actual values of the relaxation
times at fixed L are very similar for d=3—5, although
they systematically decrease with increasing d.

The foregoing discussion addresses the short-time re-
laxation of the tethered membrane. A related concern in
our Monte Carlo studies is the possibility that the Hat
configuration, which we generally take to be the initial
state of the membrane, may be in a region of phase space
from which the crumpled state cannot be reached —at
least in times of the order of Rouse times. To investigate
this possibility, we perform a simulation in which a high-
ly crumpled configuration is produced and then used as
an initial state for a Monte Carlo simulation.

In order to generate such a highly crumpled
configuration, a membrane without bending rigidity (just
the infinite temperature case examined above) is subjected
to an external Hooke's law potential centered at the
center-of-mass position of the network. This potential is
turned on slowly and the system is allowed to relax for
approximately one Rouse time at each value of the poten-
tial strength. The Hooke's law constant is taken to be of
the form Iron /f3, where ~o=0.5, 0.2, and 0. 1 for L=5, 11,
and 19, respectively. The number of the time steps is n,
with the length of each time step ~0 equal to L /s . For
each value of L, 10 simulations are carried out for 15
time steps. It is found that the membrane slowly crum-
ples, as one would expect. Conversely, if the potential is
increased too rapidly, the resulting configurations are nei-
ther dense nor isotropic in structure: the membrane rap-
idly becomes locally rigid but does not crumple on a large
scale.

First, we check to see if these configurations are, in
fact, dense. The rms radius is found to have a depen-
dence on L which scales like L " over the range
L=5—19 for the two-dimensional membrane embedded in
three dimensions, and like L — over the range
L=5—9 for the same membrane embedded in four dimen-
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sions. Both of these exponents are very near the lower
limits set by dense packing arguments, —', and —,', respec-
tively. The actual numerical values of the rms radii are
close to those expected in the dense packing limit. In ad-
dition, for the three-dimensional space the asphericity:A,

&
/k3 is evaluated as a measure of the anisotropy of

the membranes. This number is found to be close to uni-

ty for L larger than 10. In contrast, 3 is found to be
much lower when the external potential is absent, as will
be shown below.

Having convinced ourselves that the external potential
produces highly crumpled and compact configurations,
we then turn this potential off and allow the membrane to
equilibrate from these crumpled initial configurations.
The results of one run with such an initialization are
shown in Fig. 4. The behavior of both the rms radius and
the asphericity are shown in the figure. One can see that
they relax to values typical of a flat configuration within a
few Rouse times. Also shown in the figure are averages
of these quantities taken over 600~o for the flat initializa-
tions (the widths are indicated by the error bars). One
can see that the characteristics of the highly crumpled
membrane rapidly approach those of the flat membrane.
In other words, even when the membranes are started off
in a part of phase space that may be difficult to access,
they move away from that region in a time characterized
by the Rouse time for this range of membrane sizes.

III. STRONG SELF-AVOIDANCE

The inclusion of long-range self-avoidance in a simula-
tion is computationally demanding. In its most primitive
implementation, a search for the overlap of hard spheres
involves an evaluation and comparison of N /2 distances
for each Monte Carlo step. Obviously such a power-law
dependence on the self-avoidance algorithm implies that
large systems will take prohibitively long to simulate.
Since the total number of vertices is proportional to L,
the overall execution time for the production of indepen-
dent configurations rises as L ': L attempted moves
per Monte Carlo step, L for the relaxation time, and
L for the self-avoidance check.

In order to obtain results which are applicable to real
systems, we wish to simulate as large a membrane as is
computationally tractable. Because the execution time
rises so rapidly with the size of the membrane, it is neces-
sary to develop algorithms which are both efficient and
allow large systems to be investigated. One way of de-
creasing the time spent on the self-avoidance check is to
cover coordinate space with cells whose occupancy is up-
dated continuously. The cells need not be too large if the
distance through which a vertex can move within a time
step is kept small. Although this procedure adds to the
execution time per step, it means that the self-avoidance
check scales only as N, or L . The procedure chosen
here is to make the cells cubic with length equal to the
sphere diameter.

A second way of increasing the execution speed is to
simplify that part of the Hamiltonian associated with the
rigidity of the membrane. In Refs. 1—4, the bending rigi-
dity is modeled by the expression
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where the n's are unit vectors normal to the triangular
plaquettes defined by the positions of the vertices and
where the sum is over nearest-neighbor plaquettes. While
inner products of normals appear simple formally, from
the computational point of view they are slow, since they
involve several multiplications and a division. One can
incorporate bending rigidity by means of repulsive
springs between second nearest neighbors. This involves
no divisions, only the calculation of a distance squared.
Our model Hamiltonian for the rigidity is then of the
form

130 = —lr g (r, —r, )
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FIG. 4. Time dependence of the rms radius and anisotropy
ratio for a highly crumpled initialization. The dashed lines indi-

cate the values for these quantities obtained in an average over
600~o with a flat start. The error bars on the dashed line are the
widths of the distributions.

where w is the bending rigidity and where i and j label
second-neighbor pairs on the network. Using this Hamil-
tonian, and the procedure outlined above for performing
the self-avoidance check, we are able to develop a code
which allows us to generate statistically significant data
sets for membranes up to size L=25. In Sec. II it was
demonstrated that the relaxation time associated with the
size of membrane under consideration here is of the order
of the Rouse time, ~~ =N/s . Each data set for a given
combination of L and K consists of an initially flat
configuration propagated for 800 Rouse times. A total of
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20 L-~ combinations are used: L = 5, 7, 9, and 11 and
~=0.0, 0.1, 0.2, 0.4, and 1.0. To provide more accurate
information on the infinite temperature limit (i'd=0), fur-
ther simulations are performed at L = 19 (2000'~ ), L =25
(6000r~ ), and the data set for L = 11 is extended to
1400~~.

The first quantity of interest which is calculated with
this data set is the radius of gyration R, or rms radius, of
the membrane. We observe that the radii are larger than
those of the highly crumpled membranes produced in the
external potential examined in Sec. II. Further, the radii
are found to grow with ir (increasing rigidity) for fixed L,
corresponding to the membrane becoming increasingly
flat. Over the range of sizes considered, the rms radii of
the self-avoiding membranes scales like L . The value of
the exponent v is shown as a function of ~ in Fig. 5.

From this figure, one can see that the exponent in-
creases with increasing rigidity: the membrane is flat at
large rigidity. However, even at infinite temperature, the
rms radius of our membrane grows like L — . This
corresponds to a flatter system than what is obtained in
Refs. 1 and 2 for self-avoiding membranes in the shape of
a parallelogram (not a hexagon as chosen here), where an
exponent of 0.83+0.03 is found. Part of the difl'erence in
our results may be attributable to the dift'erent shapes of
the membranes, and part may arise from the larger mem-
branes used in our simulation. In any event, the ex-
ponents which we obtain are significantly larger than the
value v= —', predicted by the Flory theory, ' and much

larger than that found for the highly crumpled
configurations.

The relatively large value of v indicates that the mem-
branes may not be particularly crumpled even at infinite
temperature. To test this idea, the behavior of the as-
phericity 3 =- ( A, /k3 ) is investigated for the i'd =0

configurations. In contrast to the values of 3 obtained
for the highly crumpled membranes of Sec. II, here
is found to be small and to decrease as a function of
membrane size: 3 (L=5)=0.17, 3 (L= 1 1)=0.12,
A (L = 19)=0.095, and 2 (L =25) =0.088. Clearly, the
membranes are becoming flatter as their size increases.

To obtain further information on the structure of the
membrane we calculate the static structure factor

s(kl= (xe ' ') . (3)

Since the membranes are not spherical, the structure fac-
tor of a particular Monte Carlo configuration is aniso-
tropic and its average will be spherically symmetric only
because of the overall rotation of the system. In order to
remove the effect of this rotation, we evaluate S(k) for
k=ke, j=1,2,3, where e are the eigenvectors corre-
sponding to the eigenvalues k of the inertia tensor I
defined above. The average in (3) thus is taken with
respect to the "corotating" frame of reference fixed in the
membrane rather than in the "laboratory. " This pro-
cedure is in contrast to that of Refs. 1—4, where the struc-
ture factor is assumed to be isotropic.

The behavior of the structure factors S(ke, ) and
S(ke3) as a function of k is shown in Figs. 6(a) and 6(b).
These functions decrease from a value of unity at k=0 to
a diffractive minimum at k =n/QA, i 3. Over this range
of k the functions S(ke ) are well approximated by scal-

1~

ing functions of the form P (kL '). This is demonstrated
in Figs. 6(a) and 6(b) for membrane sizes L=5, 11, 19,
and 25. For the "perpendicular" structure factor [Fig.
6(a)], corresponding to the smallest eigenvalue of the in-
ertia tensor, v~ or v, is found to be 0.7, which is the value
used in the figure. For the "parallel" structure factor, the
exponent which provides the best visual collapse of the
data is v, = v

~

=0.975 and we conjecture that in the ther-
modynamic limit (L = ~ ) v„=1.0. In fact, the form of
S, is very similar to what one would expect for a disk.

We carry out the same analysis of the structure factors
at nonzero temperature and find similar anisotropic scal-
ing behavior. The temperature dependence of the
eft'ective exponents v~ and v~ is shown in Fig. 5. The ex-
ponent for the perpendicular direction is almost constant
at about 0.7, while that for the parallel direction is essen-
tially constant at 1.0. This data support the hypothesis

1.0—

I—

0 0.8—
o From Rg
~ From Ss(k}
~ From S, (k)

0.2 0.4 0.6 0.8

FIG. 5. Temperature dependence of the exponents v~ and v~ for self-avoiding membranes.
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advanced above, based on the behavior of the asphericity,
that self-avoiding membranes are flat but rough in the
sense that the "thickness" given by QA, , does diverge in
the thermodynamic limit. Absent here is any indication
of a phase transition between an asymptotically flat low-

temperature phase and a crumpled high-temperature
phase. This is in contrast to the behavior of the phantom
membrane where such a phase transition is observed.

As a check on our calculations, we repeat the analysis
of our data using the methods of Refs. 1—4 and find agree-
ment between the numerical results. That is, if we calcu-
late the spherically averaged structure factor S(k), we
find that it is well described by the scaling form
S(k)=P(kL') with an exponent v roughly equal to 0.8,
as expected from the Flory argument. This can, however,
be easily reconciled with our results by noting that over
most of the scaling region the dominant contribution to
S(k) comes from the perpendicular direction ke& since
the diffractive minimum in this direction occurs at much
larger values of k than in the other two directions. Thus
the effective exponent v is closer to v~ than to v. Fur-
ther, for our phantom networks, we observe the same
phase transition and behavior of the specific heat in the
critical region as was found previously. ' However, in
examining the temperature dependence of the specific
heat in our self-avoiding membranes, we find no evidence
of the cusp present in the phantom network. In other
words, our numerical work is in agreement with that of
Refs. 1—4 where they overlap, but we find no support for
the conjecture that there is a crumpling phase transition
in strongly self-avoiding tethered membranes.

1.0 IV. WEAK SELF-AVOIDANCE

0.1—

$(k, e )

0

gE
0

0

We have seen, in Sec. III, that strongly self-avoiding
membranes are flat rather than crumpled even in the ab-
sence of bending rigidity. This result leaves open the pos-
sibility that there is a crumpling transition at sufticiently
small o. as a function of temperature, or at infinite tem-
perature as function of o. . In order to investigate this
possibility, we simulate tethered membranes with a range
of values of the parameter o. . The results are displayed in
Figs. 7 and 8. For all values of L and o. the data consist

0.01—
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0 L —11
~ L =19
~ L = 25

0.975
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0.001 I
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Vii
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A(e, L)

0.3—

0.2— OL
=9
= 11

L=5
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FIG. 6. (a) The "perpendicular" structure factor S(kel) for
wave vectors in the direction of the eigenvector corresponding
to the smallest eigenvalue of the inertia tensor plotted as a func-
tion of the scaled variable kL' with v=0.70. The structure fac-
tors for several values of L are shown: L=5 (crosses), L=11
(open circles), L=19 (solid circles), and L=25 (squares). (b)
The structure factor S(ke3) where e3 is the eigenvector corre-
sponding to the largest eigenvalue A, 3 of the inertia tensor. The
exponent v is 0.97S in this case and the symbols have the same
meaning as in (a).

0.1—

0 I

0.1 0.2 0.3
I

0.4 0.5 0.6

FIG. 7. Behavior of the asphericity 2 as a function of the
sphere diameter o. at infinite temperature for a range of mem-
brane sizes. For small diameters, the membranes are flatter at
small L while at larger diameters they are flatter at large L.
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FIG. 8. The asphericity 3 as function of membrane size L
for various o.. For o. «0.1, the asphericity reaches a maximum
value for L & 13 and decreases, presumably to zero, as L tends
to ~. This figure strongly suggests that for any finite v, self-
avoiding membranes are flat in the thermodynamic limit.

of at least 1500 configurations (separated by one Rouse
time), and in some cases of 3000 configurations.

In Fig. 7 we plot the asphericity 3 as function of the
hard-sphere diameter o. in the infinite-temperature limit
for membranes of size L=5, 7, 9, 11, and 13. For small
o. , 3 increases as function of L, as it does in the phantom
case (o =0). For cr & 0.35, on the other hand, the aspher-
icity decreases monotonically as function of L. This be-
havior is characteristic of the flat phase. The intersection
points of the curves drawn through the data provide a se-
quence of estimates of the critical diameter o., at which
the transition from crumpled to flat phase occurs. Exam-
ining the data for L = 5 and L =9, we obtain an estimate
cr, (5 9) =. 0.3. Similarly, we find cr, (5, 13)=0.2,
o, (9,13)=0.14, cr, (11,13)=0.09. We interpret the rapid
decrease of o., as function of membrane size to mean that
any o. )0 is sufficient to destroy the crumpled phase in
the thermodynamic limit where L goes to infinity. In this
sense, our result is consistent with the well-established re-
sult for polymers that cr is a relevant variable (for dimen-
sion d (4).

Figure 8 displays the same data in a different form. We
again plot the asphericity 3, this time as function of L
for several values of u. It is seen that for o- ~0.1, the as-
phericity has a maximum at a value of L less than the
maximum (13) that we have used in these calculations.
The asphericity for 0.=0.05 is indistinguishable from that
of the phantom membrane (a =0) for this range of L and
for the statistical errors of our calculation. Thus, we can
conclude only that self-avoiding membranes are asymp-
totically flat for o. ~0.1. It must be noted, however, that
this is a very small diameter compared to the self-
avoiding case (cr = 1.0).

The question of whether or not a crumpled phase exists
for very small o. cannot be answered by calculations of

this type. As the diameter is decreased, the time required
to check for overlap of spheres increases dramatically
and, for this reason, our simulations are for smaller mem-
brane sizes than for the strongly self-avoiding case. We
are attempting to investigate the possible existence of a
crumpling transition by Monte Carlo renormalization-
group methods and will report the results of these studies
elsewhere.

V. STRONG SELF-AVOIDANCE
IN FOUR AND FIVE DIMENSIONS

It would appear from the previous two sections that
the crumpling transition in three dimensions is limited to
conditions in which substantial interpenetration of the
membrane is allowed. As the dimensionality of the
embedding space is increased, however, there will be
significantly more phase space through which the mem-
brane can move and the possibility emerges that the
phase transition may reappear even for strongly self-
avoiding membranes.

This possibility has been studied by several au-
thors. ' ' Parisi, ' in the context of lattice quantum
field theory, used a simple random-walk argument to ob-
tain an upper critical dimension d„, = 8. Subsequent
analysis by Gross'' suggested that random tilings of a
torus have d„=~. This apparent contradiction was
resolved when Cates' pointed out that Parisi and Gross
considered systems with different connectivity which do
not necessarily belong to the same universality class. The
systems studied here, like the ones studied by Gross, are
of fixed connectivity and have d„, = ~. Thus we do not
expect to observe the ideally crumpled phase of the phan-
tom membrane in any finite embedding dimension. How-
ever, as we have shown in Sec. IV, self-avoiding mem-
branes have unusual scaling behavior even in the flat
phase and it is interesting to examine the dependence on
dimensionality of the exponents which characterize the
shape.

The main computational difficulty in increasing the
embedding dimensionality is the computer memory re-
quirement associated with the self-avoidance check. Us-
ing the cell method to keep track of the vertices in a local
neighborhood requires a considerable number of cells if
they have the same size in each direction. The
modification which we make to the method to tame this
problem is to change the storage from cubic cells to
infinitely long cylinders. The long direction is chosen to
be in the direction of the eigenvector belonging to the
smallest eigenvalue of the inertia tensor. Because the
membrane rotates in coordinate space with time, the long
direction is recalculated at least once per Rouse time.
This procedure keeps the occupancy of the cells down to
a reasonable number of particles.

Machine time limitations restrict the embedding di-
mensions which we can handle to 5, and L to be no larger
than 17. Further, we only examine the infinite-
temperature limit since a crumpled phase will appear
there, if at all. The method of data analysis is the same as
that used in the previous sections: the power-law depen-
dence of the rrns radius and of the structure factors on L
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TABLE I. Behavior of the exponents v at infinite tempera-
ture in three, four, and five embedding dimensions d. Results
are shown for both the rms radii and the structure factors ana-
lyzed according to the directions of the eigenvectors associated
with the inertia tensor. For the structure factors, the results are
given in order of increasing value of the eigenvalue.

1.0

0.9

rms radius
Structure factors

d=3

0.93
0.66
0.99
0.95

d=4

0.79
0.62
0.64
0.83
0.84

d=5

0.67
0.58
0.56
0.57
0.72
0.73

0.8

Z,'

0 0.7

0.6

is used as our tool in searching for crumpling.
The results are summarized in Table I for the strongly

self-avoiding membrane embedded in three to five dimen-
sions. The exponent for the rms radius is seen to de-
crease with increasing embedding dimension as one
would expect: there is a larger space through which the
membrane can move. However, the exponent does not
decrease drastically and is substantially above the Flory
prediction' v(d)=4/(d +2) where d is the dimensionali-
ty of the embedding space.

The behavior of the structure factors is also summa-
rized in the table. There are, of course, more eigenvec-
tors in the higher dimensions, and the results in the table
are ordered from smallest to largest eigenvalue. The iner-
tia tensor shows two large eigenvalues on average, and
d —2 small ones. Over the range of L which we are able
to investigate, the magnitude of the scaling exponents for
the largest and smallest eigenvalues decreases with in-
creasing dimension. This is shown graphically in Fig. 9,
where a comparison is made between our calculated ex-
ponents and the Flory value. The errors shown on the
figure are statistical only.

The behavior of the exponents shown in the figure does
not mean that the membranes are becoming rougher with
increasing dimension. We have also evaluated the as-
phericity 3 as a function of L and d. For fixed L, the as-
phericity shows little dependence on d except for small
values of L. However, for all dimensions, 3 scales as
L with v„-0.17, indicating that the membrane is
asymptotically flat in d= 3—5.

VI. CONCLUSIONS

We have performed extensive simulations of the
tethered-membrane model with self-avoidance. The re-
laxation time for the production of uncorrelated
configurations is investigated and found to be of the order
of the Rouse time for the size of membrane which we
could handle computationally. A data set involving at
least 400 uncorrelated configurations is generated for
each system of interest, by which we mean a membrane
characterized by a size, rigidity, strength of self-
avoidance, and embedding dimension.

0.5— 4
~F=2+d

FIG. 9. The largest and smallest of the exponents v, in the
2v .

relation k,--L ' as a function of embedding dimension d. The
Flory exponent vF =4/(d +2) is shown for comparison.

For membranes embedded in three-dimensional space,
we find no evidence of a transition between a low-
temperature flat phase and a high-temperature crumpled
phase: our membranes are observed always to be rough
but flat ~ This is in contrast to the behavior of phantom
membranes which are found to possess such a transi-
tion. The degree to which self-avoidance plays a role
is investigated by changing the sphere size compared to
the tether length. As the sphere size goes to zero, the
membranes become increasingly crumpled, although
there is no evidence of a phase transition for any finite o. .
This point is under further investigation by Monte Carlo
renormalization-group methods.

The membranes are also embedded in higher dimen-
sions to determine whether the transition reappears when
the dimensionality of the embedding space becomes large
compared to that of the membrane. Machine time limita-
tions restrict our studies to four and five dimensions. We
observe the scaling exponents to decrease with increasing
dimensionality, insofar as they have been determined
from membranes with L = 5—17. However, the aspherici-
ty shows little dependence on the dimensionality, and de-—2v~
creases with L approximately as L with v~ =0.17.
We conclude that the membranes are asymptotically flat
over the range of d=3—5.

One of the puzzling aspects of these models is the
discrepancy between the results of the calculations re-
ported above and the molecular-dynamics results of Ref.
7 on the one hand and the analytic theories'' (mean-
field and renormalization-group) on the other hand. The
analytic theories invariably predict a crumpled phase at
high enough temperature. The numerical and analytical
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results can be reconciled if the hard-core interaction be-
tween the particles on the network generates an effective
bending rigidity which, for any finite o is larger than the
critical rigidity of the corresponding phantom membrane.
This effective rigidity may not appear in the
renormalization-group calculations in the low orders to
which they have been carried out. While we are unable
to demonstrate this analytically, it does not seem to us to
be an unrealistic scenario.
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