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Cryogenic-laser-fusion target implosion studies performed with the OMEGA uv-laser system

F. J. Marshall, S. A. Letzring, C. P. Verdon, S. Skupsky, R. L. Keck, J. P. Knauer,
R. L. Kremens, D. K. Bradley, T. Kessler, J. Delettrez, H. Kim,

J. M. Soures, and R. L. McCrory
Laboratory for Laser Energetics, University of Rochester, 250 East River Road, Rochester, 1Vetv York 14623-1299

(Received 18 August 1988; revised manuscript received 27 December 1988)

A series of direct-drive laser-fusion implosion experiments was performed on cryogenically
cooled, DT-filled glass microballoons with the OMEGA 24-beam uv (351-nm) laser system. The tar-

gets consisted of glass microballoons having radii of 100 to 150 pm, wall thicknesses of 3 to 7 pm,
filled with DT gas at pressures of 75 to 100 atm. The targets were cooled to below the freezing point
of DT, in situ, by a cryogenic target system. The targets were irradiated by approximately 1 to 1.2
kJ of uv light in 650-ps Gaussian pulses. The on-target irradiation uniformity was enhanced for
these experiments by the use of distributed phase plates, which brought the estimated irradiation
nonuniformities to —12% (o, s). Target performance was diagnosed by an array of x-ray, plasma,
and nuclear instruments. The measured target performance showed —70% absorption, thermonu-
clear yields of 10 to 10 neutrons, and final fuel areal densities of 20 to 40 mg/cm for the optimum
targets examined in these experiments. Fuel densities at the time of thermonuclear neutron produc-
tion, inferred from direct measurements of the fuel areal density, were in the range of 20 to 50
g/cm' (100 to 200 times the density of liquid DT) for the optimum targets.

I. INTRODUCTION

Direct-drive laser fusion is accomplished by uniformly
illuminating spherical fuel-bearing pellets with high-
power laser beams, causing their implosion and subse-
quent many-fold increase in density and temperature.
Recently, short-wavelength lasers have been found to be
capable of efficient compression of fusion pellets due to
the creation of large ablation pressures ( )20 Mbar) by
predominately collisional absorption. ' Eventually, for
inertial confinement fusion (ICF) to become an economi-
cal method for producing power, the gain (thermonuclear
energy out divided by laser driver energy) must exceed
—100. It has been estimated that the DT fuel in such a
pellet must be compressed to —1000 times its liquid den-
sity (XLD) and reach a temperature of 4 —5 keV in the
central region for thermonuclear ignition and eScient
burn to occur.

In order to obtain efficient compression of a target, the
fuel should initially be at a low temperature and be
compressed adiabatically. If enough fuel is compressed
in this way and heating of the central region of the fuel
mass is obtained during the final stages of the implosion,
then ignition of the fuel and a net gain of energy will
occur. A way to achieve high compression of fusion fuel
is to cryogenically cool the target so that the fuel initially
forms a solid layer on the inside edge of the pusher. This,
along with additional requirements such as pulse shaping
and low radiative preheat, must be met in order to
compress fusion fuel on a low adiabat, which is required
for reactor-scale targets.

In this paper we describe direct-drive laser-fusion ex-
periments performed on cryogenically cooled targets that
were compressed by the short-wavelength (351-nm)
beams of the OMEGA laser system. While not all of the

necessary requirements for low-adiabat, nearly isentropic
compression are met in these experiments, the use of
cryogenic targets is an important step in the study of the
performance of targets designed to obtain high fuel densi-
ties. The targets used in these experiments consisted of
simple glass microballoons filled with high-pressure DT
gas. These targets were held in place on ultra-low-mass
supports inside a cryogenically cooled housing positioned
inside the OMEGA target chamber. The targets were
prepared for an implosion experiment by the fast-refreeze
technique which optimizes the uniformity of the frozen
fuel layer (to be discussed below).

Target performance was extensively characterized by a
set of x-ray, plasma, and nuclear instruments. The x-ray
and plasma diagnostics used included the following: plas-
ma calorimeters, charge collectors, an x-ray calorimeter,
an x-ray microscope, a high-speed four-frame x-ray fram-
ing camera, a streaked x-ray spectrograph, and a 3-GHz
soft x-ray diode array. The compressed fuel conditions
were diagnosed with neutron and particle detectors, in-
cluding the following: a set of neutron detectors, a detec-
tor system for measuring the activation of target shell
material by the thermonuclear neutrons, fuel knock-on
detectors and a set of neutron time-of-Aight detectors.

Previous experiments with indirect-drive (x-ray driven)
targets have reported compressed fuel densities in the
range of 50—120 XLD using nuclear activation tech-
niques, which measure the areal density (pb, R) of the
pusher material surrounding the compressed fuel ~ The
compressed fuel densities were inferred from the mea-
sured pAR using the assumptions of mass conservation, a
one-dimensional model of the compressed core, and pres-
sure balance between shell and fuel. In contrast, the
values of fuel pR presented in this paper were measured
directly. These measurements do not depend on values of
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shell areal density, temperature of the imploded material
or amount of fuel-shell mixing; they are the first such
direct measurements of highly compressed thermonuclear
fuel.

II. EXPERIMENTS

A. Laser conditions

The OMEGA laser system is a 24-beam, frequency-
tripled, Nd:glass laser system. For the experiments de-
scribed in this work the pulsed output was produced by
an actively mode-locked oscillator. Recent modifica-
tions of the OMEGA system include the use of liquid-
crystal polarizers, ' which enabled circularly polarized
radiation to propagate through the entire front end of the
amplifier system, thereby minimizing stress birefringence
induced on the rod amplifiers, and the use of distributed
phase plates" (DPP's) to increase the uniformity of the
target irradiation.

Typically, the OMEGA system output was —125 J per
beam at 1054 nm in a -750-ps pulse, full width at half
maximum (FWHM), with a corresponding frequency tri-
pled output per beam of -75 J in a -650-ps pulse
(FWHM). Beam diameters were 17 cm (95% intensity) at
the output of the frequency-tripling crystals. Individual
beam energies were measured by reflection of a small
fraction of the beam into integrating calorimeters which
measured the leo, 2', and 3' components of the conver-
sion crystal output with a beam-to-beam accuracy of 1%
and an absolute accuracy of 1 —2%. The beam-on-target
arrival time was adjusted to be coincident to within 3 ps.
The on-target energy for each beam was determined by
measuring the loss in energy incurred as the beam pro-
pagated from the output of the conversion crystals into

the target chamber. The variation in beam-to-beam ener-

gy was reduced to an average of —5% (0„,) for these
experiments. The 24 beams of OMEGA were focused
onto the target by fl3.7, 566-mm focal length,
antireAection coated fused silica, aspherical, single ele-
ment lenses. Individual beam pointing was verified to an
accuracy of —10 pm or less of lateral displacement from
the target center and —50 pm or less of transverse dis-
placement from the target center.

The on-target illumination uniformity was enhanced
for these experiments by incorporating a distributed
phase plate into each beam before the final focus lens.
The DPP's modify the phase front of the OMEGA beams
(phase front errors have been found to be the dominant
source of intensity nonuniformities at the target plane' )

by shifting the phase of the beam by a randomly assigned
amount of either 0 or ~ in approximately 10000 hexago-
nally shaped subregions of the beam. The DPP's provide
an improved target irradiation uniformity with a slight
reduction ( —20%) in the average energy on target. The
actual variation in illumination uniformity has been es-
timated from measurements of the equivalent-target-
plane intensity distribution produced when a DPP is
placed in an OMEGA beam. Figure 1 shows the computt-
ed 24-beam superposition of intensities decomposed into
spherical harmonic components. The variation in inten-
sity uniformity due to DPP-modified OMEGA beams is
computed to be —8% (o', , ) with a relatively Aat spec-
trum for spherical harmonic modes 2 —60, assuming
thermal smoothing in the plasma by 1% of the beam di-
ameter ( —3 pm). In actual experiments a larger varia-
tion in intensity uniformity occurs due principally to the
beam-to-beam energy output variation [which was (9%
(o, , ) for all of the experiments]. The combined varia-
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tion adds in quadrature, producing an estimated intensity
fluctuation of ~ 12% (cr, , ) for these experiments. system)

B. Targets

Implosion experiments were performed on glass micro-
balloons containing near equimolar mixtures of DT at
pressures of 75 and 100 atm. (The actual molar ratio of
deuterium to tritium was measured at Mound Labora-
tories by a magnetic scanning cycloid mass spectrometer
and found to be 0.86+0.01 for the 100-atm targets. ) Tar-
get diameters were measured to an accuracy of +5 pm
and target wall thicknesses to an accuracy of +0.2 pm.
The targets were mounted, using no glue, on a support
structure which was compatible with the cryogenic
target-positioning system. ' The targets were supported
by spider silks (-0.5 pm in diameter) drawn across a U-
shaped copper mount whose width (3 mm) and thickness
(100 pm) were constrained by the requirement that the
U-mount be narrow enough to fit in the liquid-He-cooled
target shroud and thin enough so as not to obscure the
converging OMEGA beams (Fig. 2). A target was assem-
bled onto its mount by placing it on a cradle consisting of
two spider silks, after which additional spider silks (1—3)
were placed over and under the target in order to hold it
in place. Finally, the target-mount assembly was coated
with 0.2 pm of parylene in order to give it additional
mechanical stability.

C. Cryogenic target system

target
positioner

ng

fast retractab
cryo shroud to shearing cube

and TV camera

FIG. 2. Schematic of the target assembly as it would appear
positioned inside the cooling shroud. The heating laser and in-
terferometer system are used to optimize the solid DT layer
thickness uniformity.

Targets mounted as described above were positioned
and cooled to below the freezing point of DT ( —19 K) by
the OMEGA cryogenic target-positioning system (cryo-
genic system), which is described in detail in Ref. 13. A
schematic diagram of the cryogenic system is shown in
Fig. 3. It consists of four major subsystems: (1) a liquid-
He-cooled target positioner; (2) a fast retractable liquid-
He-cooled shroud; (3) a heating laser system used to rap-
idly vaporize the frozen fuel while the target is inside the
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FIG. 3. OMEGA cryogenic target positioning system
schematic.

cooled shroud; and (4) a shearing interferometer system
used to document the frozen-fuel layer thickness and uni-
formity.

Preparation of the cryogenic target is based on the
fast-refreeze technique originally pioneered by Musinski
et al. The sequence of steps necessary to ready a target
for an implosion experiment in the OMEGA target
chamber was as follows: The target was placed in the
vacuum system through the air lock of the target posi-
tioner, after which cooling of the positioner was initiated
by inserting into it a liquid-He transfer line. After the
target mount and cryostat reached temperature equilibri-
um, contraction of the target-mount assembly ceased and
the target was then moved to the tank center (to within
10 pm). Next, the retractable liquid-He-cooled shroud
was positioned over the target-mount assembly. A seal
was formed by the open end of the shroud pressing
against a stack of polyester washers (attached to the face
of the target-positioner cryostat). Vapor phase He, flow-
ing out of an orifice in the base of the shroud, provided
the additional cooling necessary to solidify the DT fuel in
a layer on the inner surface of the glass shell. The shroud
also shielded the target from the infrared radiation emit-
ted by the room-temperature OMEGA target chamber.
The cooling rate was controlled to some degree by vary-
ing the gap between the shroud and the positioner, the
minimum attainable gap ( —100 pm) giving the maximum
internal vapor pressure and therefore the maximum cool-
ing rate. A typical operating condition pressure was
measured to be 3 mTorr of He inside the shroud.

Final target preparation required interactive use of the
interferometer and heating laser to redistribute the
frozen-fuel layer into the most uniform layer possible.
[An argon-ion laser having an output of 10 mW at 488
nm was used in the interferometer and an argon-ion laser
having an output of 6 W (multiline) was used to heat the
target. ] This was accomplished by a trial and error se-
quence where the relative uniformity of the fuel was in-
ferred by visual examination of the interferogram symme-
try. If a nonuniform fuel layer was observed, an example
of which is shown in Fig. 4(a), then the fuel layer was va-
porized by a short pulse (-0.5 sec) from the heating
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Interferograms of 300-pm-diam GMB with 5-pm OT layer

before refreeze
(a)

atter refreeze
(b)

FIG. 4. Interferograms of a 300-pm-diam glass microballoon before (a) and after (b) preparation by the fast-refreeze technique.
The prepared target (b) has a nearly uniform solid DT layer with a thickness of 5 pm.

laser, after which point the fuel rapidly reformed into a
frozen layer. This was continued, while adjusting heating
laser beam pointing and focusing until a near uniform in-
terferogram pattern was obtained [Fig. 4(b)]. Estimates
of the precision to which the uniformity of the fuel layer
could be measured with this technique were made by
ray-tracing simulation. These simulations indicated that
symmetry of the interferogram to within 0.5 fringes im-
plied a fuel layer uniformity with ~ 20% variation in lay-
er thickness. (This was about the limit to which varia-
tions could be detected interactively; it is representative
of the uniformity of the initial fuel layer in the implosion
experiments. ) The target temperature was measured in-
directly by a thermocouple attached to the cooling
shroud. It typically registered a temperature of between
6 and 8 K before shroud retraction. The targets are
presumed to have been in near temperature equilibrium
with the cooling shroud since the turbulent gaseous heli-
um provided an excellent path for heat conduction. Fi-
nally, —40 ms before target irradiation, the cooling
shroud was rapidly retracted. The target was left ex-
posed to the ambient environment for —10 ms before il-
lumination occurred allowing time for the shroud to re-
tract out of the path of the laser beams. The length of
time required for the DT to melt was & 30 ms for the tar-
gets used in these experiments. The approximate melting
time was determined by videotaping a retraction se-
quence and noting on playback that the frozen layer
fringe pattern was maintained for more than one video
frame (33 ms). No additional significant source of heat,
such as amplified spontaneous emission I'ASE) arriving
before the main laser pulse, was present at the time of
laser illumination. Estimates of the total ASE present
imply a total integrated energy incident on target prior to
the main pulse of —1 pJ, which is insufficient to melt the

target even with 100% absorption (the actual fractional
absorption should be « 1%).

D. Target design

Target design and prediction of target performance
was carried out with the one-dimensional (LILAC) and
two-dimensional (ORCHID) hydrodynamic simulation
codes. Both of these codes use tabular equation of state
(SESAME), ' flux-limited electron thermal transport, mul-
tifrequency group radiation transport with local thermo-
dynamic equilibrium (LTE) opacities' and inverse-
bremsstrahlung-absorption energy deposition through a
ray-tracing algorithm in the underdense plasma. A flux
limiter, f =0.06 with a sharp cutoff; was used in the
simulations described in this work. This value of the flux
limiter was found to give the best agreement between
measured and predicted fractions of the incident uv light
absorbed by the target and the absorbed energy converted
to x rays by the target. ' These previous experiments
were performed on both solid and hollow glass spheres.
Implosion experiments performed with gas-filled glass
targets have shown good agreement between the mea-
sured and predicted shell radius versus time when this
same flux limiter is used. '

Figures 5(a) —S(f) show the LILAC calculated target be-
havior for a typical cryogenic experiment. In this exam-
ple, the target is a 150-pm inner radius (Ro) glass micro-
balloon having a 5-pm wall (ERO) and containing 100
atm of DT frozen into a 5-pm ice layer. The target is ir-
radiated with 1200 J of uv radiation in a 650-ps (FWHM)
Ciaussian pulse. Figures 5(a) and 5(b) show the fuel-shell
interface trajectory and the time history of the in-flight
aspect ratio (R /b, R), respectively. Initially, the shell is
compressed, reaching an aspect ratio of —70 at —500 ps
before the peak of the pulse, followed by a continuous
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FIG. 5. One-dimensional hydrocode simulations C, LILAc) of the implosion of a 300-pm-diam, 5-pm wall, glass rnicroballoon having
a 100-atm DT fill which has been cryogenically cooled forming a 5-pm solid DT layer. (a) The fuel-shell interface trajectory. (b) The
inflight aspect ratio. (c) The fuel areal density. (d) The fuel temperature and density. (e) The shell areal density. (fj The integrated
yield and rate of generation of neutrons during the time of peak compression. Times are with respect to the peak of the laser pulse.

decompression of the shell, due to radiative heating, as
the implosion progresses. The fuel and shell begin to ac-
celerate rapidly at -400 ps before the peak of the pulse,
the fuel density (p) rises to a peak value of —300 g/cm'
and an average ion temperature ( T; ) of 0.5 keV is
reached during the stagnation phase [Fig. 5(d)]. Peak
fuel and shell areal densities, [Figs. 5(c), 5(e)] pR and
pAR, are —150 and —50 mg/cm, respectively. A neu-
tron yield of 1. 1 X 10' is obtained within a 40-ps time in-
terval with the peaks in the rate coinciding with the time
of fuel coalescence at the origin and peak compression,
respectively [Fig. 5(f)]. The fuel region reaches a
minimum predicted size of 7 pm in radius corresponding
to a convergence ratio of 22. (The convergence ratio Cz
is defined as the initial fuel-pusher interface radius divid-
ed by the minimum fuel-pusher interface radius. ) The
average fuel density during the time of neutron produc-

tion (neutron-averaged p) is 210 g/cm, which is lower
than the peak density of 300 g/cm . The other neutron-
averaged quantities are (T, )„=1.2 keV, (pR )„=140
mg/cm, and (pAR )„=36.0 mg/cm .

E. Results

Cryogenic target experiments were performed on a
large number ( —100) of DT-filled glass microballoons.
The optimum conditions for target performance and per-
formance characterization were determined experimen-
tally. The most successful, well-diagnosed target experi-
ments were obtained for glass microballoons filled with
100 atm of DT, having radii of 100—150 pm and shell
thicknesses of 3 —7 pm. Table I lists the target parame-
ters, laser conditions, and measured target performance,
along with LILAC predictions of performance, for those
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FICx. 6. X-ray images of a cryogenic target implosion taken
with a four frame x-ray framing camera. The darker shaded re-
gions are the regions of highest x-ray emission. Small scale
structure is due principally to noise from the MCP.

target experiments performed under optimum conditions,
where the calculated convergence ratio exceeded 20, and
for which values of the fuel areal density were obtained.
(The optimum conditions include the use of DPP
modified OMEGA beams and web-mounted targets
which underwent a cryogenic-layer refreeze. ) As will be
shown below, targets with the highest calculated Cz also
obtained the highest inferred fuel densities.

Time-resolved x-ray diagnostics measured the state of
the shell material during the course of the implosion.
Figure 6 shows a set of images taken by an x-ray framing
camera. ' The framing camera consisted of a pinhole
camera assembly with an array of pinholes (17—18 pm in
diameter) illuminating a gated microchannel plate
(MCP). The pinhole images had a magnification of 10
and a resolution of —20 pm. Four x-ray images (frames)
were obtained by four independently gated regions of the
MCP with short ( -300 ps) high-voltage pulses. The sen-
sitive time of each frame was —150 ps (FWHM) and the
frames were separated by 250 ps. There is some spatial
smearing in these framed images due to target motion,
nevertheless, a ring of emission is seen, with the radius of
this emission corresponding to the average shell radius
during the frame. Figure 7 shows the measured and pre-
dicted radius of peak x-ray emission as determined from
framed x-ray images for three target experiments for
which the target wall thicknesses were 3, 5, and 6 pm.

Further information about the implosion time history
was obtained from measurements taken with the
MINIFLEX soft x-ray photodiode system. ' The MINI-
FLEX system consists of an array of four x-ray sensitive
photodiodes whose signals are read out by 3-GHz oscillo-
scopes, yielding spatially integrated time-resolved ( —200
ps FWHM) measurements of the x-ray emission. Figure
8 shows the time-resolved x-ray emission observed with
MINIFLEX for the three target experiments of Fig. 7 to-
gether with LILAC predictions of the MINIFLEX
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FIG. 7. Radius of peak x-ray emission vs time of three cryo
targets having (a) 3-pm, (b) 5-pm, and (c) 6-pm walls determined
from framed x-ray images and LILAC predictions of the same.
Times are with respect to the peak of the laser pulse.

response. The measured and predicted curves were com-
pared by normalizing the heights of the broad peak in the
emission curve (corresponding roughly to the peak of the
laser pulse) and by assuming that these peaks coincide in
time. We observe that (a) the times of the measured and
predicted stagnation peaks [Figs. 8(a), 8(b), and 8(c)] are
nearly coincident and (b) the height of the measured stag-
nation peak appears to be slightly lower than predicted
for the thicker targets. To summarize the time-resolved
x-ray measurements: The size of the imploding shell as a
function of time, measured by the x-ray framing camera,
and the time of shell stagnation, measured by the
MINIFLEX system, are in good agreement with the
one-dimensional code predictions.

The total thermonuclear yield Y& was measured for
these experiments by Cu- and Ag-activation systems, and
by an array of neutron scintillator-photomultiplier
pairs. All of these yield measuring systems were cross
calibrated to the absolutely calibrated Cu-activation sys-
tem. Errors in the measured yield for these experiments
were due primarily to counting statistics. The actual
yields obtained ranged from 10 to 10 ~ Representative
neutron yields obtained from experiments on high con-
vergence ratio targets are given in column (8a) of Table I.
Figure 9 shows the normalized neutron yield (the mea-
sured neutron yield divided by the calculated yield) plot-
ted as a function of the calculated convergence ratio.
The normalized yields range from 3 X 10 to 10 . The
normalized neutron yields observed in previous gas-phase
target experiments performed on OMEGA (Refs. 21 —23)
(see Fig. 9) ranged from nearly 1 for low Cz to —10 at
a Cz of 23 for low-pressure-fill targets (10 atm). Previous
high-pressure-fill (50 atm) gas-phase targets exhibited a
more rapid fall off of neutron yield at higher CR. The
normalized neutron yields obtained in the cryogenic tar-
get experiments fall below the best performing gas-phase
target experiments, but are above the trend seen for the
higher-pressure-fill targets.

Routine measurements of the neutron velocity spec-
trum were made by the technique of time of Aight. How-
ever, the Aux levels were, in general, insufficient to pro-
vide accurate ion temperature information. Often only
an upper limit could be placed on T, ( ~ 1 keV being typi-
cal for these experiments). Measurements of the shell
areal density (pb, R) were made by the technique of Si ac-
tivation ' using an enhanced debris collector having an
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FIG. 8. Time-resolved spatially integrated x-ray Auence from cryo targets which have wall thicknesses of (a) 3 pm, (b) 5 pm, and
(c) 6 pm and LILAC prediction of the same.

efficiency of 10%. Due to the difficulty of deploying this
diagnostic technique, no measurements of pAR were ob-
tained simultaneously with the more relevant measure-
ments of fuel areal density (pR). Details of these mea-
surements will, therefore, not be presented in this work.

The fuel areal density pR at the time of neutron yield
(neutron-averaged fuel pR ) was measured by the
"knock-on" diagnostic technique. This technique
measures the number of deuterons and tritons in the
compressed fuel that are scattered by 14.1-MeV fusion
neutrons, the number of such ions (knock-ons) being
directly proportional to the fuel pR. The ions were
detected by stacks of polycarbonate (CR-39) track-
detector foils with metallic filters in front of and in be-
tween the foils. The CR-39 foils used in these experi-
ments were 150 pm thick. Three sets of knock-on detec-
tor foil-filter stacks were positioned at nearly mutually
orthogonal positions around the target, both to increase
collection solid angle and to provide as representative a
sample of the average knock-on fiux as possible. (When
summed together, the knock-on detectors subtended a

solid angle of —1% of 4~ for these experiments. ) Deute-
rons and tritons were distinguished from other particles
(e.g. , protons) by counting only tracks with diameters
exceeding a specified minimum diameter which complete-
ly penetrated an individual foil.

The track selection criteria ' which distinguishes
fuel knock-ons from background protons resulted in sen-
sitivity to deuterons in the energy range from 4.6 to 6.8
MeV and tritons in the range from 5.4 to 10.3 MeV. The
addition of moderating material in front of the foils (both
thin metal filters and other CR-39 foils) yielded sensitivi-
ty to deuterons and tritons with higher energies. The cal-
culated energy bands and the filter-foil combinations used
to obtain these bands are tabulated in Table II. Each foil
samples a di6'erent portion of the knock-on spectrum.
For values of the total areal density pR„,(50 mg/cm
(pR„„,=pR +pb.R ), the knock-on spectrum depends
only on pR, phR, and the known n-D, n-T scattering
cross sections. Figure 10 shows calculated knock-on
spectra for both a low pR „„&and a moderate pR „„&case
from a five-energy-band sample. For the low-density case
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1146
1137

747
768
858
751
926
862
891
658
794
941

780
828
875
698
935
927
955
622
878
896

23. 1

22.2
24.4
21.6
22.7
22.5
22.8
22.9
20.6
22.3

9.6+0.2( 6)
4.0+0.7(6)
6.4+0.8(6)
4.9+0.7( 6)
8.4+0.8(6)
8.5+0.9(6)
7.7+0.8(6)
5.6+0.8(6)
4.7+0.8(6)
1.1+0.1(7)

4.9
8.7
7.4
8.5
6.9
5.1

3.7
3.8

1.4( 10)
6.2(9)
1.2( 10)
6.5(9)
1.7( 10)
1.6( 10)
1.9(10)
6.1(9)
5.4(9)
1.4(10)

30+5
40+ 13
29+8
26+ 12
26+6
32+7
23+8
18+6
9+7

14+5

27+6
50+24
22+9
26+ 17
18+7
26+9
15+8
16+8

96
68

130
65
97
90
94
69
66
82

158
107
216
99

132
122
131
123
92

113
3.7
3.9

5+5
8+5

TABLE I. Summary of the results of high calculated convergence ratio (Cz )20) cryogenic target experiments on 100 atm DT-
filled glass microballoons (GMB's). The columns are (1) the OMEGA shot number; (2) the microballoon shell inner radius Ro (pm);
(3) the shell thickness KRo (pm); (4) the incident energy E;„,(J); (5a) the measured and (5b) the predicted absorbed energy E,b, (J); (6)
the beam balance o.„,(% rms); (7) the LILAC predicted convergence ratio C&, (8a) the measured and (Sb) the predicted thermonuclear
neutron yield Yz with the numbers in parentheses indicating the power of 10; (9a) the measured and (9b) the predicted neutron-
averaged fuel areal density (pR )„(mg/cm ); and (10a) the inferred and (10b) the predicted neutron-averaged fuel density (p)„
(g/cm').
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FIG. 9. Normalized neutron yield (ratio of experimentally
measured yield to predicted yield) vs the calculated target con-
vergence ratio (the ratio of the initial to final fuel-shell interface
radius) for the cryogenic target experiments. The shaded region
shows the range of normalized yields found for previous gas-
phase glass pusher experiments.

(pR „„~=20 mg/cm ) the high-energy peak of the deute-
ron spectrum (produced from near head-on collisions be-
tween neutrons and deuterons) lies in the window of foil
5, while for the moderate-density case (pR „„&=40
mg/cm ) the deuteron peak has shifted to foil 3. We
found that, although the position of the high-energy
deuteron peak and hence the fraction of the total number
of deuterons detected in any one foil differs depending on
the amount of slowing down in the target, the sum of the
knock-ons detected in foils 2 —5 is nearly a constant frac-
tion of the total; fD

=0.085, to within +5%, for

pR„„&~ 50 mg/cm . (The fuel temperature, pusher tem-
perature, and amount of fuel-shell mixing have only a
small effect on the high-energy part of the deuteron spec-
trum which is detected here. ) For higher pR„„,() 50
mg/cm ), the high-energy deuteron peak is sufficiently
slowed down in the target that the peak begins to move
out of these foils, and the fraction of the spectrum detect-
ed falls below 0.085. Thus the value fL,

=0.085
represents an upper limit on the knock-on fraction, which
is independent of conditions within the target. The rela-

~ Moderate density (pR = 20
mg/cm2, phR = 20 mg/cm2)

fo = F2+ F3+ F4+ F5 =0081
o QQ4— deuteron

o.03 —g+a
0.02 —

N&

o 001

3 4

Track Detector

FIG. 10. Relative number of knock-ons in each of the five

CR-39 foils for pR„„~=20mg/cm' and pR„„,=40 mg/cm'.
Each foil is preceded by different amounts of moderating ma-

terial to bring different parts of the knock-on spectrum into the
foil's energy window. For deuterons (D) and tritons (T), the
knock-on energy range (MeV) detected by each foil is shown in

Table II. For pR ~ 5 mg/cm, all tritons will have slowed down
below -9.8 MeV, so that only deuterons will produce tracks in

the energy window for foils 2—5.

tionship between knock-on counts and fuel PR is

K
P

D 4m 1 2y+3
Y~ b,Q fD y

in mg/crn, where KD is the sum of the knock-on tracks
detected in foils 2 —5, hA is the solid angle subtended by

TABLE II. Knock-on detector foil-filter configuration.

Foil Filter
min

(MeV)

Deuteron range
Emax

(MeV)
Emin

(MeV)

Triton range
Emax

(MeV)

25-pm Ta
25-pm Ta+150-pm CR-39
50-pm Ta+150-pm CR-39
25-pm Ta+300-pm CR-39
50-pm Ta+300-pm CR-39

6.3
8.2
9.5
9.9

1 1.0

8.2
9.9

11.0
11.3
12.4

7.3
9.8

10.6'
10.6'

'The maximum recoil energy which can be obtained in an elastic collision with a 14.1-MeV neutron is

12.5 MeV for a deuteron and 10.6 for a triton assuming both are initially at rest.
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the maximum density which could be measured under
ideal conditions, whereas the measured densities
represent the average fuel density at the time of neutron
production.

III. DISCUSSION

10O
10 20

Calculated Convergence Ratio

30
10O

10 20

Calculated Convergence Ratio

30

FIG. 11. (a) The measured fuel areal densities and (b) the in-

ferred neutron-averaged fuel densities. The line in (b) indicates
the maximum density which could be obtained for a given con-
vergence ratio.

p = (477/3M) ' (pR )

The fuel densities inferred from the measured pR, using
the ice-block model, are shown in Fig. 11(b). The highest
inferred fuel densities are in the range of 20—50 g/cm
(100—200 XLD) again obtained with targets whose calcu-
lated convergence ratios are in excess of 20 [Table I,
column 10(a)]. The curve in Fig. 11(b) shows the density
that would be obtained if all of the fuel were to be uni-
formly compressed to the calculated convergence ratio
(assuming 100 atm initial fuel pressure). This represents

the foils, Yiv is the neutron yield, fri is the fraction of the
knock-on spectrum which falls in the energy window of
foils 2 —5, and y is the deuterium-tritium molar ratio.
Using fD =0.085, an accurate estimate of pR is obtained
for pR«„i~ 50 mg/cm; for higher pR„„i,a lower bound
on pR is obtained, since fD appears in the denominator
of this expression.

Figure 11(a) shows the measured fuel areal densities
plotted versus the calculated convergence ratios. Values
of the measured fuel pR for the optimum targets listed in
Table I are given in column 9(a). The uncertainty of the
values of pR are calculated from the relative uncertainties
in measurement of the knock-on flux and the neutron
yield, which are added in quadrature. (The errors are
dominated by the statistical uncertainty in the number of
knock-on tracks detected. ) The highest values of fuel pR
are in the range 20—40 mg/cm which were obtained by
targets with calculated convergence ratios in excess of 20.
The number of knock-on counts obtained from these ex-
periments ( ~40) precluded a meaningful determination
of the angular variation of the knock-on flux or the de-
tailed shape of the knock-on spectrum.

The neutron-averaged fuel density can be estimated
from the measured pR by assuming a simple model for
the distribution of the fuel. One such model (the "ice-
block" model) assumes that the fuel has a constant densi-
ty and is compressed into a region of radius R and that
neutrons are produced at the center of this region. As-
suming that all of the initial mass of the fuel M is
compressed into this region, the fuel density can be ex-
pressed as

The amount of energy absorbed by the cryogenic tar-
gets was measured and found to be in good agreement
with the predicted absorbed energy (Sec. II, Table I). The
cryogenic target implosion velocities were diagnosed by
measurements of the shell size versus time determined
from x-ray framing camera images and by measuring the
time of shell stagnation from x-ray photodiode measure-
rnents. These measurements indicate that, in the ac-
celeration phase, target drive energetics are in reasonable
agreement with LILAc simulations. The measured neu-
tron yields [Table I, col. 8(a)] and the measured fuel areal
densities [Table I, col. 9(a)], however, fall below the pre-
dicted values. It has been pointed out previously that
the falloff of neutron yield with increasing convergence
ratio could be explained by illumination nonuniformities
of the OMEGA system. As is seen in Fig. 9 the cryogen-
ic target experiments show a degradation in the neutron
yield relative to one-dimensional predictions indicating
that the performance of those targets may have been de-
graded by a similar mechanism. We note that the cryo-
genic targets have the additional complexity of a fuel lay-
er which may be nonuniform in thickness due to imper-
fections in the target preparation technique. Two-
dimensional (oRcHID) simulations of the effect of low-
order-mode (1~ 2) cryogenic layer thickness variations,
up to twice the experimentally observed values, result in
less than a factor of 2 yield reduction from one-
dimensional simulations assuming perfect illumination
uniformity. Initial two-dimensional calculations indicate
that the effect of the estimated OMEGA illumination
nonuniformities on target performance dominate those
caused by fuel or shell thickness variations.

The presence of nonuniform illumination during the
target implosion could cause a reduction in target perfor-
mance via the following related mechanisms.

(1) Development of shell distortions during the ac-
celeration phase (due to illumination nonuniformities or
target thickness nonuniformities) may have resulted in
the mixing of pusher material into the fuel during the ac-
celeration phase and departures from spherical symmetry
during the deceleration and stagnation phase of the im-
plosion with additional mixing of pusher material into
the fuel region.

(2) The mixing of pusher material into the fuel, as well
as the associated asymmetries, would be expected to
reduce the final fuel temperatures (and yield) due to in-
creased cooling by radiation and increased conduction
surface area as well as a less efficient conversion of kinetic
energy into internal energy.

A possible consequence of pusher distortion and/or
fuel-pusher mixing would be a modification of the neu-
tron emission history from that predicted. This
modification could result in sampling the fuel when it is
at a lower density. As shown in Fig. 5(c), the fuel areal
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density is predicted to increase by more than an order of
magnitude within a very short amount of time during the
deceleration and stagnation phases ( —50 ps). Since the
fuel areal density determined by the knock-on technique
is neutron weighted, small variations in the temporal his-
tory of the neutron emission could significantly change
the measured fuel areal density.

A possible scenario to explain the reduction in the ob-
served fuel areal density from that predicted would be as
follows: Neutron production begins at approximately the
time predicted by one-dimensional simulations. The neu-
tron production rate begins to rise but is rapidly
quenched due to the mechanisms discussed above. This
quenching efFectively moves the peak in the neutron pro-
duction to an earlier time resulting in a lower measured
fuel areal density.

To date, we have no direct experimentally determined
evidence for the presence of material mixing other than
the observed reductions in the neutron yield and areal
density compared to simulations. Its presence and effect
on the performance of these targets as well as methods to
improve the illumination uniformity and cryogenic target
quality are under active investigation at this time.

IV. SUMMARY

A series of direct-drive ablatively driven implosion ex-
periments were carried out on the 24-beam, 351-nm,
OMEGA laser system using cryogenic DT glass micro-
balloons. Distributed phase plates were used to improve
the target irradiation uniformity. Typical measured ab-
sorption fractions of 60—80 % agreed with predicted
values. Time-resolved x-ray measurements showed that
the shell radius versus time and the time of shell stagna-
tion were in good agreement with one-dimensional simu-
lations. These results indicate that the acceleration phase
of the implosion is being accurately modeled by

one-dimensional simulations. Deviations from one-
dimensional performance were more apparent during the
stagnation and burn phases, for example, (a) the height of
the x-ray stagnation peak, (b) the neutron yield, and (c)
the fuel areal density. It is likely, although not certain,
that these efFects are due to nonuniform implosion of fuel
and shell material caused by residual nonuniformities in
the OMEGA laser irradiation on target. Nevertheless,
fuel areal densities of 20—40 mg/cm were measured
using the knock-on diagnostic technique, implying
neutron-averaged fuel densities of 20—50 g/cm (100—200
XLD). These experiments have resulted in the first direct
measurements of the fuel areal density of highly
compressed fusion fuel that do not involve any assump-
tions about temperature or fuel-shell mixing. The in-
ferred fuel densities are the highest attained for any
direct-drive laser fusion experiments.
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