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Vibronic cross sections for x-ray and Auger decay from short-lived core-hole states in molecules
are derived starting from Aberg’s description of atomic x-ray and Auger decay as multichannel-
scattering processes [Aberg, Phys. Scr. 21, 495 (1980)]. The derivation includes a scattering-matrix
formulation in which intra- and interchannel interactions as well as nonadiabatic corrections are in-
troduced. Computable expressions for x-ray and Auger vibronic spectra are derived assuming the
harmonic approximation for multidimensional nuclear motions. Applications for water are carried
out using truly ab initio values for all energy and lifetime-related parameters.

I. INTRODUCTION

Modern atomic theory formulates the Auger and x-ray
emission effects in terms of multichannel-resonance-
scattering processes' along the ideas originally outlined
by Fano? and Feshbach.® The extension of this view to
molecular systems is feasible although the introduction of
additional degrees of freedom due to the nuclear motion
certainly makes the theory more complicated, since it
then is necessary to handle many electronically bound
vibronic states that simultaneously interact with many
vibronically open channels.

The theory of nuclear dynamics and vibronic spectra
involving short-lived electronic states has mostly been as-
sociated with the interpretation of resonant electron-
molecule scattering experiments.* Since the proposal of
the “boomerang model” by Birtwistle and Herzenberg,’
considerable theoretical effort has been devoted to this
problem.* The more elaborated formulations, such as the
Feshbach projection-operator method,®”® or configura-
tion interaction in the continuum states,”!® of electron-
molecule scattering cross sections for vibrational excita-
tion and dissociative attachment lead to complex energy-
dependent and nonlocal potentials for the nuclear motion
in the resonance state. Much of the theory of electron-
molecule scattering can be associated with vibronic emis-
sion spectra of short-lived inner-vacancy states, provided
the excitation of the molecule and the subsequent decay
is treated as a single quantum-mechanical process.

Due to the development of high-resolution x-ray and
Auger spectroscopy, the effect of lifetime-vibrational in-
terference in vibronic decay of molecular core-hole states
has now been firmly established.!! !¢ In contrast to ab-
sorption spectra, viz., photoionization and electron-
energy loss spectra, in which the finite lifetime manifests
itself merely as a broadening of vibronic components, the
corresponding emission spectra may exhibit significant
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constructive or destructive lifetime-vibrational interfer-
ence. Several theoretical studies have been devoted to
this effect. Gel’'mukhanov et al.'"!'? started out from the
Kramer-Heisenberg dispersion formula and derived an
effective one-particle Green’s function for the x-ray cross
sections; Kaspar et al.!® carried out a derivation that uti-
lizes a scattering S matrix and vibronic coupling con-
stants, while Correia et al.'* derived the vibronic cross
sections for x-ray and Auger emission by means of a
time-dependent Franck-Condon formulation. Common
for these theoretical investigations is the assumption of
non-post-collisional interaction (non-PCI), the Born-
Oppenheimer (BO) approximation, and the local approxi-
mations for the nuclear Hamiltonian. In all numerical
applications so far the lifetime of the core-hole state has
been used as a prefixed parameter and, just as the elec-
tronic transition moments, assumed to be constant for all
nuclear conformations. .

In the present work we start out from Aberg’s for-
mulation of atomic x-ray and Auger decay as
multichannel —resonance-scattering processes' and make
a generalization of this formulation to systems with nu-
clear degrees of freedom. We derive vibronic cross sec-
tions for molecular x-ray and Auger emission where
inter- and intrachannel interactions, nonadiabatic correc-
tions, correlation, and many-body interactions may be in-
troduced at progressively more sophisticated levels of ap-
proximation. The possibility of doing so actually results
as the main advantage of using Aberg’s general scattering
formulas as a starting point rather than, e.g., the Fesh-
bach projection-operator approach, and constitutes an
important motivation for the present work. For the nu-
merical applications we derive working equations that as-
sume the non-PCI, BO, and the local approximations, but
including the full effect of finite lifetime, variations of life-
time, and electronic transition moments with nuclear
geometry, and the discrete continuum-interaction energy
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shift. The treatment of nuclear motion is performed mul-
tidimensionally within the harmonic approximation.
This implies the inherent advantage that full analyticity
can be maintained for the cross sections at gradually
coarser levels of approximation in the vibronic analysis.
These levels of approximation here refer to use of vibron-
ic coupling constants and the use of diagonal or full
transformation matrices between normal coordinates of
the different electronic states. In all cases we have made
complete nonempirical constructions of the vibronic
spectra, i.e., all underlying parameters are obtained
ab initio either here or from our recent published work;
force fields, x-ray moments, photoelectron moments (this
work), partial Auger rates and lifetime,!” lifetime nuclear
variation,'® and energy shift.!” In the application for x-
ray and Auger spectra bands of water, we have investi-
gated the relative importance of these parameters and
also the role of different approximations for the normal
coordinate transformations.

1I. METHOD

Following the ideas behind ;Xberg’s1 resonant-
scattering theory formulation of atomic Auger and x-ray
processes our aim is to get the total Hamiltonian H of a
system formed by one molecule and a radiation field diag-
onalized in a small state-vector space containing four
basic elements: |iw), |de, ), | Ae e, ), and |xe w,). The
first of these state vectors |iw) represents the molecule in
its initial electronic ground state and a photon carrying
an energy fiw and linear momentum k. After having ab-
sorbed one photon with sufficient energy for core-electron
ionization, the system is described by the final-state vec-
tor identified either as | e e, ), a doubly ionized mole-
cule in an electronic state A, and two electrons e and e,
in the continuum or |xe,w, ), a singly ionized molecule in
an electronic state x, an electron in the continuum e,
and an x-ray photon carrying an energy w, and linear
momentum k,. These final states represent the product
from a direct or, alternatively, from a resonant-scattering
event involving an intermediate state represented by the
state vector |@e, ). This state contains information about
the residual core-hole molecular species in the electronic
state ¢ and a single (primary) escaping photoelectron
with energy €, =w—1,. I, is the threshold energy for

the ¢'® ionization potential of the neutral molecule. The
energies of the (secondary) Auger electron €, and the x-

ray photon are characteristics of the emitting molecular
ion possessing the nominal values €,=1y—I, and
w,=1,—1,, respectively. I, and I, have a meaning
equivalent to /.

For the simplicity of treatment we assume here that
the resonant event proceeds through a single energetical-
ly selected intermediate core-hole state isolated from all
other near-lying neighbors, as the higher-lying members
of a limiting Rydberg series, for instance. Also, the
analysis will be performed with the underlying assump-
tion that the excess of energy carried by the primary pho-
toionized electron e, is high enough to prevent any ap-
preciable PCI effects’® between this photoelectron and

any of the particles involved in the decay processes. This
assumption allows us to define a one-electron state vector
le, ?, strongly orthogonal to |¢), | e, ), and |xw, ), and
to write the state vectors that contain the primary photo-
electron e; as a direct product of state vectors as®!
[de, )=Id)®le,), | e ey)=]|Ade,)®]e; ), and |xe 0,
=|xw,)®le,).

It proves to be convenient to divide the state-vector
space in two interacting subspaces. The subspace I, the
so-called resonant space, will contain only one bound-
state vector, namely |de,), while the subspace II, the
background continuum or simply the background, will be
spanned by the scattering-state vectors |iw), |xe w,),
and | Ae,e,) having at most one particle in the continu-
um. We do not include any rotational degree of motion
or rotational interactions in the present study, which is
justified by the fact that the rotational time involved in
the studied processes is admittedly large compared with
the vibrational and/or electronic time scales. The final
cross sections of Eqgs. (15) and (18) should thus be inter-
preted as cross sections for scattering of a particle or a
molecule with a fixed orientation in space, averaged over
all directions and integrated for all directions of the emit-
ted particle. In cases where photons are participating
in the scattering process either as an incoming or as an
emitted particle, we should also sum over the initial and
average over the final polarizations states. Accordingly,
in what follows, we will be able to completely specify the
continuum part of the system by just using one label; the
excess of energy s=£a=%kﬁ carried by the particle in the
continuum relative to the total energy of the residual
molecular species that defines the ath open channel.

Now, let the wave functions ¥, (r,R) (@=i,x, 4) and
¢'(r,R) be the spatial coordinate representations of the
state vectors belonging to the background and the reso-
nant subspaces, respectively, where r stands collectively
for the spatial coordinates of all electrons and R for the
nuclear coordinates. We impose the Born-Oppenheimer
(BO) adiabatic approximation for these wave functions
which means that they are factorizable as a product of an
electronic wave function, functionally depending on r and
parametrically on R, and a nuclear wave function de-
pending only on R, i.e.,

Yo (r, R)=1,.(r;R)x,(R)
and
¢'"(r,R)=¢(r;R)Y(R) .

The set {x,} of nuclear wave functions is assumed to
form a complete set of orthonormalized functions for
each given a [the intermediate state nuclear wave func-
tion Y(R) is specified later]. To completely specify the
above wave functions we choose the scattering functions
¥,(r,R) fulfilling the boundary condition for standing
scattering waves

b (ERNA(R) ~ R R o]
r;R)y, ~ ———————sin[k, r+8,(¢)],
ac X L r\/ka

(1)
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while the resonant wave function must have a vanishing
limit because it represents a bound-state function, i.e.,

H(r,R)Y(R)—0 as r— o . (2)
We have used Q,(r’;R) for the wave function of the elec-
tronic discrete state of the molecular residual species
defining the ath channel, r (=]r|) and r’ for the spatial
coordinates of the escaping particle and the remaining
molecular bound electrons, respectively, and §,(¢) for a
phase shift related to the scattering process.

The set {{¥,.(r,R)},¢’(r,R)}, is, in general, a set of
nonorthogonal and interacting functions with respect to
the total Hamiltonian operator H. On the other hand, we
can form the set of functions {{W¥..(r,R)},4'(r,R)}
which has the remarkable property of being noninteract-
ing with respect to the operator (H — E') within the back-
ground subspace of functions {W¥..(r,R)]. These func-
tions,

Vool 1, R)= (G R)X(R)

formed as a linear combination of standing waves, satisfy
the outgoing or incoming scattering-wave boundary con-
ditions for 6,+e=E'. The sum 3 ;is over all electronic
discrete states of the final ions or the initial neutral mole-
cule and Znﬁ is over all nuclear vibrational levels associ-
ated with the Bth electronic state with the BO vibronic
energy 6 (for simplicity of notation the dependence on
ng is included in the single indices ). E is the total ener-
gy of the system (molecule plus radiation field), and the
limiting procedure applies to the equality

. f(x)
\lzir(‘)(x +xotiv)

S(x)

(x “xO)

Fimfixgy),

where P denotes the Cauchy principal value of the in-
tegral. Yﬁa(e’,s), present in the second term of the
right-hand side of Eq. (3), is an element of the generalized
nonresonant transition matrix satisfying the Lippmann-
Schwinger?? equation

V(T R (R)Y g, (€/,€)
E—6g—¢e'*iv

+3 3 lim [de
B ng v—0 (3)

]

(X R Vg, (', D)X, (R)Y ), (7,€)
E—6,—7tiv ’

Ya(ee)= (xR Vg (,e)| (R + 3 3 lim [dr
Y n

y

within the background subspace, we now want to proceed
in an analogous way with the diagonalization for the
whole working state-vector space. Let the interaction
matrix element between the resonant wave function ¢
and the Bth one belonging to the background space be

The interaction matrix element Vg, (¢',¢) in Eq. (4) is
defined by

(Vg H — El¢o)=(H,+e—E)8,

(6)

X 8(E 4(R)+e—Eg(R)—¢')

+Vgalee) . (5)

M ;(¢',E)=(¢|H—E|¥}5) .

Note that this quantity, like Vﬁa(e',s), also is an operator
on the space of the nuclear coordinates. To effect the
desired diagonalization, a new linear combination of
functions

It should be noted that Vﬁa(s’,a) operates on the space of
the nuclear coordinates since, in principle, it contains not
only the interaction part of the electronic Hamiltonian
but also nonadiabatic  corrections (Y| T (¥g,)
—SBGS[Eﬁ(R)+E'~Ea(R)—€]T [parentheses (|) are
used to represent integrations over the electronic coordi-
nates and the angle brackets, { | ), are reserved for in-
tegrations over the nuclear coordinates]. H,
=T+E_(R) is here the nuclear BO Hamiltonian defined

@, (r,R)=¢(5;R)YL(R)

+3 3 [de Wir,R)BA, (e, E)
B ng

@)

is then formed. Again, from the requirement that the sta-

for the channel a and T is the nuclear kinetic energy

operator.

Having performed the diagonalization of (H—E)
|

Por (6 R)I=G(GRIT(R)HVL(nR)+ 3 3 lim [ de
B ng b

tionary Schrodinger equation and the boundary condi-
tions for the bound ¢(r;R) and scattering waves
\P'Bis.(r,R) and ® . (r,R) are satisfied, we obtain the reso-
nant wave functions

WA, RIM 4, E)'IYER(R))
E—6g—¢'tiv
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together with Y (R), the wave equation that governs
the nuclear dynamics of the system in the intermediate
state |de, )
[E—H,(e, )=F "(E)]|Yqg(R))=|M ;(¢,E)) . 9
The above Eq. (9) contains a complex, energy-dependent,
nonlocal operator F *(E) defined by

p | e M (e, E)M j(e',E)]'
2 1—1—‘2)'{ & E 6ﬁ_8 ilV
=Z§(E)$éf‘(E) ) (10)

The terms present in these two last equations are con-
veniently interpreted if we consider background outgoing
waves ‘P;LE(r,R) for the initial scatterng state i, hereafter
renamed «a, and incoming waves W_.(r,R) for the final
scattering states?> B(=a, x) for the evaluation of the F(E)
operator of Eq. (10). Accordingly, M [ (g, E), is interpret-

J

Tpale', 6, E)="Tp"(e',e,E)+([M g

for the element 7, of the resonant-transition matrix. In
a traditional interpretation the elements of this matrix
give the amplitude of probability for the system to be
found in a final scattering state 3, provided it initially is
prepared in the scattering state a. Tp"(¢',e,E)
_Yﬁa(e €) gives the contribution of a pure resonant-
scattering event. From 7g,(¢’,, E) we can extract useful
information about the formation and the decay of the
core-hole state, i.e., we can obtain the transition matrix
for the photoionization and the x-ray or Auger emission
processes. Let us consider this in more detail.

It has been understood that the process is free from
PCI effects involving the primary photoelectron. One
consequence of this is that the whole resonant-scattering
event can be studied as if it occurs in two independent
steps: the formation and the delayed decay of the inter-
mediate (resonant) state.’*” From this outset we derive
an expression of the transition-matrix elements corre-
sponding to the photoionization process by writing an
element of the resonant contribution of the 7 matrix as

T, e, E)=([M 5 (", E)]'ITp(R)) . (12)
We observe that Tg5(e',e,E) is formed as a scalar prod-
uct between the ket |Y ! (R)) and the bra
([M z(&',E)]"|. The latter object clearly contains all in-
formation about the final channel 8 through W1, R).
The coupling between the resonant state and the final
channel is achieved through the operator (H —E) which
also 1s mc]uded in the bra ([M ;(c',E)] *|. Hence
([M (¢ E)] | contains all information about the decay-
ing event with the exception, however, of the population
of the vibrational levels in the intermediate state. These
pieces of information are certainly in the ket Y7 (R)).

(e, E)'|[E—H,(e, )—F(E)

ed as a source of probability which steadily feeds the in-
termediate vibronic population from the initial vibronic
scattering state a while the imaginary part of F(E), the
operator LT'(E), is associated to the decay rate of the in-
termedlate state ¢ to alternative final channels 3. Experi-
mentally I'(E) should correspond to the width of a band
associated to the intermediate state in an excitation-type
spectra. The A(E) term causes shifts on the intermediate
state BO potential energy surface so that the stationary
vibrational states of the intermediate electronic state
rather should be evaluated according to the modified
energy-dependent BO potential surface E‘,=E¢+sel
+A(E).

The resonant-transition matrix 7, which is derived
along with the procedure that led to Eq. (8), assumes a
simpler form if the final scattering states /3 are represent-
ed by an incoming wave boundary condition and, as be-
fore, the initial scattering state a by the outgoing wave
boundary condition. Explicitly, we have

17'M J(e,E)) (11

[

Let £, (R) be the complex, energy-dependent eigenfunc-
tions of the optical operator H¢(£e( )+ F(E), Wm(eel,E)
the corresponding eigenvalues, and m denoting vibration-
al quantum numbers. From these considerations we see
that

t"h"'(sel,e,E):

am

(Epn (R)YIZ(R)) (13)

is a proper element of the transition matrix for the excita-
tion process. The cross section for the primary photoion-
ization process is given by

Eltphm e JE, E)|2

o.phot

(6, +fiw—E) (14)

which, when combined with Eqgs. (13) and (9), leads to

(Ep, (R)G(r;R)A—E|W(r,R))
AE)+(i/2)T(E)

oo, ) —
© o % E—H,e, )—

X8(E,+Ho—E) . (15)

Returning to the study of the complete resonant-
scattering event we note that the elements of the
resonant-transition matrix of Eq. (11) can be factorized as

T e ,e,E)= 2tg'ﬁfay(s',E)t,f’f;m(eel,s,E), (16)
n

which explicitly shows the dependency of the transition
matrix for the photoionization process, Eq. (13), and with
13 (e, E)=([M 5 (¢',E)]"|&g, (R)) . (17)

The cross section corresponding to the x-ray or Auger
emission is then
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(e',E)]'1E£, (R (€5, (R)YIE(R)) [28(E 5+ —E)

nB n
2
([M 5 (&', E)] € g, (R &R, (R)IM [f(e,E))
. 8(&4+e —E)
o nz 2 E— W (E . E) ( B €
B n
M 5 (&', E)' €5, (R)) (g, (R)M (e, E))
«3 S (M e - 1lge, — L |~ 8(6pte —E) . (18)
ny | E—H,(e, )—AE)+(i/2)T(E)
I
Previously, Gelmukhanov et al.,'"'? Domcke et al.’ L (m ¢
and Kaspar et al.!® derived equations for molecular vib- 7 ; @i 2 7tV 9.+ 190! g,
ronic cross sections for photoionization and electronic i
decaying processes equivalent to Egs. (15) and (18), re- +2q'Aq,+ VY, 21

spectively. Domcke and Kaspar sglved iteratively the
equation for the transition operator 7 in a space spanned
by a direct product of an antisymmetrized product of
orthonormalized (discrete and continuum) electronic
one-particle states and a vibrational (harmonic oscillator)
state using a model molecular Hamiltonian which incorp-
orates a linear electron-nuclear coupling of motion
through the so-called first-order coupling constant.?

In order to derive computable expressions from the
photoionization, Auger, and x-ray emission cross sec-
tions, given above, we have to address the nuclear-motion
problem posed by the nuclear Hamiltonians H d> +F(E) of
the intermediate state and H y of the several scattering
channels y, including the initial one a. In this work we
will treat the problem for general dimensionality of the
motion, but we also confine ourselves to the harmonic os-
cillator approximation for all involved states. This has
the advantage that we can derive closed analytical ex-
pressions for the final cross sections. The solution for the
initial state nuclear motion is supposed to be known, hav-
ing the dimensionless normal coordinate {q,}. These
coordinates are related to the normal coordinates {Q,}
through q,=(0'*")!?Q,, where o' =0\"'s,; are the har-
monic frequencies associated to the ith normal mode of
the initial electronic state a. The solution of the
Schrédinger equation for this state is given by the well-
known wave functions

1 172 -4 12
Xoq,)= III 2""n,-!7r‘/2 ﬂ"i(qa, Je / (19)
with eigenvalues
€, .= o n+1), (20)
i
where #,(q, ) are the Hermite polynomials. For the

treatment of the nuclear motion of other ionic states we
take an expansion of the nuclear BO potential energy &g
(B#a) in a Taylor series, in terms of the dimensionless
coordinates q,, around the equilibrium geometry of the
initial state a defined by q,=0. Up to second order, the
approximated Hamiltonian H; reads

where the column vector k, with elements

1 ;
K,-=T/—;2—a[6’3(qa)-6

a(qa)]/aqa' &q“:O >

and the square matrix A, with elements

)\’ij :il‘az[éﬁ(qa)— 6a(qa)]/aqai aqaj |qa:0
are the first and second-order coupling constant, respec-
tively, as defined by Cederbaum and Domcke?’ and

Ba) _[éﬁ(qa a(qa)]lq“:O .

This approximated nuclear Hamiltonian has been
shown successful for producing vibronic profiles in
different types of electronic spectra such as valence- and
inner-shell photoelectron, Auger, x-ray emission, and
electron-molecule  resonant-scattering  spectra.®26~28
Even when the true potentials have large anharmonic
contributions this particular form of Hamiltonian has
demonstrated both qualitative and quantitative power for
predictions of vibronic band shapes.?®?° One reason for
this is that quadratic expansions of the potential energy
surfaces give a reasonably accurate nuclear Hamiltonian
provided the nuclei (in the excitated state) execute small
displacements around the center of the expansion q,=0.
Stated in a more precise way, whenever the final molecu-
lar geometry remains within the Franck-Condon zone for
times long enough for an experimental measurement,
then most probably the experimental outcome in the
form of a spectrum will be an image of the dynamics of
the molecular system only at the neighborhood of q,=0,
an indication that a theoretical account of the event may
not demand information about the full potential energy
surface (PES) but only about a local region of it. In other
words, if the Hamiltonian of Eq. (21) is used, the short-
time dynamics of the process is properly taken in ac-
count, and therefore the envelope of a vibronic band
should agree with results of a more rigorous calculation
but the finer details are poorly estimated. A demonstra-
tion of this statement is given in Ref. 25 in terms of
analysis of the moments of a vibronic line shape or in
Ref. 30 where a time-dependent description of vibronic
transitions is adopted.
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After the ionization has taken place, the nuclei are ex-
posed to a new energy potential & different from &,. It
implies that the coordinates q, are no more the normal
modes of the new energy surface & nor is ©'“ its set of
harmonic frequencies. Instead, still keeping the quadra-
tic form of the Hamiltonian of Eq. (21), we can consider a
new set of normal coordinates qg related to q, through
the linear transformation

qz=J"P"q,+o P . (22)
Define

l(ﬁm:(g[m)l/zL EIL/LG(QW))—IQ’ o3

d‘tﬁa)zx/ag— 1(1"3““1)‘;(' ,

where the matrices ¥ and Q (the prediction of the
excited-state harmonic frequencies) are determined by
solving the matrix equations

(24a)
(24b)

Gg=V G, V',
Q(a)_+_4}\':J(I3aJIQl(Ba) ,

and further, if the dependence of the kinematic matrix G
on the nuclear coordinates is neglected, Eq. (21) then as-
sumes the form

-~ 3 1
Hy=—13 o = qpQ
L D> 83 2 9529
- I TR+ VP (25)

L and G are the Wilson transformation and kinematic
matrices, respectively,31 and we have required that the L
transformation matrices are properly normalized towards
the G matrices of the actual state, i.e., defining them as
G,=L,L! and Gg=LsLj In general, J'B s not a
symmetric matrix although the transformation of Eq. (22)
[together with the condition of Eq. (24a)] does character-
ize an operation of rotation-translation in the normal-
mode coordinate space {Q,}.’> The Hamiltonian of Eq.
(25) is not the correct harmonic nuclear Hamiltonian for
the electronic state 3 because the matrices ®'® and Q are
not identical. While @'#’ is related to the curvature of &4
around qz=0, Q reflects the curvature of that potential
surface around q,=0. It is inherent in the method, how-
ever, that qg is the correct set of (dimensionless) normal
coordinates associated to Hg provided 64(q,) has an ex-
act harmonic behavior within the radius Itfﬁa)’ of a
hypersphere centered at —J#* " ' %) Nevertheless, if
we make the additional approximation of setting Q= @'?
we find

_ 92
Hy=—13 o7 s +iae,
i 95,
— k' P K+ Vi (26)

The Hamiltonian of Eq. (26) is then the correct harmonic
Hamiltonian for the nuclear motion of the molecular sys-
tem in the electronic level 8. The physical content of this
Hamiltonian differs from that of Eq. (21) in that they

focus on two different regions of the potential surface 6;
around q,=0 for the Hamiltonian of Eq. (21), whereas
around qz=0 for the one of Eq. (26). It is interesting,
however, to note that the predicted minimum of the
65(q,) surface does depend only on the ratio of its first-
and second-order coupling constants (and the initial-state
harmonic frequencies), i.e.,

qgin: _‘l(ﬁa)*lo':(ﬂa)z —‘/E(Q(Q)JF‘*Z\._)_]I? .

If g™ [roughly (')~ ')] is found to be small, Eq. (28)
is certainly a good (harmonic) approximation for the ex-
act 17/3 operator. However, the use of a closed form for
the J#* matrix Eq. (23) and the suggested approximation
of Q by @'® can seriously compromise the equivalence
between Egs. (21) and (26), since the condition in Eq.
(24b) can no longer hold. The correct procedure would
be to solve the system of equations (24) to determine J 7
and Q. However, in such a case we can simply ignore the
second-order coupling constant in Eq. (21) and obtain an
expression for Hy like Eq. (26) with ©'” and J B re.
placed by @'’ and 1, respectively. It has been argued?%?*
that such a level of approximation does, indeed, include
some anharmonic character of the 64(q,) surface near
the vertical point q,=0, i.e., the region where the vibra-
tional transition with strong intensities resides, while
weaker bands at the flanks of the progressions are com-
paratively poorly reproduced. As a conclusion we can
state that the form Eq. (26) is a good approximation for
the Hamiltonian FIB for the cases where (©'%') ™'k’ is small
(=1, say) whereas the simplified form Eq. (21) (with
A=0) constitutes a better approximation than Eq. (26) for
larger values of (@'*)) " 'k. See Refs. 28 and 29 for some
illustrations of these points.

The solution for Eq. (26) is straightforward; the wave
functions are

1 172 ~q3 12
Xglqg) = (ggle (27)
B qB I:I znini!ﬂ.]/z i B:
and the eigenvalues
el =o'tttV . 28

The quantity
Vo —3 (P /2)|oP|?

is readily identified as the difference between the minima
of the two electronic energy surfaces.

An equivalent treatment for the intermediate state
Hamiltonian operator FId:(EE, )+ F(E) is not straightfor-

ward due its nonlocal character and the implicit energy
dependence brought by the F(E) operator. However,
since we are here confining ourselves to analyze a limited
spectral range of energy, more precisely the one corre-
sponding to a few vibrational levels of the intermediate
state, it is reasonable to expect that within this range of
energy F(E) is a slowly varying function of E. This al-
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lows us to significantly reduce the complexity of the F(E)
operator just by removing its energy dependence. The
use of a nonlocal versus local operator has been rather ex-
tensively discussed in connection with resonant-electron
scattering, where the 2.3-eV resonance in N, is the prime
example.’* The ongoing improvement in energy resolu-
tion of x-ray and Auger emission spectra may, however,
call for explicit construction of the nonlocality of F to de-
scribe finer details in core-hole emission spectra. This
nonlocality problem enters into F through the projector
[W5e(r,R)){W¥g.(r,R)| incorporated in the product
M ;(e',E)[M g (¢',E)]" of Eq. (10). We see that vibronic
(intra-)channel mixing and nonadiabatic corrections to
the background subspace of wave functions [Egs. (3) and
(4)] together with the interchannel mixing and nonadia-
batic corrections between the intermediate approximated
wave function and those of the background [Eq. (10)] are
the factors which confer the nonlocality to F. It should
be noted that in spite of those factors, the function
\I//ir(r,R) still can be factorized as @Esl(r)xﬁ(k), the fac-
tor ¥ pe is not a simple function of R but rather a compli-
cated, nonlocal operator on the nuclear spatial coordinate
space [see Egs. (3) and (4)]. However, in a first-order ap-
proximation, we can obtain F considering only the elec-
tronic intra- and interchannels mixing. To do this we
refer to the closure relation for [x4(R)){xs(R)| and ig-
nore all terms where the nuclear kinetic energy operator
T are involved in Eq. (4), then in Eq. (3), and finally in
Eq. (10). At this level of approximation F'is transformed
to a local function of R and takes the form

l(¢(r,R)(H—T)—E[Wz(r;R))|?
[E —64R)—€ +iv] ’
(29)

which is to be compared to the nonlocal expression of Eq.
(10). Wi (r;R) is obtainesl by equations equivalent to
Egs. (3) and (4), where Vg, (¢',e) now is replaced by
Vs.(€',€;R) that only parametrically depends on the nu-
clear coordinate R.

Even though we have approximated F as an energy-
independent and (local) function of R, the intermediate
state is still described by a complex Hamiltonian. It im-
plies that the first- and second-order coupling constants
are complex and that we need to deal with a complex BO
energy surface E; and also complex frequencies 2. The
imaginary part of £ should be interpreted as a lifetime
contribution from each individual vibrational level to the
total lifetime I'. This vibrational contribution is, howev-
er, expected to be much smaller compared to the elec-
tronic one, so with a good approximation we can take
Re(2)=9Q. The above devised method resulting in Egs.
(21) and (26) will then holds also for the intermediate
state.

Using the set of approximation worked out above and
the zero-order outgoing and incoming wave functions, for
the initial state a and for all alternatives final channels 3,
respectively, i.e., considering only the first term of the
right side on Eq. (3), we obtain the following expressions
for the cross sections (15) and (18), for photoionization
and Auger or x-ray emission, respectively,

F(R)=§llir}) [de

|<§En(q)|mel(q)|Xna(q))|2

aﬁhm(sel Ja 3
@

a

lﬁw—‘l(f'“"—A(O)—Ee1 + 2[((0',-‘”n

and

—on)— LAw)] ]2+%r2(0)

(30)

X (@ M(@)1E, (@) (E, (@) M(@)x, (@)

a_%l’";liSS( El,g’E ) o 2

(31)

ng | [s'+zgﬁ¢>—A(0)+2[(wt.f”nﬁ,—w§¢>n,>+%Aw‘,ﬁ¢’]]+ér(0)
i

The quantities M (q) and M (q) correspond to the electronic transition moments, A(0) and I'(0) the energy shift and

the lifetime evaluated at q,=0, respectively; and Ao =" — oY

In our treatment the decay takes place from the

point on the intermediate potential energy surface where this state was populated in the primary photoionization pro-

cess. The terms
z(aﬁa)._; V;)dm) +%w§-¢)10£~¢‘1)|2

and

I(Bé): Vé)ﬁd)) _'_%2 (w(¢)|O.E_dia)'Z_w(/i)lo(iBaJP)
i

represent the predicted difference between the minima of the potential energy surfaces of the initial and intermediate
states and the intermediate and final states, respectively. V{*" =E'*(0)—E'"(0), as before, correspond to a vertical
electronic energy difference between the states u and v evaluated at the equilibrium geometry of the initial molecular
ground state, q,=0.

The line profile for the decay processes, Eq. (31), differs from the pattern that would be formed by a superposition of
a set of displaced Lorentzian shaped lines, characteristic for the ordinary ionization processes in molecules, Eq. (30).
We find instead that the shape of bands that contain a number of final vibronic state ng is given as a sum of direct and
interference terms. The direct contributions are formed, for each n, and ng, as a set of Lorentzians bands
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1< (@M)€, (@€, (@M, (a)) ]
e +TP—A0)+ 3 [(0Png —wi'n;)+ LAwP?] |24+ 1T%0)

o¥i(ngnye e, E) Y (32)
n

corresponding to the sequential events of formation and decay of the nth vibrational level of the core-hole state. The in-
terference contributions (cross terms) read

Xnpl @M)€, ())&, (@) My(q)x, (@)

opeingnge, e, E)c 3 3 -
n m(#n) [E'+‘ziﬁé)'—A(0)+ E [(wiﬁ')nﬂ —wﬁ-“nﬂ%—%AwﬂB"b) ] +—;—F(O)

(Xnpl@) I MY(QE,, (q) M ém(@IMy(@lx, ()
X , (33)
{e’+‘§1‘f¢’—A(0)+ S [(0Png —o!®m,)+1a0?] ] +ér<o>

and correspond to second-order-like contributions for the combined process of formation and decay of the core-hole
state where virtual vibrational transitions n<>m (m=n) are possible during the time (I’ ”!) of the existence of the inter-
mediate state. Equation (33) has two interesting limiting cases which can be checked by inspecting the ratio

T,(ng)—7,(ng)

o) (n#*m) ,

Ynm =

where

Tu(ng) =TLO)—A)+ 3 (0fng —o?n; + LAw?)

is the transition energy between the vibronic levels n [=(n,n,, . . .)] of the core-hole ¢ and final j3 states, respectively.
If v ,,, >>1 for any choice of n and m (n#m), the interference terms [Eq. (33)] do not appreciably contribute to the total
cross section [Eq. (31)], and we expect well-defined Lorentzian-shaped peaks forming progressions associated to each in-
dividual vibrational level n 5 of the final electronic state 5. At the opposite extreme we have ¥, <<1, at least for an ap-
propriate range of indices m7n. In this case, the intermediate state can be thought of as having a very short electronic
lifetime, i.e., T ~!(0) << 1, so that in the scattering event the intermediate vibrational fine structure cannot be discerned

from a broad continuum background. Equation (31) can then be rewritten as

€&, (@) M(@) M)y, (@)

Uﬁa(na,E;y <1« z
"B

where E=e—¢’, e =~ T\**)(0) showing that, in the y,,, <<1
regime, a single series of vibrational bands will be formed
for each initial vibrational quantum numbers n,. Close
resemblance of this spectrum with the one corresponding
to the electronic transition S«—a, having a broad back-
ground due to the possibly large value of I'(0), should be
observed.

We thus see that the interference terms, Eq. (33), con-
tribute with decreasing degrees of importance for the
evaluation of Eq. (31), as we pass from the y,, <<1 to
the y,,, >>1 regime. Of special interest are the cases
where y,,, =1. As a rule, provided that at least two vi-
brational levels are sufficiently populated in the inter-
mediate state, the interference terms, Eq. (33), cannot be
excluded from Eq. (31), and as a consequence, deforma-
tions in the shape of the bands of the direct spectrum
should occur. These deformations can result in a dis-
placement of the position of the intensity maximum of
the electronic band and, even, drastically compromise
spectroscopic analysis of emission spectra of molecular
short-lived electronic states.>*

[E— [z‘fﬂ’(ow S (@Png —o¥n, + 10, ] ]2+%r<0)2
i

III. COMPUTATION

From the analysis it is clear that a full ab initio con-
struction of vibronic emission spectra from short-lived
states requires knowledge about several quantities. Some
of these are nontrivial to obtain ab initio. These quanti-
ties refer to equilibrium geometries, energy related pa-
rameters such as force fields, vibrational energies, vibron-
ic coupling constants, normal coordinate transformation
matrices, excitation and deexcitation electronic transition
moments, i.e., photoelectron, x-ray, and Auger moments,
nuclear variation of the electronic transition moments,
core-hole state lifetimes and lifetime gradients, and
discrete continuum-interaction energy shift and the nu-
clear variation of this shift. The intention of the present
applications is to explore the relative importance of these
quantities for the construction of the final x-ray and
Auger emission band of water. Our goal is to employ re-
liable numerical values for these quantities, but we do not
intend to discuss their calculation in any detail.

Equilibrium geometries and the energy-related quanti-
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ties are obtained from multiconfiguration self-consistent
field (MCSCF) calculations using many-centered Gauss-
ian basis functions. These quantities are obtained in the
present work for the ground and la, core-hole state. All
matrix elements, including the electrostatic interaction
elements with the continuum functions (lifetime I' and
shift A) and their geometry dependencies are obtained
from one-center, expanded basis sets including Slater and
trigonometric functions. Calculations of the continuum
functions were performed within the static-exchange ap-
proximation and the relevant cross sections were ob-
tained by means of Stieltjes imaging. Except for the pho-
toelectron and x-ray moments, which are obtained here,
these quantities have been evaluated for water in our re-
cent publications.!”"!® We refer to these publications for
explanation of the methods and of computational details
including checks on stability of results with respect to
choice of basis sets. The photoelectron and x-ray mo-
ments were obtained within the sudden and dipole ap-
proximations using the same basis sets as for the other
matrix elements, see Refs. 17 and 19, and using mutually
nonorthogonal sets of orbitals for initial and final states.
The MCSCF calculations were of complete active-space
type using a basis set®> that previously was employed®® to
calculate potential energy surfaces for some of the states
included in this investigation. The choice of complete ac-
tive space (2—5a,1—2b,,1—2b,) was checked for a few

states against combined MCSCF and multireference
externally contracted configuration-interaction (CI)*® cal-
culations. We then did not find any significant variation
of either the coupling constants or the vibronic spectra.
The multidimensional nuclear integrals necessary to
evaluate the intensities of the vibronic transitions were
computed by using a modified Sharp and Rosenstock
generating-function method.?’

IV. RESULTS AND DISCUSSION

A. Excitation spectrum

The vibrational probability distribution of the inter-
mediate core-hole state is given by the H,O (la;!) pho-
toionization spectrum and can be theoretically repro-
duced according to Eq. (30) in Sec. II. We have comput-
ed the quantities needed as input for an application of
this equation, viz., the spectroscopic parameters referring
to the ground and to the core-hole states, the first-order
coupling constants, electronic transition moments and
their dependence on the nuclear coordinates over a range
of nuclear geometries around the ground-state equilibri-
um, lifetime width, and the energy shift. The results for
these quantities are collected on the Tables I(a), II, III,
and IV, respectively.

TABLE 1. Geometrical parameters and first-order coupling constants k¥ for the ground neutral
X 'A4,, core-hole 4 ,(1a; '), and x-ray final states X 2B,(1b7 ') and B 2B,(1b; ). R is the interatomic

O—H separation and 8 the H—O—H angle.

X'4, 2A4,(lah
Theoretical® Experimental® Theoretical® Theoretical®
R, (au) 1.8207 1.8088 1.8274 1.790
0., (deg) 105.3 104.52 119.0 122.4
w, VY 0.479 0.477 0.448 0.492
w, (V) 0.209 0.205 0.166 0.176
(fee+Sfer) (@) 0.5406 0.536 61 0.4780 0.5837
Sfro (au) 0.0163 0.014 65 0.0028 0.0033
Sfeo (@) 0.0509 0.048 89 0.0311 0.0350
X B, BB,
Experimental? Theoretical® Theoretical®
R (au) 1.8878 1.9037 2.1543
6., (deg) 110.3 108.50 54.98
w, (V) 0.402 0.420 0.329
w, (V) 0.177 0.188 0.200
Foe+fer) (@) 0.3809 0.421 0.2262
fro (@an) 0.0093 0.0319
feo (au) 0.03597 0.0410 0.0614

?Present results (see text).
SReference 38.
‘Reference 39.
dReference 40.
‘Reference 41.

Indices 1 and 2 refer to the symmetric stretching and symmetric bending normal modes, respectively.
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TABLE II. First-order coupling constants and vertical electronic transition energies (eV) evaluated
at equilibrium geometry of the ground state of H,O. Indices 1 and 2 as in Table I.

Tonic states Ky K, AEYet AE?diab
Core-hole
24, (la;t) —0.0264 —0.1224 539.649 539.580
Final x-ray
X2B,(1b;1) —0.1970 —0.0492 11.796 12.615°
A24,(3a7") —0.2090 —0.4582 13.995 13.839°
B2B,(1b51) —0.6252 0.5094 18.428 17.189°
Final Auger
"4,(1672) —0.6866 —0.1180 39.64
'B(1b;'3a; ") —0.7658 —0.4983 41.41
"4,(3a?) —0.8096 —0.8511 44.52
Y4,(167 165 Y) —1.1694 0.4137 45.06
'B,(3a;'1b; ") —1.1884 0.0011 47.36

2Taken from Ref. 40.

TABLE 1III. Linear dependence of photoelectron and x-ray transition moments
M(gy,q,)=My(1+a,q,+a,q,). q, and g, are the dimensionless stretching and bending normal coor-
dinates.

Transition M, (a.u) a, a,
24,(la; )X '4, 0.876 6 —0.7195% 102 —0.17917X107°
X1B,<24,(la; ") —0.063 5 —0.5394X 102 0.9603X10"*
A24,<*4,(1a; ") —0.05544 —0.5694%X 1072 0.040 8
BB,<24,(1a;") 0.0549 —0.01167 —0.01287
gl xPs 1a;! Band @] gl xPs1ta;' Band (b) |

,’;g St Ho0 23t Ho0
s gt s gl
< <
2o Lo
caQ =R
o o
-54.0.8 -54‘0.4 -5I40 >53IQ.6 —53‘9.2 -54.08 ~54.0.4 -540 -539.6 -539.2
Energy (eV) Energy (eV)
gl xPS 1a;' Band ©] g} xps 1a;' Band ) |
g 8t HoO ;g St Ho0O
g3 g2 |
el | J
= 3 B Y
& 2
2o 2o
cuo e«
o o
-54.0.8 ‘54.0.4 -5‘40 ~53A9.G -53.942 -540.5 -540 -539.5
Energy (eV) Energy (eV)

FIG. 1. H,O(la; ') photoionization spectrum. (a) FC1°, (b) FCJC, (¢) NCJ°, and (d) NCJ©.

I&
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TABLE IV. Decay-rate function and energy shift for the
core-hole state of water. All quantities are in units of eV and

were evaluated at the neutral ground-state equilibrium
geometry, /(a)=£(0)+f, 4+, 4.

f f(0) fq,(0) f4,{0)
I(q)* 0.15 ~0.8722X 1073 0.1308 X 102
A(q)° 0.06

“Reference 17.
"Reference 18.
‘Reference 19.

The simplest method we can employ to compute the
photoionization spectrum, Eq. (30), is to adopt the
Franck-Condon (FC) approximation for the vibronic
transition, i.e., to assume the electronic moment transi-
tion M (q) constant over the normal coordinates, and to
use the same force field for both initial ground and final
core-hole electronic states. Next we introduce the com-
plete transformation matrix J. The non-Condon (NC)
character of the transitions will be taken in account
through a linear dependence of the electronic moment on
the normal-mode coordinates. Finally the variation of
lifetime with nuclear coordinates is considered. These
levels of approximations are denoted FC1°, FCJ°, NCJ°,
and NCJ©, respectively. In Table V we present the vib-
ronic intensities for each of the cases described above.
From this table we observe first that the H,O(la; !) vib-
ronic band essentially is formed by excitations of the
bending normal mode with the (00«—00) transition as the
strongest one. The introduction of the complete matrix
J, Table VI, brings about some redistribution of the in-
tensity for the lines belonging to different vibrational pro-
gressions. This is also reflected by the value of the
(00«—00) transition which experiences a reduction in in-
tensity in favor of the higher ones. As we go to a linear
non-Condon approximation—case NCJ°—we observe
that the strengths of the transitions (n,n,<-00) do not
differ much from that of the Franck-Condon FCJ? case.
This is reflected by the relative small linear coefficients
for the relevant electronic transition moments, shown in
Table III.

The inclusion of the effect of a nonconstant linewidth is
possible through calculation of the complex first-order
coupling parameters with an imaginary part given by
1/(2v2)V,[T(q)]y. Table IV shows the gradients
ar/aql and 8[“/aq2 evaluated at the equilibrium

TABLE V. Strength of the symmetric stretch (n;) and bend
(n,) vibrational transitions accompanying the la, photoioniza-
tion of water.

n "y FC1° FCJ° NCJ° NCJ ¢
0 0 0.6986 0.4586 0.4580 0.4580
0 1 0.2485 0.3907 0.3906 0.3906
0 2 0.0442 0.1273 0.1274 0.1274
0 3 0.0052 0.0184 0.0184 0.0184
0 4 0.0005 0.0009 0.0009 0.0009
1 0 0.0021 0.0027 0.0030 0.0030
1 1 0.0008 0.0009 0.0011 0.0011

TABLE VI. Normal-mode transformation matrix J is given
along with the experimental force fields as used for the X '4,
ground and X >B, ionic states and the theoretical force field for
the 24,(la; ") and B 2B, ionic states (see Table I).

g5’

qg’

n

9a

(2)
a

=J

X'4,

24,(1a;h) [ 0‘9675—0.0772]

0.0243 0.8986
0.9391—0.0192
0.0070 0.9594

0.7768 0.4305
—0.2330 0.9311

X 2B, [

BB, [

geometry of the neutral initial state, q, , =0. Except for
the fundamental transition, the Franck-Condon ampli-
tudes are now complex quantities. However, the intro-
duction in our calculations of a nonconstant lifetime
width does not imply any noticeable change of the values
for the calculated Franck-Condon factors—compare the
result for the cases NCJ? and NCJ. This result is also
expected considering the smallness of the lifetime gra-
dients compared to the (real) coupling constants. We
thus have an example of an electronic transition where
the validity of a constant resonance width approximation
is quantitatively established.'®

Figures 1(a)-1(d) show the produced spectra for the
four considered cases FC1°%, FCJ?, NCJ°, and NCJ Y, re-
spectively. The FC1° and FCJ° cases have previously
been investigated in Ref. 28, with results that compare
quite well with the present ones.

As illustrated in Fig. 1, there are three bending quanta
n, (=0,1,2) excited in the H,O(la; ') photoionization
process. The core-hole state has a predicted decay rate of
0.15 eV (Ref. 17) which is close to the differences of adja-
cent vibrational energy levels. We have, therefore, a
good example of necessary conditions for the appearance
of lifetime-vibrational interference effects in vibronic
bands of core-hole emission. In the next subsections we
study the H,O decay spectra and derive the shape of
some x-ray and Auger vibronic bands, paying special at-
tention to interference effects in the vibrational structure.
In all cases we shall, however, continue using the har-
monic oscillator approximation for the nuclear-motion
problem, which will be the main limitation in the experi-
mental comparison. Since we are interested in comparing
individual electronic bands only and not the full spec-
trum we use experimental adiabatic ionization energies
for the intermediate and the final state to position the
theoretical vibronic bands. For all calculations discussed
below we find that the constant resonance width and
crude adiabatic approximations are valid, and we do not
comment on this further.

B. X-ray emission

The experimental x-ray emission spectrum of the
H,0"(la ~!) ion shows three main bands in the energy
range of 520-530 eV (Ref. 42) [see Fig. 4(b)]. These
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bands are assigned to electronic transitions leading to the
creation of single valence-hole states, X’ZBI (526.8 eV),
A%A, (525.1eV), and B ’B, (520.4 eV) of the H,0O" ion.
The observed line broadenings agree with the character
of the nonbonding (1b,), the angle bonding (3a,), and the
angle antibonding (1b,) orbitals, respectively.

Figure 2 displays the computational results for the first
x-ray band. Figure 2(a) was obtained by using a unit ma-
trix as the normal coordinate transformation matrix J of
the intermediate la; ' core-hole state, but keeping the
complete matrix J relative to the 1b ,_1 final electronic
state (thoughout this paper these matrices are construct-
ed by using entries referring to the neutral ground and to
a specified ionic state). The direct spectrum (dotted line)
has four intensive transitions corresponding to (00«00),
(01<-00), (10<-00), (11<-00), and (20«-00), from right to
left. The inclusion of interference effects (dashed line)
causes some changes on the band profile in the neighbor-
hood of the main line. Briefly, it acts constructively near
the position of the line (00<—01) transition and at the left
side of the main line, extending over the (01<+-00) transi-
tion, and destructively in the regions in between the posi-
tion of the pairs of lines (00«—01)-(00<-00) and (01<—00)-
(10«<-00). The minor role played by the interference

effects on the total line profile (curve in solid line) is
mainly due to the lack of stronger excitations of the
intermediate-state vibrational levels, when using a unit
matrix J [see Fig. 1(a)]. The final shape of the x-ray band
is derived by convoluting the theoretical spectra by a
Gaussian function having a full width at half maximum
(FWHM) of 0.35 eV, representing the instrumental spec-
trometer function.* The convoluted spectrum, the
dashed-dotted curve in Fig. 2(a), shows a FWHM of
~0.52 eV. The situation is somewhat changed when we
introduce new transformation matrices J for the inter-
mediate and the final 15 ! states. Figures 2(b) and 2(c)
show more realistic spectra produced by the use of the
complete matrix J for the intermediate state and a unit
matrix, Fig. 2(b), or the complete one, Fig. 2(c), for the
final state. No noticeable differences can be seen compar-
ing the curves in these two figures and, together with an
analogous comparison between Figs. 1(a) and 1(b), we see
that for the first x-ray band the inclusion of normal-mode
mixing effect is far more important for the description of
the intermediate state than for the final 15, ! state. This
conclusion is pefectly understandable if we inspect the
respective matrices J for these two states, see Table VI.
The large off-diagonal and the smaller (bending-mode) di-

3 X-ray X2B1 Band (a) gl Xray X2B1 Band (b)
= / of
mn @
£ 2 H>0O
< ,'Q c 2
. :
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Saf £}
S £
o} o}
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2 2
s} X-ray X“B4 Band (c) s} X-ray X“B4 Band : (d)
) 0 /
sep 0 sl
g £
<3 8
> =
‘g wn .g {Te)
2 o 2 9 o~ F
=S £
ot oF

526 527 528
Energy (eV)

526 527 528
Energy (eV)

FIG. 2. First x-ray emission band of H,0": X 2B(1a; '«1b,). Results for different normal-mode transformation matrices for
the intermediate J;,, and final J, electronic states. (a) J;,, =J,=1, (b) full J;,, (see Table VI) and J,=1, (c) full J;,, and J, (see Table
VI). In all cases, dashed, broken and solid lines correspond to the direct spectrum [Eq. (32)], interference spectrum [Eq. (33)] and the
complete spectrum [Eq. (31)], respectively. (d) Corresponds to convolution of the Gaussian “instrumental” function (LWHM)=0.35
eV) with the direct (dotted line) and complete (solid line) spectra of (c). The curve with chain-dotted line in (a) is the Gaussian convo-

lution (FWHM =0.35 eV) of the spectrum in full line.
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agonal elements in the matrix J of the intermediate state
are sufficient to account for the differences observed in
Figs. 2(a) and 2(b) [or 1(a) and 1(b)] while the use of the
matrix J close to unit for the 15 ! state produces similar
profiles for the spectra in Figs. 2(b) and 2(c). The direct
contribution to Fig. 2(c) (dotted line) is formed by pro-
gressions of the bending mode in the final state rather
than by the stretching progression as was the case in Fig.
2(a). Besides, the line corresponding to the first-harmonic
(00<-01) transition has gained intensity and is perfectly
distinguished on the right side of the main line. The in-
terference contributions (dashed line) have the same gen-
eral qualitative behavior as before, but is now quantita-
tively stronger. The reason for this is that the strength of
the interference effects is directly related to the degree of
vibrational excitations in the intermediate state, which is
stronger after the introduction of the complete matrix J
[compare Figs. 1(a) and 1(b)]. These effects are responsi-
ble for the changes between Figs. 2(a) and 2(c). With the
incorporation of the spectrometer broadening of 0.35 eV
we obtain the spectra shown in Fig. 2(d). The interfer-
ence affects the final band profile (solid line) by slightly
shifting its maximum towards higher energies and reduc-
ing its FWHM by =0.7 eV with respect to the direct
spectrum. The computed FWHM amounts to 0.64 eV.
The second band of the x-ray emission spectrum (525.1
eV), corresponding to the linear valence 4 24 | State, was
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computed exploring the use of a unit and a nonunit ma-
trix J for the intermediate state and a unit matrix for the
final ionic state. The particular choice of a unit final-
state matrix J was motivated by the relatively large value
of the ratio k,/®%* which indicates that such a transfor-
mation matrix should better characterize the 424,
state, according to the discussion in Sec. II. Actually, the
corresponding band of the photoionization spectrum,
which shows a single progression in the n, bending nor-
mal mode and strong anharmonicity of the potential en-
ergy surface along this coordinate,*®*>* is quite well
reproduced if we employ the first-order coupling con-
stants (see Table II) and a unit matrix J,** [see Fig. 5(b)].
Figures 3(a) and 3(b) display the results for the second
band of the x-ray spectrum considering these two cases
discussed above. It is observed that the band shows a
progression in the n, mode, quite equivalent to that of
the photoelectron (3a;!) band****** [see Fig. 5(b)] hav-
ing the intensity maximum for the peaks n=6,7. Again,
the interference effects are stronger when mixing of the
normal modes of the intermediate state are introduced,
Fig. 3(b), although we see that they already have consid-
erable strength even in the absence of the normal-mode
mixing, Fig. 3(a). For both cases, the interference causes
a reduction in the intensity of the peaks with n, lower
than 7, while the opposite holds for the peaks with n,
larger than 7. The consequence of this effect is apparent-
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FIG. 3. Second x-ray emission band of H,0": 4 *4,;(1a;'<3a,). (@) J;s,=J,=1, (b) full J;,, (see Table VI) and J,=1, (c) as Fig.
2(d). The dotted, broken, solid, and chain-dotted [(a)] lines as for Fig. 2.
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ly a shift of =0.13 eV towards the lower energies and
narrowing of the width by =~0.09 eV. The general shape
of the band, however, is maintained. The convoluted
spectra are shown in the Fig. 3(c). The curve with solid
line, which includes interference, has a FWHM of 1.45
ev.

As was the case for the second 3a 1_1 band, the theoreti-
cal analysis of the third x-ray band can be carried out
considering only a unit matrix J for the B 2B2 state. The
first-order coupling constants for this state are presented
in Table II. Their relatively large values imply a large
normal-mode-shift vector, ¢’ [Eq. (23)], and, consequent-
ly, strong excitations for both n, (stretching) and n,
(bending) normal modes accompanying the electronic
transition. By using unit or complete matrices J for the
intermediate la; ' electronic state, we obtain the results
displayed in Figs. 4(a) and 4(b), respectively. As mani-
fested in the two previous cases, the introduction of a
more realistic matrix J for the intermediate state results
in an increase of intensity for the progression formed by
transitions from the n, mode in the intermediate state

and, also, its combination bands. The interference effects
(dashed lines) reduce the intensity of the lines lying on the
lower-energy part of the vibronic band, while the oppo-
site holds for the high-energy region. The convoluted
curves of Fig. 4(b) are shown in Fig. 4(c). We see that the
interference narrows the FWHM of the band in dotted
lines by =~0.3 eV, shifts the band towards higher energies
by about 0.7 eV and breaks its apparent symmetric shape.
The FWHM of the final band (solid line) is 2.8 V.

_ Although the results for the two first bands (widths,
relative shifts, and shapes) can be considered quantita-
tively correct, the same cannot be said about the third
band. The first-order coupling constant of the B 2B, ion-
ic state can only roughly reproduce the corresponding
third band of the experimental H,O photoelectron spec-
trum,*>434* see Fig. 5(c) and Ref. 45. The partial failure
verified for the B 2B, band analysis may be attributed to
the crossing between the potential energy surfaces of the
B’B, and 4?4, ionic states at the angle of ~72°.%
Since the nuclear Hamiltonians we are dealing with are
individually defined for each electronic potential energy
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surface, nothing regarding the perturbations due to curve
crossings and/or the presence of near-lying electronic
state(s) are inherent in our results. Therefore, we believe
that the B 2B, photoelectron and its corresponding x-ray
emission bands suffer from the shortcoming of the Born-
Oppenheimer separation of the nuclear Hamiltonian in
our calculations.

Finally, Figure 6(a) presents the calculated H,0O(la; !)
x-ray vibronic spectrum in the energy region of
515.5-528.5 eV, including the three main bands. The
bands of the direct spectrum (dotted line) was positioned
by computing its corresponding adiabatic transition ener-
gy as a difference between the adiabatic ionization poten-
tial of the intermediate and final electronic states, see
Table II. The relative intensity of these bands was taken
from the experimental spectrum,*? Fig. 6(b). The overall
agreement of the computed and the experimental spectral
profile is good. We observe that the effects of the
vibrational-lifetime interference is of some importance for
the experimental determination of adiabatic and/or verti-
cal transition energies due to the apparent shifts caused
for the vibronic bands. This is even more so for a de-
tailed vibrational analysis because of the suppression,
creation, or distortion of the fine structure in the vibronic

bands. Certainly, a real test of the predicted vibrational
spectrum needs better resolved experimental bands.

C. Auger emission

The Auger spectrum of water shows two main struc-
tures in the energy region between 490 and 500 V.48
The experimental spectrum is shown in Fig. 7 together
with a theoretical spectrum obtained by our recently dev-
ised Stieltjes imaging technique for Auger spectra.!’
The experimental structures originate from the contribu-
tions of five electronic transitions that leave the mole-
cule in double-ionized singlet states 'A,(1b;?),
'By(3a;'1bY, '4,3a;?, '4,(1b5'16;"), and
'B,(3b5'3a;!). We have chosen these singlet states to
illustrate the role of the vibrational interference in Auger
emission.

The first-order coupling parameters for all of these
states, shown in Table II, suggest that it is possible to ob-
tain fairly good vibronic profiles if we only use unit
normal-mode transformation matrices J for all final
states. As the use of full matrices J already has been dis-
cussed in detail for x-ray emission, no attempt will be
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made towards a more accurate.description of the vibronic Figures 8-10 show the bands corresponding to the
bands regarding the definite vibrational line positions and  transitions leading to the final ionic states 'A,(1b,2),
changes that might be introduced by the normal-mode- 'B,, and 'A,, respectively. Using a one-particle
mixing effects. language, we consider these three states as formed by a
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removal of an extra nonbonding 1b, orbital from each of
the three x-ray final states, X °B,, 4 24, and B 2B,, re-
spectively. We observe from Table II that combinations
of the single-ionic (x-ray emission) «, coupling constants
predict the corresponding double-ionic (Auger emission)
coupling constants rather well. This, however, does not
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FIG. 8. H,0"%(1b;%)«—H,0"(la;!) Auger emission band.
Full J;,, (see Table VI) and J,=1; the dotted, broken, and solid

lines as in Fig. 2.

48). The bars represent resutls from calculations in Ref. 17.

hold for the x, constants, which may be an indication of a
larger correlation (or differential correlation) effects for
evaluating the stretching coupling constants. Further to-
wards the low-kinetic energy side we expect, however, a
complete failure of such combination rules due to the im-
portance of the static-correlation effects. The Auger 'B,

. 3 .
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FIG. 9. H,0%?(3a;'1b{)<—H,0%(la; ") Auger emission
band. Full J;, (see Table VI) and J,=1; the dotted, broken,
and solid lines as in Fig. 2.
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FIG. 10. H,0"*(1b5 '1b; )«—H,0" (la(‘) Auger emission
band. Full J,, (see Table VI) and J ,=1; the dotted, broken,
and solid lines as in Fig. 2.

band, Fig. 9, and 1A2 and, Fig. 10, resemble to some ex-
tent their x-ray counterparts, Figs. 3(b) and 4(b), respec-
tively, showing similar vibrational progressions and in-
terference patterns. On the other hand, the Auger

A,(1h; ") and the x-ray X 2B,(1b; ") bands differ con-
siderably from each other with respect to the number of
excited n, stretching levels, a direct consequence of the
large value of «, for the former state. The n, bending
progressions are completely hidden by the stronger n,
progression although we still observe an interference con-
tribution (dashed line) that almost periodically shows the
pattern present in Fig. 2(b). The Auger bands corre-
sponding to the formation of the ' 4,(3a %), Fig. 11, and
‘Bz, Fig. 12, ionic states are both considerably excited in
the n, mode, but they show different levels of excitations
with respect to the n, mode. It is observed that the in-
terference effects for the ! 4,(3a; ?) state show the same
general behavior as for the Auger 'B, and x-ray A *4,

+ -
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FIG. 11. H,0"*3a; 2)«H,0%(la; ") Auger emission band.
Full J;,, (see Table VI) and J, =1, the dotted, broken, and solid
lines as in Fig. 2.
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FIG. 12. H,0"X(1b; '3a;")«H,0"(la; ") Auger emission

band. Full J,, (see Table VI) and J,=1; the dotted, broken,
and solid lines as in Fig. 2.

cases, i.e., constructive character on the low-energy side
of the vibronic band and destructive on its high-energy
side, giving an apparent shift to the band towards the
lower-energy region.

As a final remark, we observe that the five studied
Auger bands have their calculated vertical 1omzat10n po-
tent1a1 separated by about 2-3 eV, except the '4,(3ay 2)
and ! 4, ones which lie only ~0.1 eV from each other.
In accordance with analysis of the x-ray B B, band in
the previous section, we expect that the present results
for the Auger bands have only a semiquantitative quality
since the density of states probably calls for a solution of
an improved nuclear Hamiltonian where nonadiabatic
corrections are explicitly taken into account.

V. CONCLUSIONS

The first aim with the present work was to derive vib-
ronic cross sections for x-ray and Auger decay from
short-lived core-holes states in molecules starting from
the Aberg’s description of atomic x-ray and Auger decay
as multichannel-scattering processes. The derivation in-
cludes a scattering-matrix formalism in which the intra-
and interchannel interactions as well as nonadiabatic
corrections are introduced. Computable expressions for
x-ray and Auger emission are derived assuming the har-
monic approximation for the nuclear motion.

We find that the vibrational profile of a decay spectrum
from a short-lived state depends on several spectroscopic
parameters and other quantities related to the states in-
volved in the transitions. These refer to force fields, equi-
librium geometries, variation of electronic moments with
geometry, lifetime and discrete continuum-interaction en-
ergies and their geometry variation. A second aim with
the present work was to demonstrate by means of a few
numerical applications the relative importance of all
these quantities in the construction of multidimensional
vibronic x-ray and Auger spectra. Truly ab initio and re-
liable values have been calculated and used for all quanti-
ties involved.
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We find for all the studied cases a negligible influence
on the spectra from lifetime-nuclear variation (constant
resonance width approximation holds), from nuclear vari-
ation of electronic moments (crude adiabatic approxima-
tion holds), and from the discrete continuum-interaction
energy shift. However, for all cases we find considerable
influence from lifetime-vibrational interference. In fact
the present results indicate that for multidimensional vib-
ronic spectra there can be substantial lifetime-vibrational
interference even when the intermediate core-hole states
are only moderately excited vibrationally.

We have also explored the role of different approxima-
tions in the treatment of the nuclear motion. All these
approximation levels are confined to the harmonic ap-
proximation. - This gives the possibility to derive fully
analytical expressions including the lifetime parameters
for all approximation levels. These levels refer to the use
of vibronic coupling constants, diagonal force fields, and
full (nonorthogonal) transformations between the sets of
normal coordinates. The constructed vibronic profiles
are found rather dependent on the choice of these ap-
proximation levels and so are also the finer details of the
lifetime-vibrational interference. When there are consid-
erable vibrational excitations, i.e., situations where the
harmonic approximation is limited, the use of first-order
vibronic constants seemingly gives better results than the

full normal-mode transformation matrices. The latter
give the exact cross sections in the harmonic case, but
may greatly exaggerate combination bands otherwise.
This observation is also in line with the analysis of
Domcke and Cederbaum,’®?° who showed that some de-
gree of anharmonicity is accounted for when calculating
vibronic intensities by first-order coupling constants. Fi-
nally, we find one case in the x-ray emission spectrum
where our Born-Oppenheimer based analysis breaks
down. We believe that this is a more common situation
for Auger spectra due to the comparatively high density
of molecular two-hole states.
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