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The asymptotic time behavior (~ ct"%/2, where d is the dimensionality of the system) of the
velocity autocorrelation function and of the kinetic parts of the correlation functions for the
shear viscosity and the heat conductivity is derived on the basis of a local equilibrium assump-
tion and the linearized Navier-Stokes equations. The coefficients c are expressed in terms of
the transport coefficients and thermodynamic quantities. The physical mechanism responsible
for the long-time tail is indicated, and the connections between the present work and investi-
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gations based on molecular dynamics and on kinetic theory are discussed.

I. INTRODUCTION

Until recently the velocity autocorrelation func-
tion and other time correlation functions relevant
for the computation of transport coefficients were
believed to decay exponentially for long times. The
evidence supporting this belief was partly furnished
by semiphenomenological theories such as the
Langevin equation, and for dilute gases the Boltz-
mann equation strengthened the case for an expo-
nential decay. However, Alder and Wainwright, !
in their molecular-dynamics study of systems of
hard disks and hard spheres, discovered that the
velocity autocorrelation function does not decay
exponentially for long times. On the contrary, they
observed a long-lived tail of the form /2, where
d is the dimensionality of the system. Alder and
Wainwright furthermore proposed a hydrodynamical
explanation of their observations in terms of a
numerical solution of the Navier-Stokes equations.
Zwanzig and Bixon? also based their work on a
hydrodynamical model and reached a similar con-
clusion for the asymptotic decay.

Dorfman and Cohen, ® on the other hand, studied the
the correlation functions from the point of view of
kinetic theory. Taking into account more elaborate
collision sequences than the uncorrelated binary
collisions contained in the Boltzmann equation, they
were able to show that not only the velocity auto-
correlation function, but also the correlation func-
tions associated with the shear viscosity 7 and the
heat conductivity A, decay as ¢/2, In addition
they calculated the coefficients of the ¢™/2 tails.

The purpose of this and a subsequent paper, brief
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accounts of which have been published previously, 4
is to show that, on the basis of a local equilibrium
assumption, the asymptotic behavior of these corre-
lation functions can be obtained precisely in terms
of transport coefficients and thermodynamic quan-
tities. If one restricts oneself to the kinetic parts
of the correlation functions, i.e., if one neglects
terms explicitly containing the intermolecular po-
tential, the anlaysis is considerably simplified.

We shall therefore only calculate the kinetic parts
of the correlation functions in this paper. This is
not as severe a restriction as it may seem, for the
following reasons: (i) The velocity autocorrelation
function does not contain potential terms. (ii) The
potential terms in the shear viscosity correlation
function can be shown not to contribute to the as-
ymptotic tail. (iii) The contributions from the po-
tential terms are of higher order in the density,
and in the low-density limit the tail of the kinetic
parts can therefore be directly compared with the
results obtained by Dorfman and Cohen. (iv) The
kinetic parts of the correlation functions are in
themselves well-defined objects for any density,
and can be studied by computer experiments. !

In a subsequent paper the full correlation func-
tions, including that pertaining to the bulk viscos-
ity, will be considered. The basic ideas will be
essentially the same as those presented here, but
a more elaborate formalism is called for. Within
that formalism one can also study the connection
between our method and the mode-mode coupling
theories® used to discuss transport coefficients
close to critical points. In the present paper, how-
ever, we shall take advantage of the simplifications
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that arise from restricting one’s attention to the
kinetic parts of the correlation functions, and try
to bring out the physical content of the theory as
clearly as possible.

In Sec. II the relevant Green-Kubo formulas for
the transport coefficients are presented and trans-
formed to expressions suitable for our purpose.
The basic assumptions on which the present work
rests will be presented in Sec. III. The general
solution of the initial-value problem of linearized
hydrodynamics, which is needed in the calculation,
is summarized in Sec. IV. In Sec. V the appropri-
ate choice of initial values for the hydrodynamic
fields is considered, and the final results are de-
rived in Sec. VI. In the closing section, Sec. VII,
we discuss the assumptions and the results of the
present work, and its connections with related in-
vestigations.

II. BASIC FORMULAS

The Green-Kubo formulas® express the transport
coefficients as integrals over corresponding time
correlation functions C(#). We shall use normal-
izations” such that

D=nt[dtCy(t), 1= pJ, dtCy(1),
@2.1)
A= 37'-1[‘) dtC, (),

where D is the self-diffusion coefficient, n the

shear viscosity, A the heat conductivity, n the

equilibrium number density, and 7= (kgB)"! the
temperature.

The simplest case, contained already in
Einstein’s work on Brownian motion, is that of the
self-diffusion coefficient for which Cj (Z) is the
velocity autocorrelation function

Cp(f) = lim V(204 (0) 04 (1)), 2.2)

where vy, (¢) is the x component of the velocity of
particle ¢ in a fluid of N similar particles, (---.)
denotes an average over a grand canonical ensem-
ble, V is the volume of the system, and the ther-
modynamic limit V- is taken as the final step.

With the convention (2. 1) the remaining corre-
lation functions can be written

C(t) = lim V' (J(0)J ()}, 2. 3)

Ve

where the currents J are given by

Ad(7r;,
J,,=Z (mvuvly—%z'rij,x T(T, )> , (2. 4)
i i

ij,y

Ji=2. [(‘é‘m Vi) v+ 32 <‘1’(”ij)vix
; ]

i

28(ry) *>
V.
—rij.x a-fij vt . (25)

Here m is the mass of the particles, 7;; , is the x
component of the vector measuring the relative po-
sitions of particles ¢ and j, ®(7)is the intermolec-
ular pair potential, and ¥,’ sums over all j#i. The
equilibrium enthalpy per particle is denoted by .
The kinetic part of &, 7%= 3(d+ 2)8™, will be used
below.

From now on we consider only the kinetic parts
J¥ of J and the corresponding correlation functions.
Since the averages are symmetric sums over N
particles one can rewrite all correlation functions
as

Ca(t) = lim VI (Njo (V1(0)T5(2)) (2.6)

where the currents referring to the self-diffusion
(a=D), the shear viscosity (@=7), and heat conduc-
tivity (a=2) are defined as

Jo(V1) = v1e, J5=7p(V1),

Ja(V1) = Moy, vy, In = 2idn (Vi) 2.7)

Jr (V1) = [zm v = 2(d+ 2)B vy, I = 2.5, (V).

In the following we shall compute averages such
as (2. 6) in two steps. First, the average (2.6) over
a spatially uniform system is decomposed into par-
tial averages over spatially nonuniform systems
in which, initially, particle 1 has a given velocity
v,(0)=V, and its position is constrained to the neigh-
borhood of fo by the smeared out probability den-
sity W(T,(0)- Ty). The long-time behavior of these
partial averages is then calculated. Second, the
results are averaged over all Vo and T, in the equi-
librium ensemble.

A decomposition into partial averages is obtained
by the insertion of a factor &(¥,(0) - Vo) W(r(0) - To)
into the equilibrium average, and the correlation
functions are accordingly rewritten as

CE(t) = lim V™ [y d¥g [dVoja(Vo) [ydt

Ve
X (§o(T, | T)8(V4(0) = Vo) W(F1(0) - TQN).

(2. 8)

We have here introduced the microscopic current
densities

ip(T, t|T) = vy, 6 (T4 (1) - T),

jn(;y t l r) = ZJi"n vix(t)viy(t)é(;i(t)" ;) s

. . . @.9)
Jr (T, 8| T) = 2, [3m 0% (¢) - 3(d+ 2) 7]
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where T indicates that j is a function of the initial
phases. By direct integration, one verifies that
(2. 8) reduces to (2. 6) if the otherwise arbitrary
function W(T) is normalized to unity:
[drw(T)= 1. (2.10)

This arbitrariness will later prove useful. We
shall choose W(T) to be slowly varying.

Finally, the partial averages are written as
averages over a normalized nonequilibrium ensem-
ble {---),, defined for an arbitrary F by

(F (T, t|T)8(%,(0) = Vo) W(T1(0) - To)N)
=(6(¥,(0) - Vo) W(T(0) - To)N)
X(F (%, t| ),

= fo@o) (F (T, t|T),, 2.11)

where folve)=n (Bm/21)?/? exp (- 38movd) is the equi-
librium one-particle distribution function. The
correlation function (2. 8) can now be expressed as

Ce(t) = lim V-lfvd?o fd;(]fO(vO)ja(VO)

X [y d% (jo(F, t| T, .

III. ASSUMPTIONS

2. 12)

The manipulations of Sec. II were purely formal
and no simplifying assumptions have thus far been
introduced. In particular, the time evolution of the
constrained averages in (2. 12) involves the full
N-body Liouville equation.

In order to proceed we now formulate two sim-
plifying assumptions that will enable us to intro-
duce hydrodynamic concepts and on which the sub-
sequent development is based. The first assump-
tion concerns the rate at which the initial nonequi-
librium distribution approaches a local equilibrium
distribution, and the second one concerns the equa-
tions governing the time evolution from local to
total equilibrium.

For the purpose of giving these assumptions a
precise form, we associate the hydrodynamic fields
n(T, t) umber density), u(T,t) (velocity), e(T,?)
(energy density), and P(T,t) (probability density of
particle 1), to the nonequilibrium ensemble in the
following way:

n(z, )= (L 8(F ()= TYn,
n(-{', t)ﬁ(;, t) = <2¢ ;I(t)a(;l(t)—;)>n’
- . . N 3.1)
e(r,t)= (Zliei(t)é(ri(t)_ rhn,

P(-f’ t) = <6(F1(t)_ ?»n ’
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where ¢; is the energy of particle 7,

ei= smot+ 1 0(7y;) . 3.2)

Our first assumption then reads as follows.

Assumption I

The approach of the nonequilibrium distribution
to a local equilibrium distribution is faster than the
asymptotic decay of the correlation functions.

As we are only concerned in this paper with the
decay of the kinetic parts of the correlation func-
tions, we will use I only as a statement about the
approach of the one-particle distribution function
f@&,v,t), defined by

F(E,9,8) = (Ui 6(Fi(H)=)8(Vi(1)- ), (3.3)

to the local equilibrium distribution function, de-
fined by

1,9, 8) = n(T, t)[m/2nky T(T, t)]/2
x exp[- zm (V- U(T, t))*/ks T(T, t)]. (3.4)

The temperature field T(T, t) in (3. 4) is constructed
through the relation

5T(F, 1) =<Z—:) on (3, t)+ (2—9 de(F, 1), (3.5)

where 8T(T, t)=T(T,t)- T, 6n(T,t)=n(T,t)-n, and
be(T,t)=e(T,t)-e are the deviations of the hydro-
dynamic fields from their equilibrium values. The
derivatives of the temperature are taken at equilib-
rium.

Using I in the sense that for the calculation of the
asymptotics, (3.4) can be substituted for (3. 3), one
can write for the currents (@=7, ) in the nonequi-
librium ensemble after a sufficiently long time

(GalF, t| TV~ [d¥i, @), (F,7,1), (3.8)

which gives for the shear- and heat-current den-
sities

(Gn(T, t| T wmn(F, t)u (T, t)u,(F, t), 5.7
Ga(F, [T 5(d+ 2)kan (F, 10T (F, tyuy(F, 1)

+zmn (T, t)ud(T, t)u (T, t).

For the velocity autocorrelation function we need
assumption I for the probability density f(T, v, t)

of finding the tagged particle 1 at position T with
velocity V. The local equilibrium form for f*(T, ¥, t)
is the same as (3.4) with n(T, ¢) replaced by the
probability density P(T,¢). The current density
associated with the tagged particle is thus for suffi-
ciently long times

(Go(F, t| DN u (T, t)P(F, 1) 3.8)
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The results of the present section can be sum-
marized as follows. It is a consequence of assump-
tion I that for the determination of the asymptotic
time behavior of the correlation functions one can
replace the constrained averages in (2. 12) by prod-
ucts of hydrodynamic fields as given by (3. 7) and
(3. 8).

To carry out actual computations, one needs the
precise form of the equations governing the asymp-
totic decay of the hydrodynamic fields. Conse-
quently a second assumption is called for.

Assumption 11

The long-wavelength components of n(x, 1), u(T 1),
and T'(r, ) obey the linearized Navier-Stokes equa-
tions for sufficiently long times. In the same sense,
P(Y, ) is governed by the diffusion equation.

In Sec. V it will be shown that both the use of
linearized equations and the restriction to the long-
wavelength regime can be formally justified by an
appropriate choice of the function W(T - Ty).

When the linearized rather than the full Navier-
Stokes equations are used, ® consistency requires
that only the leading terms (which are of second
order) in the deviations from over-all equilibrium
be kept in (3.7). The resulting expressions are

(Gu(T, t TV ~mnu (T, t)uy(T, t),
3.9)
(Gr(F, t| D)=~ 5(d+ 2)kgn 6T (T, L)u,(T, 1) .

We make the following comments.

(i) That the third order products neglected in
(3. 9) do not contribute to the long time tails is
shown explicitly in Appendix A.

(ii) It is well known from transport theory based
on the Boltzmann equation that the deviations from
the local equilibrium distribution f,(T, v, t) can never
be completely neglected, since they represent the
forces driving the hydrodynamic development to-
wards over-all equilibrium. These corrections to
f1(T, ¥, t) do not influence the asymptotic behavior
of the correlation functions, however, as will be
shown at the end of Sec. IV,

(iii) The standard form of the hydrodynamic
equations is valid only when the system is close to
local equilibrium. In particular, the existence of
a single temperature field implies local equilibrium
between the kinetic and the potential energy densities.
As a consequence, assumptions I and II contain
the assumption that part of the initial excess of
kinetic energy 3(mi2—-dkyT) (see Sec. V) is
rapidly transformed into potential energy. Only
after this transformation has taken place is the
kinetic energy density related to the temperature in
the usual manner.

(@iv) The preceding remarks serve to emphasize
the point that (3. 5) has thermodynamic significance
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only after local equilibrium has been established.
For shorter times it should be viewed as nothing
more than a convenient construction, motivated by
the fact that in the standard formulation of hydro-
dynamics, the field T'(T, ¢) is used rather than
e(T,t).

(v) It is interesting to consider an example for
which assumption I is nof valid. In the Lorentz
model, ® local equilibrium means that the velocity
of the moving particles has a uniform angular dis-
tribution. Consequently, approach to local equi-
librium and decay of (v,,(0)v,.(t)) are inseparable
in this model. It is therefore reassuring that if
one nevertheless makes assumption I and calculates
the asymptotic decay of the velocity autocorrelation
function according to the method of the present
paper, one finds that the hydrodynamic tail is iden-
tically zero.

IV. LINEARIZED HYDRODYNAMICS

The linearized hydrodynamic equationsm on the
Navier-Stokes level can be written in the form

on (T, 1)

5 -n V- u(r,t)>
au(ar’ Do (& /m) W (F, 1)+ v VE(F, 1) @)
+ (D= v)V(V (T, 1) ~(c5a/y) VT (T, t),
B_T% = - [(r= 1)/a]V-U(T, t)+ ¥ Dy VT (T, 1),

where y=C,/C, is the ratio of the specific heats
per particle at constant pressure and density re-
spectively, p=p(n, T) is the equilibrium pressure,
a@=-n"'(8n/3T), is the thermal expansion coeffi-
cient, co=[m™y(®p/n);]'/? is the long-wavelength
sound velocity, v=7n/am is the kinematic viscosity,
¢ is the bulk viscosity, Dy=2/nC, is the thermal
diffusivity, and D,=n"'m™[2d d-1m+¢].

In addition, the diffusion equation governing the
probability density of particle 1 reads

OP(T, 1) _

.
57— = DVP(E, 1),

4.2)
We shall need the general solutions of (4.1) and
(4. 2) in terms of the initial distributions of n (T, 0),
u(r, 0), T(r,0), and P(r,0). After the introduction
of the hydrodynamic fields in (2. 12) by means of
(3. 8) and (3.9), the passage to the thermodynamic
limit V- has become a mere formality, and thus
the only boundary conditions which the hydrodynam-
ic fields must obey are the trivial ones at infinity
n(E =0, t)=n, UE ~w,)=0, TF~w,1)=T, Pl —~,f)
=0. In order to solve the initial-value problem
of (4.1) and (4. 2), it is convenient to introduce
Fourier transforms
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ny(t) = [dre ®F on (%, t) @.3)

and similarly for U(T,¢), 6T(T, t) and P(T,t).
Equation (4.1) and (4. 2) transform to

%%":—niﬁ-ﬁk,

o, k.- e EEed cia -

T mz kn, -vk*u,— D, - v)k ( -uk)—Tsz,,,
4.4)

oT ')’—1 T - 2 (

a—;:— 5 ik U= YDk Ty,

P, 2

57 = —DEP,.

The diffusion equation is immediately integrated
to give

Py(1) = Pk(O)e'Dkat. 4.5)

Similarly, by separating the longitudinal and
transverse parts of U, (with respect to k)

Uy = Rk 0y)+ (U - B(R-Tp)), 4. 6)

where k={k,,k,,...} = k/Ik|, one sees from (4. 4)
that the transverse part does not couple to n, and
T, and one has™

U, (1) - E(Eﬁk(t)) = [0,(0)- Bk 'ﬁk(O))]e'szt.
4.7)

The three coupled equations for n,, k-u,, and T,
can subsequently be solved to give

m(t) = ncg {A5(0) exp( - w} 1) + A3(0) exp( - w; 1)}
+ A7 (0) exp( - wft) ,

k-4,(t) = A}(0) exp( - w; ) - Aj(0) exp( - wit) , (4.8)

To(t) = (y - Deita {A5(0) exp( - wy ) + A3(0)

x exp( - w;it) } =n"'a'A" (0) exp( - wit) ,

where

wi=xicok +30 k%, ol =Drk?,
A§0) =3 {cony [1,(0) +naT,(0)]2 k- T, (0)} , (4.9)

A#(0) =y {(y = 1), (0) ~naT,(0)},
and the sound-wave damping constant is given by
T'y=D;+(y -=1)Dy . (4.10)

Since these are the quantities occurring directly in
(3.8) and (3.9), we have chosen to give the general
solution in terms of the fields Py, n,, U, and T,.
One could, however, regard (4.4) as a matrix
equation and proceed to diagonalize it. In this way
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one would be led to the “hydrodynamic modes,”
defined as the eigenfunction, decaying like
exp(-w} {), produced by the diagonalization. The
self-diffusion mode (wi=«h=Dk? and the d -1 vis-
cous modes (i=€=1,...,d —1; wi=vk® are already
given explicitly by (4.5) and (4.7), while the two
sound modes (i = +) and the heat mode (i =H) are
linear combinations of n,, £ -4, and T, as seen from
(4.8) and (4.9). Combination of (2.12) with (3.8)
and (3.9) yields, after introduction of Fourier
transforms,

Cot) = [d¥o folwoox(2m)? [ dRuu(t)P(t) , (4.11)

C,’,((t)=m2nfdVofo(vo)vo,vo,(Zﬂ)'ddeukx(t)tt.ky(t) ’
(4.12)
CXt)~5(d+2)kgn fd?;ofg(vg)vo,;[% mvd—(d+2)/28]

X (20)¢ [ d Rupe ()T (0) . (4.13)

The long-time decay of the correlation functions
(4.11)-(4.13) is determined by the behavior of the
integrands for small k. The leading terms are
those for which (w! +w})= constx k2 for small &,
and asymptotically one has

J dR F,(t=0) exp( - const Xk?£) = const "X Fy(t = 0)t™/% .
(4.14)

As already mentioned at the end of Sec. III, the
corrections to the local equilibrium distribution
function do not influence the dominant asymptotic
behavior. Such corrections, if taken into account,
give rise to contributions proportional to the gra-
dients of the hydrodynamic fields. In addition,
these contributions may or may not contain hydro-
dynamic fields as factors. In either case, the
gradient introduces an extra factor of % in the
Fourier transform, and one easily sees that such
terms, if they do not vanish, decay faster than #-¢/2,

From (4.14) it is clear that to complete the cal-
culation one needs the properly chosen initial values
of the hydrodynamic fields in the 2 - 0 limit. These
initial values will be the subject of Sec. V.

V. INITIAL VALUES

The question concerning the appropriate initial
values for the hydrodynamic fields in a system
fundamentally governed by the Liouville equation is
in general a nontrivial one.'? The point can be un-
derstood by considering the decay of a Fourier
component #,(¢) of the constrained average of the
density deviation (3;6(7;(f) =) -n),. A typical case
is sketched in Fig. 1.

The fully drawn curve shows the exact develop-
ment of x,(¢) according to the Liouville equation.
The initial value A, is simply the value of #,(0) as
calculated in the constrained ensemble. For short
times, n,(¢) evolves in a complicated fashion, but
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FIG. 1. Decay of n,(t).

for ¢ larger than some characteristic time 7, it
approaches the dashed curve which depicts the decay
as given by hydrodynamics. In order to select that
hydrodynamic curve with which the exact one as-
ymptotically coincides, one should notf use A, as
the initial value, however, but B,, obtained by
backward extrapolation of the dashed curve. It is
evident that the precise relation between B, and A,
is in general very complicated and involves in prin-
ciple the full solution of the Liouville equation.
However, since the total number of particles is
a constant of the motion for every member of the
ensemble, it must also be conserved for the con-
strained average (2.11), i.e.,

Ja¥ (C6(Fi(#) =F) =n),=1lim ny(t) = const.  (5.1)
k=0

The validity of (5.1) for all times implies, in partic-
ular, for £=0, that

lim B,=lim A4, ,
R=0 k=0

(5.2)

and it follows from (4. 14) that for a calculation of
the asymptotic tails of (4.11)-(4.13) one is justified
in using the initial value »,(0) as calculated in the
constrained ensemble (2.11).

The same argument holds for the remaining con-
served quantities and as a result the initial values
of the velocity field 4,, the energy density field e,,
and the tagged particle field P, are, in the -0
limit, those calculated in the constrained ensemble.
From the initial values of n, and e,, the initial value
of the temperature field T, is found (again in the
k -0 limit) by use of relation (3.5).

We now proceed to calculate 6xn(T, 0), u(r, 0),
de(T, 0), 8T(T, 0), and P(T, 0) in the constrained
ensemble (2.11). First (T, 0):

n(i'., 0)= (246(;1(0) ";»n
=0 (Q06(F ~F)NW(F, -Tp),  (5.3)

where (2.11) has been used and one writes r;(0)=T,;
for simplicity. Rewriting (5. 3), using the symme-
try in the particle label, one finds

n(F, 0)=n [ AT W(F' =TT 8(F, - FI8(F, -F)
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on(F, 0)=n" [dT' W(F' —F)on(F|D)on(r'|T)),
(5.4)

In the last step the product of the average (n(f|I))
X {n(r'IT)) =n?was subtracted and the normalization
(2.10) used.

At this point our freedom in the choice of W(r)
mentioned in Sec. II, proves useful. The equilib-
rium correlation function (8xn (| I')6x(r ' T')) is prac-
tically zero for |r -1 '|> A,, where A, is an equi-
librium correlation length. If one is not too close
to the critical point, A, will be of the order of the
range of the interparticle forces. Choosing
W(r'-r ) to be slowly varying over distances of
the order A,, one is entitled to pull W(F —r,) out-
side the integral, and use of the density-density
fluctuation theorem of equilibrium statistical me-
chanics then yields

on(T, o):s"<z—Z>TW(F-FO) .

For the initial velocity field (2.11) and (3.1) give

(5.5)

n(F, (T, 0)= fitw N, ¥,6(F; - T)
XNﬁ({’.l —‘-;o)w(;l _;0))

=n Vo (NO(Fy =T )W(F; -T) . (5.6)

To lowest order in deviations from over -all equilib-
rium one can neglect 6z as compared to #, and (5. 6)
thereby simplified to

u(r, 0)=n"vyW(F -1, . (5.7)
Furthermore we need the initial energy density
e(F, 0)= 5t (wo)(Te,0(F; - T)

X NO(Vy =V W(T; -Tp)) , (5.8)

where e, is given by (3.2). The factor 6(V; — V)
only affects the kinetic part of ey, and (5.8) can thus
be written

e(T, 0)=(3mvd-3dB™Y)W(F - T,)

+n 1 (2e:6(F; =T INW(F, -Tg)). (5.9)

The subtraction of $dp™ in (5.9) compensates for
the fact that the kinetic part of e, has again been
included in the ;. By steps corresponding to those
that led from (5. 3) through (5.4) to (5.5), one ar-
rives at

be(T, 0)=[3mvi-4dp+n! [dT’
x(be(F| D)on(F'| DHIW(E - T))

:[gmug-gdﬁ-un.lﬁ,l(ge) :lw(i-'-i"o) ,
K/T
(5.10)
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where u is the chemical potential and the mixed
density-energy fluctuation theorem was used in the
final step.

From the results (5.5) and (5.10) and the rela-
tions (3.5) and (8p/8u), =7, one obtains the proper
initial data for the temperature field:

8T(F, 0)= C,)[smvi-$aptIw(r -1, . (5.11)

Finally the one-particle field P(T, 0) at t=0 is
needed. From the definition (3.1) one finds im-
mediately

P(TF, 0)= £ (w)8( Ty =TING(¥; = Vo) W(Ty —Tp))
=W(F—F0) . (5.12)

We make the following comments.

(i) The most important property of the calculated
initial data (5.6), (5.8), (5.12), and (5.13) is that
they are all controlled by the form of W(¥ —Ty).

In the passing from (5. 4) to (5.5) we already capi-
talized on our freedom with regard to W by choo.ing
it to be slowly varying on the scale of an equilibrium
correlation length A,. One can go a step further,
however, and choose W to be sufficiently slowly
varying that only Fourier components with small &
are present from the beginning. This amounts to
the requirement that A/l <1, where A is the mean
free path, and [ is the linear dimension of the re-
gion covered by W(T -ry). Ina liquid A~A,, but
in a gas A> A,. One can easily show that the
stronger requirement A/l << 1 not only implies
A./1 <1, but also, because of the normalization
(2.10), on/n<1, u(pm)’?«<1, and 6T/T <1 for v,
within the thermal range. The above reasoning
provides a formal justification for (a) restricting
one’s consideration to small values of k, and (b)
describing the decay by linearized hydrodynamics
and for consistently retaining only the lowest-order
terms in the deviations from complete equilibrium.
For the argument to be valid, however, one should
find a posteriori that the final results are indepen-
dent of the shape of W(r -T,).

(ii) The linear dimensions ! of the region covered
by W(r -r,) are, however, intimately connected
with the time scale on which our asymptotic results
become relevant. On the basis of (4.8) and (4.11)-
(4.13) one finds that (4.14) can be used only after
a time of the order 1%/A, where A is the appropriate
combination of damping constants (v, D, Dy, T,
see Sec. VI). For this reason the spatial extent
of W(T —T.) cannot be increased indefinitely.

(iii) Finally we give a word of caution on the cal-
culation of the initial temperature field. After local
equilibrium has been established the temperature
is related to the kinetic energy density in the usual
manner:

(Zym[ V() =U(T, D]2(T(t) =T)),=dkgn(T, OT(T, t) .

(5.13)
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If one erroneously had based the calculation of
5T(T, 0) on (5.13) rather than proceeding via (3.5)
and the densities on(T, 0), and de(r, 0) of the con-
served quantities, one would have obtained the same
result (5.11), except that 3dks would have replaced
C,. For anideal gas (of molecules without internal
degrees of freedom) or a hard sphere gas, this re-
sult would remain valid, but for any other system
it would be incorrect since part of the initial excess
of kinetic energy is transformed into potential en-
ergy when local equilibrium is established [see
comment (iii), at the end of Sec. III]. Equivalently
one might say that (5.13) fails to give the correct
initial data for the temperature field because (5. 2)
does not hold for the density of the (nonconserved)
kinetic energy.

VI. RESULTS

We are now in a position to calculate the asymp-
totic tails of the correlation functions (4.11)-(4.13).
Consider first the simplest one, Cp(t). According
to the discussion at the end of Sec. IV, the combina-
tions for which w}+ w] = 0(%? will be the dominant
ones asymptotically. Inspection of (4.6)—(4.8) then
shows that only the transverse part (4.7) of 4, is
relevant when combined with P_, of (4.5). Insertion
of (4.7) and (4.5) into (4.11) with initial values
(5.7) and (5.12) yields

Cpl?) E[d‘.;OUOxfO(UO)J‘ (%l;—)a‘n'l [vox—éx(é' Vo) W, |2

xexp[ - (v + D)k?]

=gt m"(%)"’fdl'{'(l - k2| W,| 2exp - v + D)E?].
(6.1)
Angular integrations in d-dimensional space are
readily performed on the basis of the results of
Appendix B. The normalization (2.10) of W implies
that lim,_., W, =1, so that finally

Cpt) ~(d - 1)(dpm)[4n(v +D)t]272 . (6.2)

Turning next to the shear viscosity correlation
function CX(¢) in (4.12), one notes that there are
now two distinct combinations of modes for which
wi+wi=0(k?. The transverse (shear) part of u,,
combined with the transverse part of u_,, is clearly
one. But also the combinations of sound modes,
appearing in the longitudinal part of 4,, in which
wp is combined with w;, satisfy the above require-
ment. Calculating the shear-shear part first, one
inserts (4.7) and (5.7) into (4.12) to find

[Cf,((t)]" &mzn"fd%fo(vo)vo,vo,
X (27)¢ [ d& [vg, -k, (k- 7y)]

X [vgy = Ey(k-T9)|W,| 2exp( - 2vk21)
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~m?n! fd;ofo(vo)vnggy@")-d
x [dR[1 -k2-k2+2k%2]
x exp( - 2vk?¢)

= [(a? - 2)/d(d + 2)p%][8mvt] /2 . (6.3)

For the angular integrations we again refer to Ap-
pendix B. The sound-sound contribution follows
from (4.6), (4.8), and (4.9):

[CED ~m®n [ d¥, folwovoswoy(2m) [ d KRk,
x[AjAZ+AzA L] exp - (wi +wi)i]
~yplpt fd Vo folvolvivd,(2m)
x [dRkZ2exp( - T, k%t)

=[1/d(d +2)g%] [4nT,£]¢/2, (6.4)

Summation of (6.3) and (6. 4) gives the complete
asymptotic tail of CX(¢)

1 d:-2 1
Cal)=~ d(d +2)g2 ((am)"? * (4ﬂr,ﬁ7f) - (6.5)

The heat conductivity correlation function C¥(¢)
of (4.13) remains to be considered. Inspection of
(4.8) and (4.9) shows that again two distinct mode-
mode combinations dominate asymptotically. Since
both u,, and T_, contain sound terms, there is a
sound-sound contribution. In addition, the trans-
verse part of u,, combines with the heat mode in
T_, to a shear-heat term. Consider the latter con-
tribution first. On symmetry grounds, only the
part of u,, proportional to v,, contributes, and be-
cause of the factor v2[3mvZ - 3(d+2)8"] in the in-
tegrand of (4.13), only the part of A proportional
to v§ survives the final integration over V,. Thus
one finds from (4.7)-(4.9), (5.7) and (5.11):

[CYO) " ~3(d + kg nt [ ¥, folvohvl,
x[zmvf - 4(d+2)p™]
xzmogy™c;l(2m™
x [dR(1 k)| W,| 2exp| - (v + Dy )k%¢]

@+2)%d -1)kp

~ e [4n(v +Dp)]2/2 .
?

(6.6)

The arguments used to simplify the calculation
of the shear-heat term (6.6) also apply to the sound-
sound term:

[CXO]=3(d +2kpn [ dV folwolves

ERNST, HAUGE, AND VAN LEEUWEN

| >

x [s3mod-3d+2)p]
X(y =1)ctat(2m)
x [ dKkJA2 AT -AzA%]exp( - T k%)

(d+2)3%y ~1)kg

o~ d/2
4aC,m [4111"s tree .,

(6.7)

The complete asymptotic tail of CX(¢) follows by
summation of (6.6) and (6.7):

(d+2)%p d-1
a4dc,mB \[4n(v +D,)t]*"

K(s\ y-1
Cl(t)— + [4171—\31,]4/2) .

(6.8)

Note that since only the limit 2 -~ 0 of W, was needed
in the above calculation, all our results are inde-
pendent of the shape of W(T —T,), as was required.

VII. DISCUSSION

The crucial step in the present work is clearly
represented by assumption I. The validity of this
assumption must ultimately be decided on the basis
of a more fundamental theory. In the absence of a
proof from first principles, some support for our
premise can be found in Refs. 1 and 3.

Alder and Wainwright! compared their molecular-
dynamics calculation of the velocity autocorrelation
function in two and three dimensions with the nu-
merical solution of the Navier-Stokes equation and
found that the hydrodynamical model could adequate-
ly reproduce the data after only 10~20 mean free
times between collisions. In particular, the #/2
decay seems well established on this time scale for
d=2 and 3.

Dorfman and Cohen, ® on the basis of kinetic theo-
ry, studied the asymptotic decay of C,(¢), CX(¢),
and C¥(¢). They also found a #/2 decay and the
coefficients (6.2), (6.5), and (6.8) check with their
results in the low density regime. On the other
hand, Dorfman and Cohen compared their results
for the velocity autocorrelation function with those
of Alder and Wainwright and found very good agree-
ment.

The comparison of our results with the above-
mentioned work is not so straightforward as it may
seem, however. The case of two dimensions dra-
matically points to the difficulty. Since the integral
over a long-time tail ~ ¢ does not exist, the inte-
grated contributions to the transport coefficients
from the tails of the correlation functions diverge
for d=2. Our calculation of the tails themselves,
however, was based on the premise that D, 5, and
A are all finite. In two dimensions our results are
thus self contradictory. The remarkable fact re-
mains, however, that Alder and Wainwright seem
to observe a ¢! decay of the velocity correlation
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function for d = 2, and their data are beautifully fitted
by the kinetic theory formula derived by Dorfman
and Cohen. Also, if one simply ignores the in-
herent contradiction mentioned above and takes our
result for d= 2 at face value, it coincides with the
kinetic theory formula in the low density limit!

A qualitative interpretation of these seemingly
contradictory facts is suggested by considerations
on the time scales involved. The molecular-dy-
namics experiments were restricted to times not
exceeding 30 free mean times. For the interval
15-30 mean free times, Navier-Stokes hydrody-
namics seems’ to offer a reasonable description.
With the existence of long-time tails in the correla-
tion functions, however, one should not expect the
transport coefficients to have attained their limiting
values already on this time scale, since the slowly
growing contributions from these tails have not yet
had time to build up. (In this connection it is in-
teresting to note that Alder and Wainwright at higher
densities use the viscosity as determined by molec-
ular dynamics and the diffusion coefficient given
by the Enskog theory. Similarly, Dorfman and
Cohen use the Enskog values for both D and 7.)

This distinction would only correspond to a minor
quantitative correction in three dimensions, where
the integrals over tails ~#-3/2 exist, whereas for

d =2 it is of qualitative significance. Implicit in
these remarks is the expectation that our basic as-
sumption I remains valid in two dimensions, and
that the difficulties should be attributed to the less
fundamental assumption II. On the basis of this ex-
pectation one arrives at the conclusion that, although
a consistent hydrodynamic theory is conceivable in
two dimensions, it would not, even in the long-
wavelength limit, be of the conventional Navier-
Stokes form.!®

Although the validity of the Navier-Stokes equa-
tions as a description of phenomena sufficiently
slowly varying in space and time is not challenged
for d >3, an argument similar to the one above
shows that the first correction to Navier -Stokes, as
given by the Burnett equations, is meaningless®*
for d=3 and d=4. The precise region of validity
of the Navier-Stokes description is therefore no
longer entirely clear.

In contrast to work based on molecular dynamics
and on kinetic theory which in principle can describe
intermediate times as well as the true long-time
behavior, our method yields asymptotic results
only. An associated weakness of our theory is that
it gives no prescription for the calculation of the
first correction term, and as a result, the time
scale on which the asymptotic form is actually ap-
proached cannot be determined in any but the loosest
sense.

For small densities one can estimate the order
of magnitude of the contributions from the integrated
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tails to the values of the transport coefficients. To
this end, our asymptotic results (6.2), (6.5), and
(6. 8) should be integrated from some finite, charac-
teristic time to infinity. As noted above, a precise
value for this characteristic time cannot be deter-
mined by our method. It should, however, be pro-
portional to the mean free time between collisions,
i.e., for small densities of O(rn™"). Integrating the
asymptotic results from 7=0(»") to = one finds
contributions to the order (Boltzmann value of the
transport coefficient) X O(»%!). This is precisely
the order in which the well-known divergences in
the density expansion of the transport coefficients
manifest themselves.!* That this fact is not an ac-
cidental one can be seen from the kinetic theory of
Ref. 3.

On the basis of the present work it is natural to
ask why the Boltzmann equation and theories of the
Langevin type do not lead to the asymptotic decay
found here. The point is that transport of a con-
served quantity away from a local disturbance is,
in a fluid, a slow process, eventually governed by
the hydrodynamic modes. The effect of these slowly
decaying modes back on the source of the distur-
bance can not be neglected in general. In the
Boltzmann equation such a feedback is, however,
automatically excluded by the “Stosszahlansatz.”
(A qualitative change in this respect is introduced
by higher density corrections.®) It is also neglected
in the classical Langevin equation which for this
reason cannot be consistently applied to Brownian
motion proper. (The latter fact was pointed out
already by Lorentz, 15 but was subsequently over-
looked and has only recently been rediscovered. %)

Finally we make the following remarks.

(i) One can easily show that the potential terms
do not contribute to the asymptotic tail of C,(t). The
result (6.5) is therefore the long-time tail of the
complete viscosity correlation function.

(ii) The contributions of the potential terms*‘®7
to the asymptotic tails of the heat conductivity and
bulk viscosity correlation functions will be discussed
in a subsequent paper.

(iii) No reference to the detailed nature of the in-
termolecular forces, other than that implied by as-
sumptions I and II, was made in the present work.

(iv) In particular, forces with a repulsive and an
attractive part that produce phase transitions are
not excluded. However, our assumptions must be
modified close to critical points, and our analysis
is thus not valid in the critical region.

(v) It is clearly of importance to investigate the
consequence of the existence of the long-time tails
discussed in this paper in the context of experi-
mentally accessible phenomena. One of the candi-
dates is the elastic incoherent neutron scattering
by liquids. An attempt has been made to analyze
the scattering data on liquid Ar in the light of the
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existence of a slowly decaying tail in the velocity
autocorrelation function.*®
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APPENDIX A: THREE-MODE TERMS

In this appendix we demonstrate that the three-
mode terms decay faster than t4/2 and are thus
irrelevant asymptotically. Take a typical exam-
ple—the 8n(T, ) u, (T, t)u,(T, ) term neglected in
the passing from (3.7) to (3.9). The problem at

hand is to determine the asymptotic time dependence

of the space integral of this term. In Fourier
language one therefore considers

I(t)=v0x110y fdl-{.n-k(t)fdk.luk"(t)uk_k"y(t) . (Al)

From the discussion of the two-mode terms it fol-
lows that one of the leading contributions to I(¢) is
the heat-shear-shear term. Using (4.7)-(4.8), and
(5. 8) one finds

17(t) = vooyn® [dK dK'A¥ (O)Wyo Wyye
X{[vo, -k ,',(I; "+ Vo)]
X[vgy — (by kL) (K —K')-¥,| K =K'[ 2]}

xexp[ - Dp k%t —vk'*t —v|K-K'| %] .
(a2)

The long-time decay is determined by the small k,
small K’ behavior of the integral. One can there-
fore put W,=W,=W,_,.=1. The factor { } depends
on the directions of kK and K’, as well as on V.
Since it has a finite maximum proportional to [7,!?,
one can write

| >

17¢¢() <Mv} [dKdK ' exp| - (a+c)k?t
+2cK -K't - (b+c)k'%t], (A3)

where M is independent of v, and ¢, and a = D,
b=c=v. The 2d-dimensional Gaussian integral
can be readily performed to yield

T7ee(r) < Mod(n?/a) /3 (A4)

where A? is the determinant of the quadratic form
in the exponential, i.e.,

a+c =-c¢
-c b+c

A= (A5)

An upper bound of the form (A4) can be found for
the other three-mode terms as well, and the as-
ymptotic neglect of these terms is thereby justified.
This conclusion is in conflict with the proposed
explanation of the #*/2 tail given in Ref. 19.

APPENDIX B: ANGULAR INTEGRATIONS

In this appendix we give a simple method to carry
out angular integrations in d dimensions. Consider
an integral of the form [ dkkokgkyky ++, Where
ky(a=x,y,..., €) are Cartesian components of d-
dimensional unit vectors. The integration is to be
carried out over a d-dimensional solid angle. Such
integrals are only nonvanishing when the indices
(a, B, v, 6,...) are pairwise equal. Therefore,
restricting our consideration to an integral with
four indices we see that

fdl; Eaﬁﬂéréb = C(6u6676 + 6«7685 + 5«5687) ’ (Bl)

where 0,4 is a Kronecker 6. Owing to symmetry
the three terms on the right-hand side of (B1) have
the same coefficient, C, which can be determined
by contractions. Take, e.g., a=pand y=0, sum
over all Cartesian components, and note that Eaﬁﬁ
=1, This yields

2 [ akk2k2= [ dk=Q,=Cdld +2), (B2)
o,”

where £, is the surface of a d-dimensional sphere
with radius equal to unity. Thus

fdk ];a’;BI;‘DEG = Qd[d(d + 2)]-1 {6a6676+ OayOss + 6«5637} .

(B3)
By contraction this equation also yields

[ dk Bokg=Qud 0y, . (B4)
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The Mori memory-function formalism is used to derive systematically a hierarchy
of approximations relating the dynamic structure factor S(¢, w) of a dense classical fluid to its
self-partSy(k, w). The formalism is applied to a column vector of dynamical variables whose
components include the self and distinct parts, pg and p,;, of the fluctuating density plus N time

derivatives of these variables.

Increasing N is analogous to a continued-fraction expansion of

the memory functions, and builds in more short-time information about the correlation func-
tions. In this manner approximations generated earlier by Vineyard, by Kerr, and by Ortoleva
and Nelkin are concisely stated, and a new approximation which gives the first six frequency
moments of S(¢, w) correctly is obtained. Since the sixth frequency moment of S(¢, w) is not
known from molecular-dynamics calculations, it is used as a parameter to fit these calculations.
Agreement for S(k, w) to within a few percent is obtained for several k values and two thermo-

dynamic states.

The deduced value of the sixth frequency moment has a reasonable dependence

on k, and may give useful information about the three-particle static correlation function.

I. INTRODUCTION

The dynamical structure factor S(k, w) for a
simple classical liquid is a convenient focal point
for the study of collective motion in a strongly in-
teracting disordered system. Its self-motion
counterpart S,(k, w) gives similarly detailed infor-
mation on the single-particle motion. The quali-
tative behavior of these functions is well under-
stood, but there is considerable interest in a quan-
titatively accurate description of their behavior.
For values of % greater than about 107 cm™, exper-
imental information is available from neutron in-

elastic scattering, and accurate theoretical infor-
mation comes from molecular-dynamics calculations
of the classical motion of several hundred atoms
interacting through a Lennard-Jones potential.!~3
In particular the self-function S,(k, w) has been
very accurately calculated for several thermody-
namic states,? and this information has been ana-
lyzed in terms of a memory function with only a
few parameters. A quantitative description of this
function is thus now generally available, greatly
facilitating further attempts at its theoretical un-
derstanding.

There have been several recent theoretical de-



