PHYSICAL REVIEW A

VOLUME ¢4,

NUMBER 4 OCTOBER 1971

High-Field Electron g—2 Measurement®

John C. WesleyT and Arthur Rich
The Harvison M. Randall Laboratory of Physics, The University of Michigan, Ann Avbor, Mickigan 48104
(Received 9 April 1971)

We have measured the g-factor anomaly of the free electron to an accuracy of +3 ppm (68%

confidence level).

The method (a refinement of that used by Wilkinson and Crane in 1963) is

based on a direct observation of the difference between the spin precession and cyclotron fre-
quencies of 100-keV electrons confined in a precisely measured magnetic mirror trap. An
order of magnitude increase in precision over the Wilkinson-Crane experiment has been
achieved by (a) a tenfold increase in the magnitude of the magnetic field (to 1 kG), and (b) a
tenfold reduction in the relative depth of the magnetic trap (to 60 ppm). An extensive series
of tests for systematic effects at the 1-ppm level has also been carried out. With a=3(g—-2),
we find g (€7) =(1159657.7 £3.5) x10~°. The difference between this result and the current
theoretical expression for a, as calculated through second order in the fine-structure con-
stant @, iS @y (€7) = [0.5 (a/m) —0.32848 (a/m?)=(1.68 £0.33) (¢/m>. In the above, we have
used a~1=137,036 08 +0. 000 26, as recently recommended by Taylor, Parker, and Langenberg.
The uncertainty in the coefficient is the rms sum of our experimental error and the uncertainty

in a1,

In this form, our result can be interpreted as an experimental determination of the sixth-

order quantum -electrodynamic contribution to the anomaly. Current estimates of this quantity

are 1.49 (a/m)3,

I. INTRODUCTION

A. Electron g Factor and Quantum Electrodynamics

Although precision measurements of the electron
g factor! play an important role in metrology and
least-squares adjustments of the fundamental con-
stants, ? their primary importance has been as a
means of testing the predictions of quantum electro-
dynamics (QED). The g-factor anomaly a(@= 3(g - 2))
is due entirely to quantum-electrodynamic effects.
It is most naturally expressed as a power-series
expansion in the fine-structure constant o
(a=e?/hc=1/137); i.e.,

a=A(a/my+B(a/rl+C(a/ml+... . (1)

Since the terms of this expansion involve successive
powers of ez, the coefficients A, B, and C are re-
ferred to as the second-, fourth-, and sixth-order
coefficients. Each coefficient can be evaluated by
using the “rules” of QED to convert appropriate
Feynman diagrams to equivalent integral expres-
sions.® Evaluation of the integrals leads to a nu-
merical result for the coefficient. An exact solu-
tion has been possible in second and fourth orders.
Schwinger* has obtained the result A = 3, while
Petermann® and Sommerfield® have obtained”

B=1+%7%+ 3¢(3)- $7%In2=-0.32848 ...

(¢ is the Riemann ¢ function).

At the present time no complete calculation of C
is available. Drell and Pagels® and Parsons® have
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used dispersion theory to estimate C as 0.13. Var-
ious sixth-order diagrams containing electron loops
(vacuum polarization) have been explicitly calculated
by Mignaco and Remiddi, '° Aldins et al., !! and Brod-
sky and Kinoshita.!? The combined contribution of
all sixth-order diagrams involving electron loops is
(0. 26 +0.05)(a/7)® (the uncertainty is due to error
in numerical integration). Brodsky and Kinoshita!?
have suggested that the dispersion-theory estimate
does not include these diagrams. Accordingly, they
propose that the contribution of the electron-loop
diagrams be combined with the dispersion-theory
estimate, to give C=0.39. We note that Levine
and Wright!3 have found the combined contribution
of three additional sixth-order diagrams to be — 1.79
X(a/7) It is, of course, possible that other dia-
grams will cancel this large negative contribution.
It is clear from the above that any speculation on
the theoretical value of the sixth-order coefficient
is premature. There are currently (to our know-
ledge) six groups independently working on the evalu-
ation of C. Hopefully, definitive results will be
forthcoming in the near future, at which time it
will be possible to compare theory and experiment
to order o®., We note here that when our experimen-
tal result for a is expressed as a power series in
a with A and B as quoted above, we find C=1.68
+0. 33 (see Sec. V for the details of this reduction).
Note added in proof. Levine and Wright!®* have
recently completed the theoretical calculation of
C. Their result is C=1.49 (a/7)% in excellent
agreement with our experimental value.
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B. Motivation for Present Experiment

In order to clarify the motivation for our present
work, we will briefly review recent events related
to the comparison of experimental measurements
and theoretical estimates of the electron anomaly.
In 1963, Wilkinson and Crane* found a},, (1963)
= (1159622+27)x 10" in excellent agreement with
the then current theoretical estimate @y, (1963)
= (1159615+12)x10"° as obtained by evaluating Eq.
(1)using A=3, B=-0.32848, C=0+1, and o™
=137.0391+0.0006. This value of @ was obtained
using QED to interpret measurements of the fine-
structure intervals of deuterium. '

By 1968, a series of events had transformed the
1963 agreement between theory and experiment in-
to a 3-standard-deviation discrepancy. In 1968
Rich'® and Farley'” recognized that several system-
atic errors were present in the original result of
Wilkinson and Crane. After applying corrections
to the original data, the revised experimental re-
sult was'® a= (1159557 +30)x10™°. In 1969, Henry
and Silver!® noted the necessity for an additional
correction that further reduced the result to a}:’,‘;‘,t
(1969)= (1159549+30)%x10™°. Also by 1969, the
theoretical value of the anomaly had increased to
@ theor (1969)= (1159637 +11)x10"°, owing entirely
to the use of the revised value @y qgp=137. 03608
+0. 00026, as obtained without recourse to QED
theory. 2

A measurement of @ to +3 ppm would not only
serve to unambiguously check the revised Wilkin-
son-Crane result, but could also be interpreted as
a test of QED to sixth order, assuming that C is of
order unity [note that (0/7)*= 11 ppm of »]. Alter-
natively, if the validity of QED and Eq. (1) is ac-
cepted, such a measurement could be interpreted
as providing a determination of @ to +3 ppm.

C. Experimental Method

Our present experiment (hereafter g-IV) is es-
sentially an improved version of the experiment of
Wilkinson and Crane'* (hereafter g-III). The tech-
nique involves a direct observation of the difference
between the cyclotron and spin precession fre-
quencies of electrons trapped in a known magnetic
field. Mott scattering is used both to initially polar-
ize the electrons and to detect their final spin orien-
tation.

The entire experiment takes place in a 1-kG mag-
netic field (Fig. 1). A 100-nsec pulse of unpolar-
ized 100-keV electrons is scattered from a gold foil
target. Those electrons which scatter elastically
in a direction nearly perpendicular to the magnetic
field are partially polarized, with polarization P
normal to both their velocity vV and the field direc-
tion. The scattered electrons drift in a helix of
1. 0-cm radius and 0. 1-cm pitch into the trapping
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FIG. 1. Experimental method (schematic).

region. The field is shaped to form a magnetic
mirror trap, with the field intensity at either end
approximately 60 ppm stronger than at the center.
The trapping region is enclosed by a pair of metal
cylinders (Fig. 1). A 100-nsec positive voltage
pulse is applied to the injection cylinder as the
scattered electrons drift across the gap between
the cylinders. Consequently, the electrons lose
sufficient axial velocity so that they became per-
manently trapped by the magnetic field.

The electrons are held in the trap for an accu-
rately determined time 7. A positive pulse on the
ejection cylinder then gives them sufficient axial
velocity to reach a second gold foil target, which
is used to analyze their final spin orientation. Those
electrons which scatter through 90° are counted.

While the electrons are in the magnetic field,
their velocity ¥ and polarization P precess at fre-
quencies w, and wg, respectively. The relative
precession of P with respect to V occurs at the beat
or difference frequency between wg and w,. If v
is perpendicular to a uniform magnetic field ﬁ, the
difference frequency w,=wg - w, has the simple
form

wp=ayw,=aw, @)

where wy=eB/mg, v=(1-0%/c?) V% and w, = wy/y.

The ejection process is arranged so that the
arrival direction of electrons incident on the analyz-
ing foil is independent of 7. Because of the Mott
scattering asymmetry, the fraction of the electrons
scattered into the detector varies as P.V. If the
number of electrons ejected from the trap is inde-
pendent of T, the counting rate at the detector will
be

R(T)=Ro{1+ 6 cos(wpT+ ¢)}, 3)

where Ry is the rate for unpolarized electrons, 6 is
the Mott asymmetry factor (typically 0. 02), and ¢
is a phase constant. The difference frequency is
determined by sampling R(T) at various values of
T and fitting the data by least squares to obtain the
position of two maxima of R(T). If N oscillations
of R(T) are observed between T=T, and T=T,, then
wp=2aN/(Ty - Ty).

The zero-energy cyclotron frequency w, is deter-
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mined indirectly by measuring the magnetic field
in terms of the resonance frequency w,(H,O) of
protons in water. The conversion to w, is accom-
plished using the relation

w,(H0) , @)

where u,/pp is the proton magnetic moment in Bohr
magnetons (up=efi/2m ), measured with protons
in a water sample. The anomaly is then simply the
ratio wp/w,.

wo= (Up/Mp )*

D. Improvements in g-IV

Equation (2) is exact only for planar cyclotron
motion perpendicular to a uniform magnetic field.
As we will show in Sec. II B, it is necessary to add
correction terms to Eq. (2) to account accurately
for the orbital motion and fields encountered in the
trapping region. The primary goal in the design of
£-1V was to minimize the magnitude of these correc-
tions. Major innovations with respect to g-III are
a tenfold increase of the magnetic field (to 1 kG), a
tenfold decrease in the relative depth of the trap (to
60 ppm), and an explicit measurement of the dis-
tribution of the axial momentum of the trapped elec-
trons. These innovations (i) permit the use of up
to 2x10* cycles of R(T) in the determination of wp,
thus reducing the statistical uncertainty in wp to
less than +1 ppm, (ii) reduce the uncertainty in
evaluating the average magnetic field experienced
by the trapped electrons to +1 ppm, and (iii) reduce
the systematic shift in w, due to stray electric
fields to less than 5 ppm. In g-IV, the largest cor-
rection to Eq. (2) is approximately 10 ppm, an or-
der of magnitude smaller than the corrections in
g-III. We have also made an extensive series of
tests for a systematic dependence of w, on various
experimental parameters. On the basis of these
tests, we estimate that the systematic error in our
final result is less than +1 ppm of a.

II. THEORY

A. Orbital Motion of Trapped Electrons

The orbital motion of the electrons in the mag-
netic trap is most easily obtained through the use
of the adiabatic invariance of the magnetic moment
of the electron orbit (.. ° Consider the motion of
an electron in a magnetic field B(r, z) which is pre-
dominantly in the z direction, and which varies
slightly as a function of the axial coordinate z. Let
the electron velocity V have components v, and v,
normal and parallel to the z axis, let the orbit cen-
ter coincide with the z axis, and let the cyclotron
radius be .. For these conditions u,., [defined as
ci(ewc/Zn)mf] is given by the expression 3ym g2/
IB(r.,z)|. If the variation of B is sufficiently small
over both 7, and the pitch of the helical trajectory,
Iorp becomes an adiabatic invariant. For the g-1V
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magnetic trap, the fractional variation in p .,y is of
order 0. 1% of the fractional variation in B over the
trapping region. 2%?' In the material that follows,
we will explicitly use the axial velocity to evaluate
corrections of order 10% of the fractional variation
in B. For this purpose, [, Can be treated as a
rigorous constant of the motion. Since no signifi-
cant electric fields are present, V| is also treated
as a constant.

Consider the motion of an electron in the magnet-
ic field shown in Fig. 2, where B(z)= l_ﬁ(rc, z)l.
Let the electron have v, (z,)=0. The relation v?=0v?

+ 1%, together with the invariance of .., and v leads

to
UZ(Z)ZU(B@J—B@))"?

B(z) Ga)

We have used the approximations v,(z)=v, and B(z)
=B(z,), each of which holds to better than 1 part in
10% in the g-IV trap. The left-hand turning point of
the axial motion (2,) is determined by the condition
B (z3)=B/(zy).

If the square of Eq. (5a)is multiplied by 3¥m,,
the result

2ym v @)= 2vymov? {B(z1) - B()}/B (z1) (5b)

can be interpreted as an equation of axial motion
for an electron with an effective “axial kinetic en-
ergy” T,@)= zvmgvi(z) moving in an effective “axial
potential” given by

U)=- 3ymov*{B,)-BR)}/Blz,) . ®)

To within the approximations used above, U({z) is
the work done by the axial component of the magnetic
force on the electron, as the electron moves from
z, to z [see Sec. IIC, Eq. (13a) for a further inter-
pretation of this point].

The period 7 for a complete axial oscillation of
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FIG. 2. Magnetic field in the trapping region. The

field is measured in terms of proton resonance frequency
(left-hand scale). The energy scale on the right gives
the equivalent potential for axial motion. The time-
average field is shown for the levels B’ = B,,, and B’
=Bp, (see Sec. I1C).
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an electron can be calculated from the dependence

of B(z) on z. Using dt=dz/v, and integrating over
complete oscillation leads to

21 dz
Zl)f z(z .[22 U‘(z)

ZB(Z 1/2

/ Be)- B(z}”z - M

For the well shown in Fig. 2 and an electron energy
of 110 keV, the period is approximately 600 nsec,
corresponding to a 1. 5-MHz axial oscillation fre-
quency. The cyclotron frequency is approximately
4000 MHz. Within the trapping region, the maxi-
mum value of {B(z,)- B (2)}/B(z,) is 60x107%, The
equivalent potential well for axial motion is there-
fore about 6-eV deep.

The axial oscillation frequency was measured by
applying a small 0. 1-V rms) continuous sinusoi-
dal rf voltage between the trapping cylinders. Reso-
nance between the applied rf and the oscillating
electrons permits the electrons to gain sufficient
axial energy to remove them from the trap before
the normal ejection pulse. Consequently, at reso-
nance, the counting rate decreases sharply. The
resonance frequency determined in this manner was
compared to the predicted frequency obtained by
numerical integration of Eq. (7) from field-map data
(Sec. IVB). The frequencies agreed to 1%, thus
providing a convincing check of the orbit theory
developed above.

Orbit Perturbations

If the orbit center does not coincide with the field
center, an additional perturbation of the orbit is
present, which causes the orbit center to drift slow-
ly about the field center on a circular trajectory.
For the g-1IV trap, the period of this so-called
motion is approximately 3000 usec.?' The only ob-
servable effect of the 2 motion is an extremely slow
periodic variation of beam intensity with trapping
time. Since the period of the motion is much
greater than the difference frequency period, this
variation has no significant effect on the asymmetry
function of Eq. (3).

Small departures of the magnetic field from cir-
cular symmetry also give rise to a drift of the or-
bital center. If a weak external field gradient of
the form 8B,/dx is superimposed on an initially
symmetric field, the orbit center of the trapped
electrons will begin to drift perpendicularly to both
the external field gradient and the z axis. The or-
bit center will not, however, drift monotonically
away from the z axis, but instead will eventually be
returned to the vicinity of the z axis on an approxi-
mately circular trajectory.? The necessary restor-
ing force on the electron arises from the radial field
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v

gradient (8B,/37) associated with the trap. This
gradient increases in proportion to », and so will
eventually predominate over any external gradient.
The radius of the drift trajectory increases as the
magnitude of the external gradient is increased. If
the external gradient is large enough, the electrons
will drift far enough from the mechanical axis of
the apparatus (the z axis) to strike the walls of the
trapping cylinders. In order to prevent this, the
magnetic field must be made highly symmetric about
the mechanical axis of the apparatus. This is ac-
complished by introducing an external field gradient
that is adjustable in magnitude and direction to can-
cel the residual asymmetry in the main solenoid
field. Improper adjustment of the magnitude of the
external gradient by 0. 2 ppm/cm is sufficient to re-
duce the beam intensity by a factor of 2. The use
of external gradient compensation is essential to
trapping in the weak g-IV trap.

Both qualitative and quantitative aspects of the Q
motion and gradient drift can be predicted using a
simple theory relating the instantaneous drift velo-
city of the orbit center to the average field gradient
over the electron orbit.* We find good agreement
between the predicted and observed values of the Q
period and the sensitivity of the beam intensity to
the uncompensated field gradient, 2 thus indicating
a satisfactory understanding of the long-term mo-
tion of the trapped electrons.

B. Spin Motion of Trapped Electrons

The exact classical®® equations of motion for an
electron with spm 5, magnetm moment zg(e/moc S
and velocity V in fields B(r) and E(r) can be put in-
to the form?

dv =

w_9 x

ar Q,Xv, (8a)

3 =+ =

7 = s %S, (8b)
where

- e g ‘)/ - -

Qy==-——|— -~ X

e (57T PXE)

= e (B vy 2 =

Qs_—m,,c {y ~yy1 PXE

ca (5= ﬁ_zxﬁ)},

and B=V/c. To obtain an explicit solution for 3,

it is necessary to integrate these equatlons together
with dr/dt V. The observable quantity is S(t) n,
where 7i= 0 x2")/10x2" |,  and 7’ being the direc-
tions of electron motion before and after the second
Mott scattering.
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In practice, such an exact solution is not possible
except for the case of motion in a spatially uniform
magnetic field. In this case, S-7 oscillates with
frequency

wp= |Qp| =awy/v, 9)

where @,= 55— Q. v,= (1= 0%/c?)V2, v, is the axial
component of v, and B is in the axial (z)direction. '*%°
For general fields E and B QD has the form

P (=) ’“E}

10)

-

(B-B)B

- e -
Bp= - aB-a—r
mC r+1

The equatlon of motion for Sin a frame rotatmg with
Vis dS/dt- QDXS The instantaneous motion of S

is a precession about QD with angular velocity w,

= IﬁDI However, 50 is no longer parallel to the z
axis, but has a component £,, normal to z which
rotates at IQ |.  The magnitudes of both £,, and

€ p, also vary as a function of the instantaneous
values of E B and B.

Although an explicit solution is not feasible, it is
possible to obtain a satisfactory approximation to
the average motion of S over a complete axial oscil-
lation in the trap. We note that for the parameters
of g-1V (1) the axial oscillation frequency is less
than 10~w,, and (ii) the maximum value of ./,
is about 107, and therefore the angle that 9] p makes
with the z axis is correspondingly small. If one
averages over the cyclotron motion, the remaining
rates of variation of the parameters of the equation
of motion w111 be suff1c1ently small that the average
motion of S with respect to vV over a complete axial
oscillation will be a precession about the z axis with
an average frequency [wp)=[IQp1].%* The notation
[ Jindicates that the enclosed quantity is to be
time averaged over a complete axial oscillation.
Since electrons are always observed after a half-
integral number of axial oscillations, the time-
averaged quantities are the only experimentally
observable ones. So long as the axial and differ-
ence frequencies are not equal, the true motion of
3 deviates from a uniform precession at frequency
[wp] by an angle of order 2,,/Qp,, corresponding
to a slight “wobble” superimposed on the otherwise
uniform motion. Neglecting the effects of this
wobble will result in a phase error of the order of
21 %10, Since the total phase difference between
inner and outer trapping time is 27N, and since N
is typically about 10", the relative error in a due
to approximating the true motion of § by a uniform
precession is of order 0.1 ppm.

If the axial and difference frequencies are nearly
equal, the above analysis breaks down. At reso-
nance, a secular rotation of 5 out of the plane nor-
mal to Z can occur; this rotation would be observed
as an apparent depolamzatxon of the trapped beam.
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We have found no experimental evidence for such a
resonant depolarization. Because of the small val-
ue of Qp,/Qp, we expect that the width of any pos-
sible resonances will be extremely small. 2

To mterpret the data in g-IV, we will therefore
assume that S.n will oscillate at a frequency [wp]

=[I€,1]. This assumption is the basis of Eq. (11)
below and for the final determination of a. We be-
lieve that the error introduced in using this assump-
tion is negligible in comparison with other errors
present. Ford and Granger?® are attempting to
check both the validity of the above assumption and
the effect of possible resonances by integrating Eqs.
(8a) and (8b) by perturbation methods.

By explicitly introducing the magnitudes of the
magnetic and electric fields encountered in the trap-
ping region, it is possible to obtain a simplified ex-
pression for [w,]. For time-average electric fields
less than 1 V/cm (our observed fields are less than
3 mV/cm), the following expansion is accurate® to
0.1 ppm of a:

[wp] 2 [E,)  1/1)\? [EZ]
e a3 ar (i) (G v

where E, and E, are components of E normal and
parallel to z. A comparison of this result with Eq.
(9) shows that the first two terms of Eq. (11) cor-
respond to the time-averaged expansion of Eq. (9)
using y,=1+ 3+ .... An equation similar to Eq.
(11) was derived and used in g-III. That equation
contained a term {y/(y+ 1)}[B2]. The factor v/(y+ 1)
is obtained if one time averages before rather than
after taking the absolute value of & p- Replacement
of the factor of v/(y+ 1) by a factor of % was respon-
sible for the further reduction of the revised g-III
value for a from 1159557x10™° to 1159549 x 10°°,
as cited in Sec. I B. The proper axial velocity
correction term was first obtained by Henry and
Silver.'® They were able to derive Eq. (9) from
Eq. (2) by noting that helical motion of an electron
with axial velocity v, is equivalent to viewing planar
cyclotron motion from a reference frame drifting
parallel to Z with velocity — v,. In the drifting
frame, the observed value of w, is simply awy/7,.
As noted above, this result is also implicit in the
formulations of Ref. 23, when the quantity that is
being measured is properly identified as [IQD ],
rather than [[Q,]!.

For [E%]=10* mV%/cm? the quadratic term in
Eq. (11) is about 0. 2 ppm of a. Since our final data
show no evidence of a quadratic dependence of [w,]/
[wol, and since we have additional justification® for
behevmg [E2] to be considerably less than 10* mV2/
cm?, we will drop the quadratic term of Eq. (11)
in what follows.

The time-averaged quantities will depend on the
amplitude of oscillation of the electron in the well,
so an additional average over the ensemble of
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trapped electrons is necessary. This ensemble
average will be indicated by the notation (). The
ensemble average of Eq. (11) becomes, after a
slight rearrangement,

<[“’D]
D= (a1

where X= (8Y*B)1 = (By?([B,]) ). All quantities on
the right-hand side of Eq. (12) can be determined
experimentally. The quantity (|wp]) is the frequen-
cy obtained from the trapping time interval between
maxima of the asymmetry curve. The quantities
([we]) and ([R%]) may be evaluated from measure-
ments of the magnetic field and the amplitude dis-
tribution of the trapped electrons. There is no di-
rect way to measure or calculate ([E,]). If ([E,])
is independent of X and constant in time, a can be
obtained by measuring ¢’ as a function of X and
extrapolating to X=0 (B~«=). Ing-IV, a’is mea-
sured at four values of B, corresponding to X=1.02
1.31, 1.69, and 2.28 kG™!. The electron energy

is varied from 108 to 56 keV in such a manner as
to maintain a 1. 0-cm cyclotron radius at each mag-
netic field.

a'=a-(E (12)

<[ﬁ§]>) ’

’

C. Time and Ensemble Averages

In order to evaluate the ensemble averages, it
is necessary to determine the axial amplitude dis-
tribution of the trapped electrons. It will be con-
venient to characterize this distribution in terms
of the number of electrons oscillating at a level B’,
where B'=B(z,)=B(z,;). The maximum amplitude
of oscillation is determined by the location of the
analyzing foil at z=2% (Fig. 2). The maximum lev-
el in the trap is therefore B, ,,=B(z¥). Electrons
at a level B’ have a total axial energy

AU(B(%), B B'Y/B(f)

(13a)
relative to electrons at the level B(z¥). If a voltage
V is applied to the ejection cylinder, only elec-
trons above the level AU=-¢V will acquire suffi-
cient axial energy to reach the analyzing foil. If
the number of electrons ejected by V is N(V), the
relative density of electrons at the level AU=-eV
is p(AU)=dN(V)/dV. The conversion from ejec-
tion voltage to depth below the level of the analyzing
foil is

V== Symov? {Blef) -

AB/AV=eB(z¥§)/zymyv?,

where AB=B(z,)- B’. In the actual data runs, the
ejection voltage used (V*) ejects electrons from ap-
proximately the upper two-thirds of the well. The
minimum useful well level is therefore B ;,=B (z¥)
- (AB/AV)V* (Fig. 2). The number of electrons at
each level of the well is given by a density function
p(B')=kp(AU), where the conversion constant # in-
cludes a normalization factor such that

(13b)
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Jom p(B")dB'=1 .

The time-average field of an electron at the level
B’ is

2
B8]+
~ 2 {B(z,)- B(z)}?dz
—B(Zx)-fz% {B(zi) B z)} 7T, (14)
Similarly, the time average of R?, is
) ,
e-2e f v
__ B [2{B@)-B@)}dz 15)
“BE) : {B )= B(z)}‘l/zdz (
The ensemble averages of these quantities are
(B)= Jlm= p(8")[B(B"))dB’ (16)
and
D= fim 0@ [REBN]aB” . )

D. Asymmetry Data

In g-1V, recording of the asymmetry curve of Eq.
(3) is complicated by the similarity of the differ-
ence frequency period 7, (250 nsec) and the well
oscillation period 7 (600 nsec). Approximately
one-half a well period is required to eject the
electrons from the trap. Electrons will arrive at
the analyzing foil (and the detector) at an approxi-
mately constant rate during the interval gr<¢<$7
where ! is the time of arrival with respect to the
ejection pulse at T= T, (the additional delay of 37
is due to the transit time between the cylinder gap
and the analyzing foil). The total time spent in the
magnetic field is T=T,+¢, and the instantaneous
counting rate at the detector will be

R(T)=Ro(T.+t){1+6cos[wp(T,+t)+ ]} .

’

If all electrons are counted with a single scaler (as
in g-1II) the average counting rate will be

S R(T 4 tyat

where #,=37. Since in g-1V 7, = 37, the integrated
counting rate will show a greatly diminished asym-
metry, since one is integrating the cosine function
of Eq. (3) over an interval of approximately 2.

The full asymmetry will be obtained only if the
counting rate is sampled over an interval small
compared to 7,. In order to use all the ejected
electrons, the counting rate is sampled in a series
of successive intervals of 33. 3 nsec each, with the
first interval beginning at 7= T,. The counting rate
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in the Kth interval is therefore
R¥(T)=RE{1+ 6, cos{wp[T,+ (K- 1)(33. 3 nsec)]
+¢xtt, (18)

where K=1, 2,... . The parameters R{, 6, and
¢, are to be determined from a least-squares fit
of the data of R¥(T) vs T. This results in K sepa-
rate curves, which must be added numerically to
obtain a single curve R(7). Writing this out ex-
plicitly gives

Ry {1+8cos(wpT+ o)}

=2 . RE{1+ 6 cos(wpT+ dg)},

which can be solved to yield

Ry=2_¢R{ , (19a)
5= (F2+G?®)Y2 /R, , (19b)
¢=tan™ (F/G) , (19c)

where F =5, R 6, sinoy, and G= %4 RE 64 cosdy.

The parameters R, 6, and ¢ are the same as
those which would be obtained if all electrons in the
trap could be ejected and counted in a time short
compared to 7,. In effect, the summation that was
automatically accomplished by using a single scaler
in g-1II is now performed (of necessity) numerically
in g-1IV.

E. Conversion from Proton to Electron Resonance Frequency

The magnetic field is measured in terms of the
resonance frequency w,(M ) of the NMR mapping
probe (Sec. IIIB). The conversion to w, is accom-
plished using the relation

(06N w,05)
o= (go—} el w01), (20)

where w,(S) is the resonance frequency of a stan-
dard NMR probe (described below). The ratio
w,(S)/w, has been measured by Xlein®? to be

w,(S)/w,= (1.520994 5 +0. 0000007)x 107 . (21)

The ratio w,(S)/w,(M) is a calibration factor ob-
tained by comparing the resonance frequencies of
the standard and mapper probes in the same mag-
netic field. Because the mapper probe must be
small enough to fit within the trapping region, it is
not possible to construct it in the standard probe
configuration. Accordingly, it is expected that
w,(S)/w, (M) will differ from unity by up to several
ppm, owing to the different bulk diamagnetic cor-
rections associated with the different sample geom-
etries and owing to possible nonzero susceptibility
of the materials used to fabricate the mapper probe.
We have chosen to use Eq. (21), rather than al-
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ternate values of u,/uB,2® because of the ease and
accuracy with which Klein’s standard probe can be
reproduced and used. This probe consists of a
long (L/D = 10) cylindrical sample of 0.2 CuSO,
solution, with the axis of the cylinder oriented nor-
mal to the magnetic field direction. This configur-
ation has the important advantage that any possible
uniform nonzero susceptibility of the materials used
to fabricate the probe will have no appreciable ef-
fect on the magnetic field experienced by the proton
sample. If an infinitely long hollow cylinder of
permeability p is placed in an initially uniform
magnetic field with the cylinder axis normal to the
field, the field inside the cylinder will be altered
by a factor of order?’ (T 1)2. For most “non-
magnetic” materials, lu—11<107 so the effect
of such a cylinder is completely negligible at a lev-
el of 1 ppm [end effects are less than 107 (u - 1)
for L/C = 10]. Without the symmetry of the long
cylindrical geometry, the perturbation inside is
closer to order (1 - 1), and therefore could be sig-
nificant at 1 ppm.

Our use of Eq. (21) (measured at a field of 3 kG)
for the frequency conversion in g-IV (which oper-
ates at a field of approximately 1 kG) assumes that
w,(H,0) is directly proportional to the magnetic
field. A detailed consideration of a possible non-
linear field dependence of w, (H,O) has shown that
any nonlinearity has an effect of less than +1 ppm
from 3 to 1 kG.?® Because there are no current
grounds to suspect an appreciable effect at these
fields, we will assume that there is no error in
Eq. (20) due to nonlinearity.

III. APPARATUS AND PROCEDURE

The higher magnetic field and smaller orbit radi-
us of g-IV required the construction of an entirely
new apparatus. The major design goals were (i)
a 1-kG magnetic field of sufficient circular sym-
metry over a 1-cm radius orbit to permit trapping
electrons for up to 4 x10* cycles of wp, (10* psec)
in a well with a relative depth of 100 ppm or less;
(ii) field stability and mapping accuracy sufficient
to permit knowledge of the field to +1 ppm over
the course of a 24-h data run; and (iii) timing and
control electronics accurate enough to introduce
negligible error. Figure 3 shows an over-all dia-
gram of the apparatus.

A. Solenoid and Magnetic Field Regulators

The magnetic field is generated by a precision
solenoid, consisting of 12 layers of 0.110X0. 200-
in. rectangular copper wire wound on an aluminum
form 24.0 in. in diameter by 89.0 in. in length.
Two additional coils connected in series with the
main winding produce the magnetic well field con-
figuration. The axial position of these coils is ad-
justable to permit varying the well depth. At the
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FIG. 3. Apparatus. (a) Over-all scale diagram: (1)
solenoid winding, (2) well shaping coils, (3) field control
windings, (4) gradient compensation coils. The gradient
coils are mounted with opposing magnetic moments, as
indicated by the arrows. (b) Components in the trapping
region. The polarizing and analyzing foils are inclined
at 45° to the plane of the diagram.

maximum field used in g-IV (1. 2 kG), the solenoid
draws 28 A at 800-V dc. The current through the
windings is regulated to +1 ppm short term (10 sec)
and + 10 ppm long term (1 week) by a conventional
shunt-stabilized current regulator. 2!

The solenoid is cooled by circulating an ethylene
glycol solution between the inner and outer sleeves
of the coil form. The entering coolant tempera-
ture is maintained at (10+0. 2) °C by a reciprocat-
ing water chiller. Precise control of the coolant
temperature is necessary in order to minimize field
fluctuations due to thermal expansion of the sole-
noid.

The magnetic field in the trapping region is stabi-
lized by an NMR servoregulator. The sensing
probe is excited by a marginal oscillator that can
be phase-locked to harmonics of a 0.5-MHz crys-
tal-derived signal. The audio output of the margin-
al oscillator is detected by a lock-in amplifier,
which in turn controls the current in a set of field
stabilization windings (Fig. 3). The average fluc-
tuation of the magnetic field in the trapping region
is less than 1.0 ppm rms. The residual field
fluctuation is due primarily to slight variations in
the solenoid geometry with coolant temperature
and flow. Figure 4 shows a typical chart-recorder
trace of the magnetic field during a data run, mon-
itored at a point 33 cm from the center of the trap-
ping region.

A pair of small coils mounted with opposing mag-
netic moments on either side of the solenoid (Fig.
3) is used to provide an adjustable field gradient
perpendicular to the z axis. This gradient is of
the form 8B,/3x. The orientation of the gradient
can be changed by rotating the coil pair around the
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solenoid axis, and the magnitude can be varied by
changing the current through the coils. The coils
produce a maximum field gradient of 5 ppm/cm.

B. Field-Mapping System

The magnetic field in the trapping region is
mapped as a function of z using a second NMR
probe. The trapping-cylinder assembly is rotated
aside to permit the mapping probe to be extended
into the trapping region. The probe is arranged
with O-ring seals so that mapping may be ac-
complished without disturbing the vacuum, thus
permitting field maps to be obtained immediately
before and after an asymmetry data run.

The water sample of the mapping probe is a 0. 2M
solution of CuSO, in a toroidal glass container.

The sample is 1.0 cm in length, with a mean radius
of 1.0 cm, and 0.2 cm in thickness, corresponding
to the range of radii occupied by the trapped elec-
trons. The rf coil is wound around the sample in a
toroidal configuration, and is excited by a conven-
tional Pound-Knight marginal oscillator. The audio
output of the oscillator is detected with a lock-in
amplifier. The lock-in error signal is used to fine-
tune the marginal oscillator frequency, thus per-
mitting the oscillator to be “locked” to the magnetic
field frequency. The equivalent NMR frequency can
then be read directly from a frequency counter.

The width of the NMR line is 20 ppm full width at
half-maximum (FWHM), due to the CuSO, doping of
the sample. A superimposed 85-Hz sweep field is
used to modulate the field at the sample. The
sweep amplitude is +5 ppm relative to the main
solenoid field. The signal-to-noise ratio at the
lock-in output is greater than 100:1. The center
of the line can be determined to better than +1 Hz,
or +0.2 ppm. The line center was found to be es-
sentially independent of the rf amplitude, the audio
sweep amplitude, the presence of stray 60- and 120-
Hz pickup, and the total gain of the servoloop.
Ability to measure the field was limited by thermal
drift of the solenoid (Fig. 4).
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FIG. 4. Magnetic field stability. The field is moni-
tored at a point 33 cm from the center of the trapping
region.
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The standard probe consists of a 1. 2-cm-i.d.
X 20-cm-long Plexiglas container filled with 0. 2M
CuSO,. A l-cm-long rf coil is wound at the center
of the sample. The sample container is enclosed
in a long concentric aluminum shield, with the rf
connections brought out at the end of the shieid.
The sample, sample container, and shield there-
fore form a series of long concentric cylinders,
ensuring that the resonance frequency will be in-
dependent (at a level of 1 ppm) of any uniform non-
zero susceptibility of the materials used for the
container and shield (Sec. IIE). In order to test
for possible nonuniform magnetic susceptibility
(local magnetic contamination), three identical
probes were fabricated from similar materials.
No frequency shift between probes was detected
at a level of +0.2 ppm. The electronics used with
the standard probe are identical to the mapping
electronics.

C. Vacuum System, Electron Gun, and Trapping Assembly

The pressure in the trapping region is maintained
at 2x107® Torr or less by a 400 1/sec sputter ion
pump and a 6000 1/sec titanium sublimator. A
molecular-sieve trap on the roughing line prevents
contamination of the vacuum system by backstream-
ing mechanical pump oil, and thus minimizes the
possibility of the formation of insulating dielectric
films (which could cause stray electric fields) on
the interior of the trapping cylinders.

The electron gun is immersed in the main sole-
noid field, which provides focusing for the unpolar-
ized electron beam. The gun is operated in a
pulsed mode, and can produce up to 20 mA in a 1-
mm-diam beam. The pulse length is nominally
200 nsec. The accelerating voltage (up to 120 kV)
is provided by a conventional solid-state voltage
doubler, operated from a Sorenson line-voltage
regulator. High-voltage drift is less than + 2%
after a 1-h warmup period. Ripple is less than
%%, with no corona or other transient fluctuations.
The accelerating voltage is monitored by a resis-
tive voltage divider. This network was checked
against a second external divider. The two agree
to 1.5%. The estimated uncertainty in the acceler-
ating voltage is +3%.

The trapping cylinders and scattering foils are
shown in Fig. 3. The cylinders are fabricated
from copper, while the foil holders and baffles are
brass and phosphor bronze. All interior surfaces
are sprayed with an isopropanol suspension of col-
loidal graphite (Aerodag-G, available from Ache-
son Colloids Co., Port Huron, Michigan) in order
to provide a uniform surface potential over the in-
terior surface of the assembly. The partially po-
larized electrons enter the trapping region through
an annulus of 1.0-cm mean radius and 0. 2-cm
width located in the end of the injection cylinder.
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This annulus, together with a baffle of 1. 1-cm ra-
dius in the eject cylinder (Fig. 3), defines the lo-
cation of the trapped beam. A series of apertures
at the eject-cylinder end of the assembly allows
electrons which scatter through (90+15)° at the
analyzing foil to reach the detector. The scatter-
ing foils are commercial 23 k gold leaf, approxi-
mately 10~ c¢m in thickness (220 pg/cm?). The
over-all efficiency of the first scattering is (2+1)
%1078 while the larger solid angle used in the sec-
ond scattering increases the analyzing efficiency to
(1£0.5)x10™.

The materials used to fabricate the trapping
assembly were checked for magnetic contamination
with a pair of NMR probes placed in the solenoid
field. If the object to be tested is brought near one
of the probes, any magnetic properties will result
in a frequency shift between the probes. Shifts as
small as +0. 1 ppm can be detected. The complete
trapping assembly affects the field by less than
+1.0 ppm over the useful portion of the trapping
region (Sec. IIIF).

D. Timing and Detection Electronics

The timing of the various pulses necessary to in-
ject, eject, and count the beam is established by a
time-interval generator (TIG). This device may be
programmed to produce a sequence of 3 pulses
separated by multiples of 0. 100 psec, up to a maxi-
mum interval of 9999.9 usec. The output of a pre-
cision 5-MHz crystal oscillator is doubled and
shaped into a 10-MHz clock pulse signal. Selected
pulses of the clock signal are gated to the desired
outputs at times determined by preset digital coun-
ters. The output pulses are separated from the
clock signal by a single emitter-coupled logic gate.
The absolute accuracy of the time interval between
the initial and delayed pulses is +0. 2 nsec+ 1 part
in 107, as verified with a Hewlett- Packard 5360A-
5379A computing counter. The rms jitter was less
than 0.1 nsec, while long-term stability over a 5-
day interval was better than +0. 2 nsec. For typical
time intervals used in g-1V (2000-5000 usec), the
relative uncertainty from TIG is less than +0.1
ppm.

The pulse system that controls the trapping (Fig.
5) operates at a repetition rate which may be varied
from 100 to 1000 Hz. A single machine cycle con-
sists of the following events. (i) TIG produces an
electron gun trigger pulse at T=- 0. 3 usec, re-
sulting in a 200-nsec burst of scattered electrons
drifting into the trapping region at 7=0. (ii) TIG
produces an inject trigger at T=0. The inject pulser
applies a + 20-V 100-nsec pulse to the inject cylin-
der. Electrons which drift across the cylinder gap
during this 100-nsec interval are trapped. (iii) At
the desired ejection time T,, TIG produces an eject
trigger, which initiates the following sequence of
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FIG. 5. Timing system.

events: (a) The eject pulser applies a 2.0-usec
pulse of voltage + V, to the eject cylinder, ejecting
that half of the trapped beam in the inject cylinder
at T,; (b) the counting electronics are gated on at
T=T, (c) at T=T,+ 10 psec, a 50-usec burst of
+10-V pulses at a 1. 5-MHz repetition rate is ap-
plied to the eject cylinder, thus clearing the trap of
electrons prior to the next machine cycle.

The counting system consists of a 700-u-thick
silicon surface-barrier detector followed by a
charge-sensitive preamplifier. A timing discrimi-
nator with threshold discrimination produces a fast-
timing pulse (sTOP) derived from the leading edge
of the preamplifier output. Energy discrimination
using a single-channel analyzer ensures that only
elastically scattered electrons are counted. A coin-
cidence between STOP and the SCA output produces
a delayed logic pulse (STORE) which is used to initiate
the storage of data in the data system. The fast-
timing signal is also routed to the data system.

Noise in the detector and preamplifier results in
a 10-nsec FWHM time-jitter spectrum in STOP,

Time slewing due to pulse-height variation is less
than 5 nsec over the SCA window. The variation
of the average electron pulse height between inner
and outer trapping times is less than +20% of the
SCA window. The effect of time slewing is there-
fore less than +1 nsec.

E. Data System

The data system (Fig. 6) is used to (i) measure
the asymmetry function [R¥(T)] as a function of 7,
(ii) measure the ejection function [N(V)] as a func-
tion of V, (iii) accumulate asymmetry and ejection
data at two preset trapping times in a sequential
manner, and (iv) store the asymmetry and ejection
data. During the course of a data run, a program
generator (Fig. 6) controls the various pulse gen-
erators and interface electronics that establish the
trapping time, ejection voltage, and data storage
location. The data are accumulated in the form of
counts stored in specific channels of a multichannel
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analyzer (MCA) memory.
Measurement of the Asymmeltry Function

The time of arrival of an electron is digitized by
counting the number of cycles of a 30-MHz clock
signal that occur between the eject trigger and STOP.
The clock signal is synchronized with the eject
trigger, so the number of clock pulses identifies
the time interval in which the electron arrives. The
pulses are counted by a scaler, whose binary out-
put is used as the first four bits of the MCA ad-
dress.

The program generator contains two index regis-
ters i and m, wherei=1or 2andm=1, 2, ..., 8.
The contents of these registers determine the trap-
ping time. The ejection time is switched between
two preset times 7y and T,, according to the state
of index i. The injection time is varied by delay-
ing the gun trigger and injection pulses (8 -m)

X (0.0333) usec with respect to T=0. The total trap-
ping time is therefore 7,,;={T; - (8 - m)(0. 0333)}
psec. The indices ¢ and m also determine the re-
maining four bits of the MCA address, thus dividing
the MCA memory into 16 groups, each correspond-
ing to a specific T,,;. Within each group, the 16
individual channels represent successive intervals
of 33.3 nsec starting at T=T, or T=T,, and thus
correspond to the K intervals of Eq. (23). The logic
signal STORE is used to store one count in the chan-
nel addressed by the electron’s time of arrival.

The distribution of counts in the channels of each
group is therefore RK(T,,,,,-), as defined by Eq. (23)
for T,=T,,;.

Measurement of the Ejection Function

During the accumulation of ejection-function data,
the ejection voltage V, is varied under the control
of the program index m in eight equal steps V, from
$V*to V*. The counts ejected by the mth ejection
voltage are stored in channels of the memory. The
accumulated data consists of eight values of N(V,,)
for T=T, and eight values for T=T,.

__EJECT TRIGGER
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FIG. 6. Data system.
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Data are accumulated in the following sequence.

(@) ¢ and m are set to 1. Asymmetry data are
accumulated in channels 0-15 (except 1, which is
inhibited) for 100 machine cycles.

@ii) m is set to 2. Asymmetry data are accumu-
lated in channels 16-31 (except 17) for 100 machine
cycles.

(iii) This sequence continues for m=3, 4, ..., 8,
with data stored in the corresponding group of
channels.

(iv) m is reset to 1 and 7 is set equal to 2.

Steps (i)-(iii) are repeated, except that data are
stored in channels 128-143, 144-159, etc.

(v) Steps (i)-(iv) are repeated nine times. The
tenth time, the data system switches to acquiring
ejection-function data. The program index m now
controls the ejection voltage V,, and all counts are
stored in the first channel of each group (i.e., in
channel 1 for m =1, channel 17 for m =2, etc.).
Steps (i)-(iv) are repeated once for ejection data.

(vi) The data system is returned to step (i) to
repeat the complete sequence.

Sequential Accumulation of Data

Sequential accumulation of data serves to average
the effects of fluctuations in the intensity of the
trapped beam as a function of time. Small fluctua-
tions in the perpendicular field gradient result in
corresponding variations in the beam intensity. Al-
though the mean intensity (averaged over a 10-min
interval) is reasonably constant, the instantaneous
intensity can vary from the mean by up to +50% over
a period of 30 sec. The cyclical accumulation
averages out the effects of this variation. At a typ-
ical machine rate of 200 Hz, the data system pro-
gram changes every z sec (i.e., m —m + 1), so
that a complete cycle through the sequence of trap-
ping times takes place rapidly compared with varia-
tions in the beam intensity. Sequential accumula-
tion of data has the additional advantage that slow
drifts of the experimental parameters affect both
inner and outer trapping times equally. Since data
are taken at both trapping times (in essence) simul-
taneously, the electric and magnetic field exper-
ienced by the electrons are identical for each trap-
ping time, and any timing drift in the preamplifier,
timing discriminator, or time digitizer cancels out,
since only time differences are significant.

The data system was checked for electronic
asymmetries by recording an asymmetry curve
with all programs preset to the same trapping time.
The counting rate would then be expected to be in-
dependent of the program number. No statistically
significant asymmetry was found at a level of
+0.1%.

F. Experimental Procedure

The basic experimental procedures in g-1V are
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(i) trapping of a polarized electron beam, (ii) point-
by-point measurement of the magnetic field over
the region occupied by the trapped beam (field map-
ping), (iii) measurement of the asymmetry and
ejection functions, and (iv) calibration of the mapper
probe against the standard NMR probe. A combina-
tion of the first three procedures constitutes a data
run for measuring the quantity a’. A single probe
calibration is sufficient for the entire series of
runs.

Electron Trapping

Figure 2 shows a typical magnetic field used for
one of the 5-MHz data runs. At the other nominal
magnetic field values, the relative depth (60 ppm)
and shape of the well were maintained to 5%. The
field was, of course, remapped for each data run.

The radial symmetry of the magnetic field con-
trols the drift of the trapped electrons perpendicular
to the z axis. In order to obtain a stable trapped
beam, it was necessary to introduce an external
perpendicular field gradient of approximately 5
ppm/cm to cancel the asymmetry of the main sole-
noid field. The exact orientation and magnitude of
the gradient that were required varied somewhat
from day to day, depending on the magnitude and
previous history (cycling) of the solenoid power
level, as well as on coolant temperature and flow.
The intensity of the trapped beam fluctuated in a
more or less random manner as a function of time.
Apparently, small variations in coolant tempera-
ture, flow, and turbulence result in minute changes
in the solenoid temperature, with corresponding
geometrical variations from thermal expansion.
This causes variation of the perpendicular gradient
with corresponding variation in beam intensity.

After proper adjustment of the external gradi-
ent, the trapped beam intensity was found to be es-
sentially independent of trapping time, except from
the effects of the @ motion (Sec. II A) and scatter-
ing from the residual gas molecules in the trapping
region. The maximum trapping time used in the
data runs was 5900 usec; less than 10% of the
beam was lost owing to scattering at this trapping
time.

]

Field Mapping

The toroidal sample of the mapping probe occu-
pies the same range of radii as the trapped elec-
trons. Since the natural linewidth of the CuSO,
solution (20 ppm FWHM) is considerably greater
than the maximum field variation over the sample
volume (<5 ppm), the center of the resonance line
represents, to a high accuracy, the spatial aver-
age of the magnetic field over the sample volume.
The resonance frequency of the probe is assigned
to be the value of the magnetic field at the axial
midplane of the sample. A field map consists of a
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series of measurements of the probe resonance
frequency, with the probe positioned at 1. 0-cm in-
tervals along the z axis. The series of 32 measure-
ments for a complete field map requires about 5
min to complete.

Magnetic Properties of Trapping Assembly

During the data runs, the magnetic field is mapped
with the trapping assembly rotated to one side in
the mapping position. When the assembly is re-
turned to the data run position, the residual mag-
netic properties of the cylinder assembly can be
expected to affect the magnetic field inside. A mod-
ified version of the field-mapping procedure was
used to measure the field difference between the
two positions. # The measured values of this shift
are then used to correct the field maps obtained
during the data runs. After making this correction,
the residual uncertainty in the time- and ensem-
ble-averaged magnetic field due to the effects of the
cylinder assembly is +0. 2 ppm.

Asymmetry and Ejection Data

The accumulation of asymmetry and ejection data
is automatically accomplished by the data system,
as described in Sec. IIIE.

Mapper Probe Calibration

The mapper probe was calibrated against each of
the three standard probes. The field at the center
of the solenoid is homogeneous to +0. 2 ppm over
the sensitive volumes of the probes. After careful
positioning of the probes in the region of maximum
homogeneity, the ratio w,(S)/w,(M) was measured
by repeated interchange and comparison of the two
probes.

Data Run Procedure

Data runs were divided into two groups, desig-
nated by numbers less than 100, and greater than
100. The first group of runs was completed before
the data control and recording system was com-
pletely automated, so these runs differed some-
what in the actual sequence of events used. The
100 series runs comprised the majority of the data
used to measure a. After the beam intensity had
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been peaked and the field mapped, the data system
was used to accumulate asymmetry and ejection
data. During the course of the run, the beam in-
tensity was monitored. If the average intensity
decreased by more than 30%, a slight readjustment
of the gradient was made to repeak the beam. This
adjustment was required in about one-fourth of the
runs. The maximum uncertainty in the time- and
ensemble-averaged field introduced by this proce-
dure was +0. 2 ppm. The magnetic field was also
monitored during the run (Fig. 4). After sufficient
data had been accumulated (about 10° total counts),
the field was remapped. A typical run required
about 24 h.

The preliminary runs involved a similar proce-
dure, except that data were taken at each trapping
time without the automatic switching feature of the
data system.

Table I contains a summary of several experi-
mental parameters at each nominal magnetic field.

IV. DATA ANALYSIS

In order to calculate a’ from the experimental
data, it will be convenient to rewrite Eq. (12) in
the form

,1.5209945x10°N (1+€) (,  ([B2]D
B X {ER N F3) (1 2 )’(2”

where ([1p])=27/([w,]), {N([7p])}is the time be-
tween the inner and outer maxima of the asymmetry
curve (in usec), N is the number of cycles, {(f])

= ([w,()])/27 (in MHz), and 1+ €= w,(M)/w,(S).

In the material that follows, all errors are+1
standard deviation (68% confidence level) unless
otherwise noted.

A. Evaluation of Difference Period

Asymmetry Curve Fitting and Statistical
Timing Evvor

A nonlinear estimation program (IBM S3226-SY)
is used to fit the data of R*(T,,;) vs T,,; to the co-
sine function of Eq. (18). The program returns
best-fit values for RS, 6, and ¢, together with
the estimated standard deviations o (RY), o(6), and
0(¢k) (these errors arise from the statistical fluc-

TABLE I. Experimental parameters for the data runs.

NMR frequency (MHz) 5.0
Magnetic field (kG) 1.17
Electron energy (keV) 108
Ejection voltage V) 4.0
AB/AV (Sec. II C) (Hz/V) 49.9
Difference frequency period (nsec) 262
Axial oscillation period (nsec) 650
X (Sec. IIB) kG™) 1.02

4.5 4.0 3.5
1.06 0.94 0.82
89 73 56
3.2 2.8 2.4
54.6 59.1 65.6
292 328 376
700 740 820
1.31 1.69 2.28
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tuation in R¥). The standard deviations are esti-
mated by numerical evaluation of the matrix of the
residuals (the error matrix; see the Appendix).
Proper convergence of the least-squares fit to a
true minimum was checked by using the program
to fit data where an exact solution to the leasti-
squares problem could be calculated by analytic
methods (e.g., if the data points are spaced at in-
tervals of 37). 2 The values of o(R), 0(64), and
0(¢g) estimated by the program were found to be
in excellent agreement with the a priori estimates

o*(Rg)= RF)'?, (23a)
o*(6x)= V2 RE RE)V?, (23b)
o*(dg)=V26, RE)VZ, (23c)

as derived using the method of maximum likelihood
(Appendix). In Eq. (23) we have

8
RE=2 RY(T

m=1

m,i) ’

i.e., the total number of counts in the Kth curve.

Equations (19a)-(19c) are then used to calculate
Ry, 8, and ¢. The standard deviations o (R,), o(5),
and 0 (¢) are calculated from o (RY), o(6,), and o (¢)
by applying the theory of propagation of errors to
Eqgs. (19a)-(19c), e.g.,

o*(@)=2 { (-%)a o*(RE) + (—?L>202(5K)

3 96

20 \? 2
+ 55) o (qs,()} L)
Again, the standard deviations calculated in this
manner are in excellent agreement with a priori
estimates of 0(Ry), 0(6), and o(¢), as obtained
from Eqs. (23a)-(23c), using R;=3xRE as

the total number of counts in the run.

A typical data run and the fitted curves are shown
in Fig. 7. The principal parameters of interest
are ¢ and o(¢), which determine the position of a
maximum to be at time T; +0o(7;). For a single
data run, the phase error at each trapping time
is approximately +0. 1 rad, corresponding to a
+ 5-nsec uncertainty in the position of the maximum.
The relative statistical error in {N<[TD]>} for a
single run was typically +2 to +4 ppm.

Absolute and Total Timing Evror

The total absolute timing error is the rms sum
of (i) the absolute error from the time-interval
generator, £0.1 ppm, (ii) the error from time
slewing (Sec. IIID), +0.5 ppm, and (iii) slow timing
drift in the discriminator and time digitizer, +1.0
ppm. Error (iii) is present only for runs 001-015.
In runs 114-155, the automatic switching between
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inner and outer trapping times eliminated the ef-
fect of slow timing drift.

The total error in {N([7,])}is the rms sum of
the statistical timing error and errors (i)- (iii)
above. Statistical error contributes approximately
80% of the total timing error in a single data run.

Cycle Counting

The following procedure was used to determine
N without an explicit counting of all of the cycles
between the selected maxima of B. Two asymmetry
curves separated by 200 pusec were used to es-
tablish the time interval {N, ([7;])} to an accuracy
of +50 ppm. Evaluation of field-map and ejection-
function data (Sec. IVB) established ([f]) to an
accuracy of +1 ppm. The product {N, ([T, ]} ([f])}
was therefore known to + 50 ppm. The results of
g-III were used to identify Ny. The absolute limits
of a’ expected in g-1V were taken to be (1159500
+500)x10™°, where the greatly increased error
(15 times the reported accuracy of g-III) allows
for a 400-ppm shift in @’ owing to the possible
presence of a large (~100 mV/cm) time-average
radial electric field in g-IV. Substituting this re-
sult and N=1 in Eq. (22), the result of g-III be-
comes {([7p])([f]) }wec=1.3117+0. 0005, so that

v D) (D)
! {([TD])<[f]>}WC

Since the uncertainty is an absolute limit of error,
N, was identified to be 762. A new value for
{([ro]){[f])} was then calculated from the g-I1V
data, using {( (oD hi= {3\'1< [mo ) ([f]) }/62.
The standard deviation of this quantity was +50
ppm.

The cycle counting procedure was then repeated
using a new pair of asymmetry curves separated
by 600 usec, yielding a value of {N,([7,]1)([/])}
accurate to +20 ppm. Proceeding in a similar
manner, we have

v D ([}
2 {<[TD]><[f]> }1

and therefore N,=2287. A third repetition of this

=1761.95+0.35 .

=2287.05£0.3 (+30),

o
&

[P 2000.170 * 0.006 psec ———> ,

= 7625 cycles
:

o
o
1

R

Ro
>
S

ASYMMETRY
S
o

0.98

0.96

1900.0 1900.2 19004 39000 39002 3900.4

TRAPPING TIME (psec)

FIG. 7. Typical asymmetry data and fitted curves.
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procedure using the asymmetry curves of the first
data run (separated by 2000 usec) was used to ob-
tain N=7623.8+0.4 (+30). Therefore, N was
identified to be 7624. Since the standard devia-
tion of N is approximately 0. 15 cycle, the prob-
ability of a one-cycle miscount is less than 1075,
assuming that N is distributed normally.

The cycle counting procedure was performed for
runs 001-008 (5 MHz) and repeated for runs 009-
012 (3.5 MHz). The results indicated that the val-
ve {{[7o])([f1)}=1.3116 £0. 00001 was sufficiently
accurate to identify N within +0. 1 cycle in all suc-
ceeding runs.

A plot of a’(X) vs X provides an independent
check for the possibility of a one-cycle miscount
(Fig. 8). Each point represents the result of a
single data run. If the true number of cycles for
the ith run were N;=N; +1 instead of the most prob-
able value N;, the values of a; would be revised as
shown. If Nj=N; £1, (i) the dispersion of a; at
each nominal field is greatly increased (note the
complete splitting of the data into two distinct
groups at 5.0 and 4. 0 MHz), and (ii) there is no
linear fit to the data that would give a statistically
acceptable dispersion. The data are statistically
acceptable only if N;=N;. The possiblity of a one-
cycle miscount is therefore completely negligible.

B. Evaluation of the Time- and Ensemble-Averaged Quantities
Calculation of Density Function

The density function is calculated from the ejec-
tion data of N(V,,) vs V,, by a graphical method.
The quantity N(V,)/N(V*) is plotted as a function

f (MHz)
50 45 40 35
T T T T
800} Fovens ]
s
: |
t . !.i
1 f
s 3
) I
~ 100} 1
»
2 2 —
5 4 F
o ;
™ 600} 3
| JE ]
1
i '
500 r - N
0 10 20

X =(/37’e)“ (k6™")

FIG. 8. Effect of a one-cycle miscount. Each point
represents the results of an individual data run. The
error in each point is approximately twice the diameter
of the point (see Sec. IV A for a complete explanation).
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FIG. 9.

Typical ejection data and density functions.

of V,/V*. The slope of a smooth curve drawn by
eye through the data points is then evaluated at 17
equal voltage intervals to yield a series of values
of p(V). A typical set of ejection data and the
derived density functions are shown in Fig. 9.

Calculation of Time and Ensemble Averages

The time and ensemble averages are evaluated
numerically. After the raw field-map data of B(z)
vs z at 1-cm intervals are corrected for the resid-
ual magnetic effect of the trapping cylinder assem-
bly, additional values of B are interpolated at 0. 05-
cm intervals. The resulting array of data points is
used to evaluate Eqgs. (7), (14), and (15) by Simp-
son’s method. The contribution of the end seg-
ments (turning points of the motion) is calculated
by an explicit integration formula, which assumes
that B is a linear function of z in the last 0. 05 cm
of the motion. Without the explicit integration of
the end segments, a substantial error {up to 20%
of 7, B(z;)~[B], or [RZ]} can arise from purely
numerical integration, owing to the rapid increase
of the B(z,)— B(z)"/? integrand near the end points.
For example, refined numerical calculations of
[B] and [+2] for g-III were responsible for about
one-half the change in a reported in Ref. 16. The
quantities [B(B")], [F2(B")], and T are evaluated at
a series of levels in the well. After p(V) is con-
verted to p(B’) and normalized over the interval
Bhin—Bumax, further numerical integrations are used
to evaluate Eqs. (16) and (17).

Evvov in the Time- and Ensemble-Averaged
Field

Explicit uncertainties contributing to error in
(|f]) are (i) random and absolute error in the NMR
field measurements, (ii) uncertainty in the density
function, (iii) uncertainty in the voltage to well-
depth conversion, and (iv) numerical error in eval-
uating the time and ensemble averages.

The absolute error in determining the NMR fre-
quencies was +1 Hz, +0.1 ppm. In addition, a
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random error of +1.0 ppm was present owing to
noise and slow drift of the field during the field maps
and data runs (Fig. 4). The effect of this variation
on the time-average field is approximately +0. 3
ppm, as estimated from the standard deviation of

a series of repeated field maps.

The ejection function was observed to vary slight-
ly from run to run, and as a function of trapping
time. In addition to a random variation from run
to run (approximately 50% of which was due to count-
ing statistics), there was a systematic relative
loss of electrons from the upper levels of the well
with increasing trapping time (Fig. 9). This phe-
nomenon is probably due to scattering from the
residual gases in the trapping region. Electrons
near the top of the well will be lost more rapidly
by scattering than those near the bottom, since the
necessary scattering angle for an electron to leave
the trap decreases to zero at the maximum level of
the trap.

The plausibility of determining {[f]) to approxi-
mately 1 ppm in the g-IV trap can be illustrated as
follows. The maximum and minimum levels in the
well have time-average fields differing by 22 ppm
(Fig. 2). The absolute limits of uncertainty in |f]
are therefore +11 ppm. This assumes, however,
that all electrons could be either at the very top or
bottom of the well. If, as is much more likely, the
electrons are distributed in some reasonably smooth
but unspecified way, we can divide the limits of er-
ror by about a factor of 2, and thus obtain o ({[f]))
=6 ppm. The uncertainty in ([f]) can be further
reduced to less than + 1 ppm if p can be directly
measured to an accuracy of order 10%.

The experimental uncertainty in ([f]) was deter-
mined by statistical analysis of field and ejection
data from runs 001-015. For these runs, ejec-
tion data were taken immediately before and after
each asymmetry data segment. The field was
mapped three times during each run. The time- and
ensemble-average field was calculated for various
combinations of the field and density data. The
standard deviation of ([f]) was approximately 1.0
ppm. We estimate that this uncertainty is the rms
sum of (i) random drift in the field, +0. 3 ppm, (ii)
random variation in p, +0.7 ppm, and (iii) system-
atic variation of p with trapping time, +0.6 ppm.

In runs 114-155, the value of ([f]) assigned to
each run was the average of the four values obtained
by combining the density function at each trapping
time with the two field maps from each run. The
uncertainty was assigned to be +1. 0 ppm.

Uncertainty in the energy of the trapped electrons
results in a corresponding uncertainty in the voltage
to well-depth conversion. The uncertainty in the
accelerating voltage is +3%. Additional uncertainty,
estimated to be about 1 keV, arises from energy
loss upon passing through the polarizing foil. ?' This
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estimate is confirmed by the fact that the counting
rate as a function of accelerating voltage exhibits

a maximum within + 2 kV of the value expected for
the 1. 0-cm beam radius. The total uncertainty in
the trapped electron energy is therefore taken to be
+5%, resulting in a +5% uncertainty in B, i.e.,
0(Bmin)=0.05 Bpax— Bmin). Error in V* also con-
tributes an additional uncertainty of +3% in B ,.
The total rms uncertainty in B, is therefore 6%.
The corresponding uncertainty in ([f])is +0.7 ppm.

The numerical error in evaluating (|f]) is less
than +0. 1 ppm. Several tests were made to ensure
proper functioning of the computer program used to
evaluate ([f]). These included calculating the time-
average field for the function B=%,(z/L )2, where the
result [B]= 3k, is exact. The numerical result
agreed to 0. 1% of the well depth (i.e., 0.1-ppm ab-
sclute error). The density integral portion of the
program was checked using density functions that
could be integrated analytically [e.g., p(B’)= const,
p(B')=k,B’]. Again, the absolute error was less
than 0.1 ppm. The 1% agreement of the calculated
and measured axial oscillation frequencies (Sec. II
A) also constitutes a sensitive check for proper
evaluation of the time-average integrals.

The total uncertainty in ([ f]) is the rms sum of
the various errors considered above. Some of these
errors are absolute, that is, they will not be re-
duced by averaging. These are (i) absolute error
in determining the NMR frequencies, +0.3 ppm, (ii)
uncertainty in By, +0.7 ppm, and (iii) uncertainty
owing to the variation of p with trapping time, +0.6
ppm. In addition, there are random errors from
(i) random variation of p, +0.7 ppm, and (ii) ran-
dom variation of the magnetic field, +0. 3 ppm. The
total random error is +0. 8 ppm; the total absolute
error is +1.0 ppm. Since the absolute error is
common to all data runs, it will be included after
averaging the results of the individual runs at each
value of X.

Evvor in {[B2])

The various uncertainties from field mapping and
variations of p noted above are the principal sources
of error in ([2%]). An analysis similar to that
made for ([f]) shows that the maximum error in
5([82]) is £0.1x107", or 0.1 ppm of a.? The val-
ues of 3 (| B2]) ranged from 1.0x107® to 2.5x107®,
The uncertainty introduced by the axial velocity
correction is therefore negligible.

Mapper Probe Calibration

The mapper probe was calibrated against the
standard probe on two occasions, at the conclusion
of runs 015 and 155. The sample container was
replaced after run 015. There was no evidence for
a frequency shift between the three standard probes
at a level of +0.2 ppm. The calibration factors
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are €= (1.3£0.2)x10™® (runs 001-015) and €= (1.1
+0.2)x10" (runs 114-155). Since this correction
is common to all data runs, the uncertainty will be
included after extrapolating to obtain a.

C. Results of Individual Data Runs

The result a; of each data run is calculated using
Eq. (22). The estimated error 0*(a;) is the rms
sum of the random uncertainties in {N ([7,])}, +2
to +4 ppm; ([f]), £0.8 ppm; and z ([#]), 0.1
ppm. In the remainder of Sec. IV, the asterisk
indicates that the standard deviation is an estimate
based on a priori considerations. In Sec. IVD, we
determine whether 0*(a;) represents a satisfactory
assessment of the total error in a;. Several pa-
rameters and the results of the data runs are given
in Table II.

D. Systematic Error ina

In order to determine @ from a;, it is necessary
to consider the dependence of a’ on the electric
fields assumed to be present in the trapping region.
In particular, we make the hypotheses that ([E,])
is (i) independent of X and (ii) constant during the
entire series of runs. If these hypotheses are not
completely valid, a certain amount of systematic
error will arise in the extrapolation of a’ vs X to
determine a. In the following paragraphs, we will
consider in detail the validity of hypotheses (i) and
(ii). We will also consider several possible sources
of systematic error and estimate the magnitude of
the effect of each.

Since Eq. (12) is central to our final determina-
tion of a, a series of measurements were made to
verify the dependence of a’ on X and ([E,]). This
was accomplished by measuring @’ as a function of
an externally applied dc voltage on the injection
cylinder (in addition to the usual injection pulse).
The potential and electric field in the trapping re-
gion can be calculated from a power-series solution
to the boundary value problem. The axial electric
field perturbs the axial motion, while the radial
electric field shifts the difference frequency.?' In
order to calculate the expected shift in a’, both ef-
fects must be considered. Satisfactory agreement
was found between theory and experiment (Fig. 10).
This not only confirms the dependence of a’ on X
and ([E,]), but also indirectly checks the orbit
theory used to obtain v,(z), as well as the entire
calculation of the time and ensemble averages. In
particular, ([E,]) is quite sensitive to small varia-
tions in B, or p. A 3% decrease in By, increases
([E,]) by about 10%, while ( [B]) decreases by only
1. 5% of the relative well depth. Confirmation of
the predicted dependence of a’ on X therefore
serves as a sensitive test for proper evaluation of
the time and ensemble averages, which is, of
course, essential to the projected final accuracy
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FIG. 10. Shift in a’ as a function of an externally
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predicted dependence.
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of g-IV.
Systematic Dependence of a’ on X

Any systematic dependence of ([E,]) on X or ex-
perimental parameters that vary with X will intro-
duce systematic error in the extrapolated value for
a. The results of the extrapolation (to be made lat-
er) show that ([E,])~1 mV/cm. Three possible
sources of fields of this magnitude are (i) contact
potentials between dissimilar materials exposed in
the interior surface of the trapping assembly, (ii)
space charge of the trapped electrons, and (iii)
space charge of ions created from ionization of
residual gases in the trapping region. All three
have been considered in detail elsewhere.?' We
conclude that (a) only contact potentials could be
responsible for electric fields corresponding to the
observed values of a;-a, and (b) the only appre-
ciable systematic dependence of {[E,]) on X is from
the effect of the space charge of the trapped elec-
trons.

Systematic Effect of Space Charge

The number of trapped electrons is estimated to
be approximately 5><103, as calculated from the
average counting rate of 0.5 electrons per machine
cycle, an analyzing efficiency of 10'4, and an ejec-
tion efficiency of 3. A computer calculation that
takes into account the actual radial and axial charge
distribution shows that ([E,])=-0.1 mV/cm is a
conservative upper limit to the electric field from
space charge.?' In order to maintain an approxi-
mately constant number of trapped electrons, the
unpolarized beam current was decreased by a fac-
tor of 3 from 5.0 to 3.5 MHz to offset the threefold
increase of the Mott cross section from 108 to 56
keV. The residual systematic variation in the
number of injected electrons was less than 50%.
The absolute number of trapped electrons varied
by less than a factor of 2 owing to random varia-
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TABLE II. Results of the data runs.

N ) a*IN{[1p])) {Lrn a*(a’)
Run N (usec) (ppm) (MHz) vc? A’b (ppm)
001 7624 1999. 8843 3.2 5.0000940 2.70 656.1 3.4
002 7624 1999. 8811 3.5 5.0000949 2.70 657.8 3.7
003 7624 1999. 8940 3.4 5.0000939 2.70 650.5 3.5
004 7624 1999.9024 3.3 5.0000926 2.80 646.1 3.4
005 7624 1999. 9081 3.2 5.0000935 2.75 642.5 3.4
006 7624 1999. 8841 4.0 5.0000980 2.40 656.5 4.0
007 7624 1999. 8852 3.6 5.0001048 2.40 652.8 3.9
008 7624 1999. 8797 3.6 5.0001017 2.40 656.6 3.9
114 13724 3599. 9620 4.3 5.0001065 2.15 665.1 4.5
116 13343 3500. 0480 1.9 5.0001037 2.40 657.2 2.2
117 12581 3300.1737 1.6 5.0001073 2.50 653.5 1.8
118 12581 3300.1708 2.1 5.0000996 2.45 656.2 2.3
120 12961 3399. 8489 1.8 5.0001075 2.40 654.7 2.0
015 12008 3499. 8326 2.1 4.5001256 2.60 653.1 2.3
136 15783 4600.1276 2.4 4.5000753 2.10 655.3 2.6
137 16126 4700.0904 1.9 4.500069 2 2.05 658.9 2.1
138 14411 4200. 2408 1.5 4.5000612 1.85 659.3 1.8
139 14068 4100. 2746 1.9 4,5000619 1.90 657.8 2.1
140 14067 4099. 9893 1.3 4,5000634 1.90 655.6 1.6
013 10980 3600. 2345 2.9 4.0000849 2.00 662.0 3.1
014 10980 3600. 2417 2.5 4.0000940 2.10 657.1 2.8
133 11284 3699. 9526 2.2 4.0000591 1.60 656.4 2.4
134 11589 3799.9666 1.7 4.0000631 1.50 653.1 2.0
146 11894 3899.9744 2.2 4.0000520 1.65 656.5 2.5
147 11894 3899. 9791 1.6 4.0000513 1.60 655.2 1.9
148 11894 3899. 9656 1.5 4.0000508 1.60 659.4 1.8
009 8006 3000. 0757 11.0 3.5000719 1.80 672.6 11.1
010 8006 3000.1080 7.3 3.5000498 1.45 667.0 7.4
011 8006 3000. 1455 9.9 3.5000490 1.45 652.8 9.8
012 8006 3000. 1419 8.0 3.5000480 1.50 654.6 8.1
123 10674 3999. 9791 8.9 3.5000476 1.30 642.7 9.0
124 10407 3899. 8300 12.9 3.5000431 1.30 670.5 13.0
125 10140 3799, 8807 3.5 3.5000432 1.30 640.2 3.7
126 10674 3999. 9833 2.5 3.5000463 1.20 641.8 2.7
127 10140 3799. 8605 3.8 3.5000461 1.20 645.3 4.0
130 10407 3899. 8807 2.7 3.5000431 1.25 656.8 2.9
131 10407 3899. 8700 4.6 3.500047 2 1.25 658.7 4.8
132 9873 3699, 7888 2.8 3.5000472 1.256 650.0 3.0
141 10407 3899.9141 3.5 3.5000381 1.35 648.7 3.7
142 10674 3999. 9475 3.7 3.5000390 1.40 654.8 3.9
143 10674 3999. 9427 5.2 3.500039 6 1.45 656.1 5.3
144 10 407 3899.9243 4.0 3.5000417 1.40 644.5 4,2
145 10407 3899. 8986 2.9 3.5000424 1.40 651.9 3.1
152 9607 3600.0692 3.0 3.500 0377 1.20 665.7 3.2
153 10407 3899. 9130 4.4 3.5000319 1.15 650.9 4.6
154 10941 4099. 9928 2.6 3.5000341 1.20 658.9 2.8
155 9607 3600. 0990 3.8 3.500029 2 1.10 658.9 4.0
yc=1 (1BE]) x 106, b4’ =(a’—0.001159) x10°.
tion of experimental parameters from run to run Experimental Dependence of a' on Electron
(e.g., replacement of the polarizing foil, varying Beam Curvent
adjustment of the compensating gradient, etc.).
The maximum systematic variation of ([E,]) is A series of runs was made to test for a shift in
therefore estimated to be +0.1 mV/cm. This var- a’ as a function of beam current incident on the po-
iation in field results in a_systematic uncertainty larizing foil. At 5.0 MHz, a’ was measured with

0x(@")=0.35X ppm, where X is in units of kG™. the normal beam current of 4 mA, and with an in-
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creased current of 20 mA. The measured shift was
~0.05+0.11 ppm/mA. At the current used in the
data runs, the interpolated shift in a’ is — 0.21+£0.45
ppm. At 3.5 MHz, the measured shift was 0. 54
+0.50 ppm/mA. At the 2-mA beam current used in
the data runs, the interpolated shift ina’is 1.1+1.0
ppm. These results show no significant shift in a’
at a level of 1 ppm, and thus verify the theoretical
calculations of the effect of space charge made
above. The results also indicate that there is no
significant dependence of a’ on beam current owing
to charging of possible dielectric surface films on
the interior of the trapping cylinders.

A similar test was made as a function of pressure.
The measured shift of a’ with pressure at 4. 0 MHz
was 0.07+0. 8 ppm per 10 Torr (as indicated on
the system ion gauge). Since the gauge pressure
for the data runs was less than 10°® Torr, there is
no significant pressure dependence.

Statistical Analysis

Although the error estimates o*(a;) account for
the dependence of a’ on all known explicit variables,
they may neglect one or more “hidden variables.”
In particular, a’is an implicit function of ([E,]).
1f ([E,]) varies from run to run, the measured val-
ues of a; will exhibit greater variance than would
be expected from a priori considerations. In order
to detect the systematic effects of a time-varying
electric field, we will resort to a simple statistical
analysis of aj.

The best experimental estimate of a’ at each nom-
inal magnetic field is the weighted mean of a;. Us-
ing weight w¥=0¥? we have

a'= w

NN

*
iai .

-
i
-

The caret indicates a quantity evaluated by a
posteriori analysis of the experimental data. The
estimated a priori error in d’is o*@’)= (S;w¥)™V2.
The expected and actual dispersion can be compared
by calculating x%=73,; @’ - a})?/0¥2.%° The experimental
error ind’ is 6(@')=0*@'}{x*/(n - 1)}*/?, where n -1
is the number of degrees of freedom. The results

at each magnetic field are given in Table III, where
A=(a’'-0.001159)x10° and P is the probability of

C. WESLEY AND A. RICH 4

x2= x? for n — 1 degrees of freedom. The values of
F imply that we can reject the hypothesis that G(@’)
=g*@') at a 95% confidence level for the 5. 0-MHz

data, and at a 99. 5% confidence level for the 3.5-

MHz data.

The excessive dispersion of the data can be at-
tributed to (i) an underestimate of o*(a;) owing to
improper assessment of the error in the explicit
variables, or (ii) an additional source of variance
owing to the implicit dependence on one or more
variables that were not constant from run to run,
or (iii) a combination of (i) and (ii). Although
there is no statistical justification for the decision,
we believe interpretation (ii) to be the most prob-
able. The most likely source of variance is a slow
(day to day) drift in the electric field from contact
potentials.

We note that several runs differ “suspiciously”
from the mean of the averaged data. The large ¥?
at 5.0 MHz is due primarily to run 005 (3.0 o* be-
low the mean). At 3.5 MHz, runs 125 (2.9 o* low),
126 (3.4 o* low), and 152 (3. 6 o* high) are primar-
ily responsible for the high x. If Chauvenet’s
criterion® were to he employed, these runs could
be rejected, and the dispersion of the remaining
data would be statistically acceptable. The a priori
and a posteriori errors would then be in satisfac-
tory agreement. However, in rejecting four runs
out of a total of 47, we would be, in effect, ignor-
ing strong statistical evidence that something other
than a random statistical fluctuation or apparatus
malfunction has occurred. Since we have no basis
for deleting these runs because of a suspected ap-
paratus malfunction, we have chosen to retain the
four suspicious runs in the final analysis of the
data. Accordingly, we will use the experimental
error 0(@’) as the most probable error in a’. In
using 6(@’), we note that the distribution of a’ at
each nominal field is not Gaussian. The quantity
(@ -a'y/5@') will be distributed as Student’s ¢ for
n — 1 degrees of freedom, where the n observations
a; are drawn from a Gaussian distribution with
mean a’. We will explicitly consider the effects of
the non- Gaussian distribution of @’ in evaluating the
confidence intervals for a.

At this point in the analysis, the effect of the ab-

TABLE III. Averaged results of the data runs. See text for an explanation of the tabulated quantities.

Magnetic
field o*(@’) 6(a’) ala’)
(MHz) A (ppm) (ppm) % n—1 P (ppm)
5.0 654.25 0.77 1.06 22.0 12 0.04 1.45
4.5 656. 85 0.81 0.80 4.9 5 0.4 1.27
4.0 656.70 0.85 0.91 6.8 6 0.3 1.34
3.5 652.48 0.88 1.48 56.0 20 0.005 1.78
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solute uncertainty in ([f]) must be included. The
final uncertainty in @’ is the rms sum of the 1.0-
ppm uncertainty in ([f]) and the error G(@’) of the
mean. The final error in a’ is ¢@’), as given in
Table III.

E. Evaluation of a

A linear least-squares fit of @’ vs X (Fig. 11)
gives a=(1159657.7+3.1)x10°+2.7 ppm, ([E,])
=0.43+0.59 mV/cm, and x2= 3. 58 for two degrees
of freedom. The errors are a priori estimates
based on the uncertainties of a’(X), with the as-
sumption that @’ is distributed normally. We have
considered the effect of the non-normal distribution
of a’ by Monte Carlo methods. The expected con-
fidence intervals® for a are listed in Table IV.

The expected confidence intervals are somewhat
larger than those derived from a normal distribution
with 0=2.7 ppm. The expectation value of x2 for
two degrees of freedom is 2.9, as compared with
the value of 2. 0 obtained from a normal distribu-
tion. The probability of x* exceeding 3. 58 is ap-
proximately 0.3. The predicted and actual disper-
sion of the data of @’ vs X are therefore in satis-
factory agreement.

We regard the value of x? obtained from the least-
squares fit as being a test of the hypothesis that a’
is a linear function of X. There is no statistical
evidence to dispute this hypothesis. The necessity
of increasing the error in a’ from that predicted
from a priori estimates suggests that a’ may have
been a function of some additional variable, per-
haps a time-varying radial electric field. How-
ever, when the experimental error in @’ is used in
the least-squares fit, there is no statistical basis
for assuming that the average value of ([E,]) was
different at the various values of X. This indicates
that if there was a radial field present which varied
slowly in time, the sequence of taking data at dif-
ferent values of X was sufficiently random to aver-
age out the effects of any variation. The hypothesis
of a time-invariant field (in the sense of an average

T T T ]
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e ‘
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= ~ |
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0 1.0 20
X = (/3373)“ (kG™")
FIG. 11, Extrapolation to determine a.
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TABLE 1V. Expected confidence intervals for a.

Interval (ppm)

Confidence level normal distribution,

(%) Interval (ppm) 0=2.7 ppm
68 +2.9 +2.7
95 +5.9 +5.2
99.5 +8.7 +7.5

over the entire series of runs) cannot be disproven
statistically. Hypothesis (ii) (Sec. IV D) cannot be
rejected at a 68% confidence level.

In view of the suspicious nature of runs 005, 125,
126, and 152, we have also evaluated a with these
runs deleted. This reduces a by 0.2 ppm and re-
duces the error and X by about 10%. None of these
changes are statistically significant. Our final re-
sult is therefore essentially independent of whether
the four suspicious runs are included or deleted.

Confidence Intervals for a

The final error in a is the rms sum of (i) error
in a, (ii) error from systematic dependence of a’
on X, (iii) error due to neglecting the quadratic
term of Eq. (11), and (iv) additional errors asso-
ciated with the mapper probe calibration and with
field mapping.

The error in a is +2.7 ppm. For a systematic
dependence 0y(@’)=0.35X ppm, the systematic er-
ror in a after extrapolation is +0. 83 ppm. The
systematic error from neglecting the quadratic
term in Eq. (11) is less than +0. 2 ppm of @, and
is therefore negligible in comparison with the other
errors. 2! Several small errors associated with
the mapper probe calibration and field mapping are
identical for each of the data runs. These errors
are (a) uncertainty in Klein’s measurement of {wp(S),
wol, +0.5 ppm, (b) uncertainty in €, +0. 2 ppm,

(c) uncertainty in ([f]) owing to error in z¥, +0.2
ppm, and (d) uncertainty in ([f]) from the uncor-
rected effect of the magnetic properties of the an-
alyzing foil and baffle assembly, +0.2 ppm. The
rms sum of these errors is +0.7 ppm.

The rms sum of errors (ii)-(iv) is +1. 18 ppm.
The final confidence intervals for a are obtained by
taking the rms sum of the confidence intervals for
this error and the confidence intervals for @. Since
the intervals for a depart slightly from those of a
normal distribution, the rms sum must be per-
formed individually at each confidence level. The
final confidence intervals for a are +3.5x107°
(68% confidence level), +7.2x10° (95%), and +10.7
X107 (99.5%).

Evvor Analysis Summary

Because of the complexity of the error analysis
necessary in g-IV, it is relatively difficult to trace
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TABLE V. Summary of errors.

Source of error Magnitude (ppm)

Statistical uncertainty in {N ([1p])} +2.0
Absolute error in ( [f]) +1.7
Systematic dependence of a’ on X +1.0
wy (M) to w, conversion +0.7
Miscellaneous +1.0
rms sum +3.0

the contribution of each individual source of error
to the final error in @a. As an aid to the reader,
the major sources of error and their effective rms
contribution to the final error in a are given in Ta-
ble V. The values in this table are accurate to
about 10%.

V. RESULTS AND CONCLUSIONS
The final result of g-1V is
Goxpt (€7)=(1159657.7+3.5)x10° +3.0 ppm  (25)

(68% confidence level). If this result is combined
with the currently accepted value of the fine-struc-
ture constant? (o™ =137. 036 08+ 0. 000 26) and the
theoretical values for the second- and fourth-order
coefficients, the result

Aoxpt(e”) - [0.5(c/m) - 0.32848 (a/7)]

=(1.68+0.33) (a/m)° (26)

can be interpreted as an experimental determina-
tion of the sixth-order contribution to the anomaly.
The error given in Eq. (26) is the rms sum of the
error from g-1V and the error in o™,

We note that the preliminary result of g-IV was
a=(1159644+7)x10°.! This value was obtained
from the data of runs 001-015.

The results of g-IV fail to confirm the revised
result of g-III (Fig. 12). The difference between
the two experiments is

@g1v = Qgo1a1, correctea= (109 £30)x107° (27)

In order to establish the significance of this dis-
crepancy, further consideration of the g-III confi-
dence intervals for a is necessary. If these inter-
vals are known to be those of a normal distribution,
then Eq. (27) implies a discrepancy at the 99. 9%
confidence level (3.5 standard deviations). If, how-
ever, only a posteriori statistical methods are used
to estimate the error in a’ at each nominal magnetic
field (as was done in Refs. 14 and 16), the argu-
ments of Sec. IVD should also be applied to g-III.
On this basis, we estimate that the 99% confidence
interval for g-III would be approximately +100x107°
so that Eq. (27) would imply a discrepancy at about
the 99% confidence level. Regardless of which
statistical interpretation of the data one uses, we

C. WESLEY AND A. RICH 4

feel that the discrepancy with g-IV remains signif-
icant. Accordingly, we, in collaboration with G.
W. Ford, have subjected the theory and experimen-
tal procedures of both experiments to an extensive
critical review. No concrete basis for the discrep-
ancy has yet been found.

Comparison with other Experiments

At the present time, no other experimental tech-
nique for measuring a has reached sufficient ac-
curacy to check the results of the Michigan g - 2
experiments. Griff, Klempt, and Werth* have
reported a result of a= (1159660 +300)x10°°, while
Walls® has obtained the result a = (1159 580 + 80)
%10, Both of these experiments use variations
of an rf spectroscopic technique to measure w, and
wp directly for thermalized electrons confined in a
Penning-configuration ion trap.

Comparison with QED Theory

As we have noted in the Introduction, there is
currently no complete calculation of the sixth-order
coefficient. Our experimental result is somewhat
higher than current estimates of the coefficient, but
we feel that any speculation on the difference is
premature, pending the results of an exact theoret-
ical calculation.

Future Experiments

In view of the role of experimental measurements
of a as a test of QED, it is important that additional
measurements of a be made at an accuracy of sev-
eral ppm, using independent techniques. The rf-
resonance experiments mentioned above show con-
siderable promise of reaching and perhaps surpass-
ing this level of precision.

With respect to the Michigan g — 2 technique, any
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FIG. 12. Comparison of the results of g-III and g-1V.
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further increase in precision will be difficult. Some
of the problems can be seen from the sources of
error given in Table V. The most obvious improve-
ment would be to reduce the statistical timing er-
ror. However, a statistical error of +1 ppm would
require running times approaching 1 yr. The un-
certainty in the time- and ensemble-average mag-
netic field can probably be reduced by a factor of 2
through a combination of a shallower trap and more
accurate measurement of the density function, but
only at the expense of a further reduction in the data
rate. The only factor prohibiting a twofold reduc-
tion in the systematic error is the running time
necessary to complete the required investigations.
Therefore, the data rate is the limiting factor. We
estimate that a determined effort with the present
apparatus (i.e., substantial modifications and 1-yr
data runs) might yield at most a factor of 2 increase
in accuracy. We feel that such an attempt would
not be worth the large investment of time and effort
necessary. Accordingly, we have concluded our
current electron g - 2 work.
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APPENDIX: ERROR ESTIMATE

The errors in the parameters R, 5, and ¢ can
be estimated using the method of maximum likeli-
hood. It will be convenient to rewrite Eq. (3) in the
form

FA, T;)=F;=A;+Ascos(wT;+A,), (A1)

where £=1,2,3. The A, are unknown parameters

to be estimated, while w and 7; are assumed to be
exactly known. Suppose that we count with a scaler
for a standard observation time in order to measure
F at M discrete values of T;. Let the result of each
measurement be N; and let the residual at the ith
point be defined by »; =N; - F;. If N, is the mean
number of counts observed, and if p is the prob-
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ance in N; is 02(V;)=0?=N;(1-p). *

Since the distribution of N; is approximately nor-
mal, the distribution of »; will also be normal, with
variance o; and mean zero. The probability of ob-
taining a given set of 7; is given by the likelihood
function L, defined as

e

L= (@m)Y20,]™" exp(L72 /2. (A2)

—

If we let W=InL, we have W=C - %q, where

M
C =7, In[1/0;(2m)'?]
i=1
and
LA
q=2 (3/d%).

i
-

In order to obtain the maximum-likelihood esti-
mates of A,, denoted by A,, it is necessary to max-
imize L(/ik), which is equivalent to minimizing ¢q.
Since F is a nonlinear function of A,, the usual
least-squares condition 3q/94, | i, is necessary but
not sufficient for a minimum in ¢. In general, an
iteration procedure must be used to determine 4 ,.
In what follows, we will assume that this has been
done.

We now wish to estimate the variance in 4,. To
do so, we make use of the fact that the new random
variables a, EAk—/ik will be (to a good approxima-
tion) distributed according to

L(3)~exp (- 2 H,makam), (a3)
,m
where 2= (ay,,,a3), and Hy, =02 W/8A,04,,1 4 .
The variance-covariance (error) matrix is there-
fore given by

cov(A, Au)= (H ™ )em ,

so that the variance in A, is 02(d,)= H™),, .
Before evaluating H, we note that A, <<A4,. There-
fore, to a sufficient approximation, we can replace

(A4)

0; by the constant value o=[4,(1-p)]" 2. After dif-
ferentiating, we obtain
¥ oF, BoF, 82F,
Hym=0"2 2 i 7 L A5
k i1 0A, 94, Y9A 094, ‘Ek (A3)

Since, on the average, terms linear in 7, tend to
zero, the expectation value of H is

_ H aF. oF,
—g2), =i i
Hypm =07 = 04,

i=l aAk (AG)

=

A
ability of obtaining one or more counts in a single *
machine cycle, then in the limit N; > 1, the vari- Using 6;=wT;, we find
J
= M = 1 # = A, A
Hn:(‘;z ) H12=gz 2. cos(f;+A;), H13=_022_ 2 sin(6;+4,) ,
i
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M
= — = =A
Hy=Hyp, szzglz 20 cos?(8;+A,) Hy=57 2 f sin2(6;+A,3) ,
i=1 i=1
(A7)
- . ooar K
Hy=Hys, Hgp=Hypg H33=;2—%1/ sin®(6;+Aj) .
[
For arbitrary values of A9=6;—6;,, the expres- oldy)= A,/A,)[2(1-p)/N 2. (A8c)

sions for 0(4,) will be rather complex. If, how-
ever, we arrange to take data so that A6;= 37 and
over an integral number of cycles, then all F »m Are
zero if k #m. Since H is then diagonal, ¢2(4,)

= (H,)". Using N;=MA, for the total number of

counts recorded, and o=|A,(1-p)]"?, we find
o@))=[A-pWN 2, (A8a)
o(y)=4,[2(1-p)/N]2, (A8b)

Although these relations have been derived for A8
= 37, our experience with the nonlinear estimation
program (Sec. IV A) has shown that they are accu-
rate to about 10% for eight points equally spaced
over an interval of 7 or greater. If A;, A, and
A, are replaced by R¥, RE6y, and ¢y, and if p is
neglected (p <0.05 in g-1V), one obtains Eqs.
(23a)-(23c).
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The moments of a spectral line are evaluated in a general way and compared with results
which invoke standard assumptions of line-broadening theory. Cesium-rare-gas systems are
analyzed for a variety of experimental conditions in the hope of extracting useful information
about excited-state interactions. The computation uses atomic-beam results for the ground-
state interaction and assumes that the excited-state potentials are represented to a first ap-
proximation ky Vf=G/R’2—D/RG, The calculation, which includes a comparison of line shapes,
indicates that the following numbers (in cgs units) are reliable for the long-wavelength compo-
nent of the resonance lines of cesium: with argon, G =4.87x10"1% D=4,74x10-%; with helium,
G=0.459x1071% and D=~0.614x 10758, Analysis of the cesium-xenon system yields results
which illuminate the practical difficulties associated with an otherwise attractive technique.

I. INTRODUCTION

Realistic calculations of spectral line shapes of
gases is a matter of importance in a variety of sit-
uations. Significant progress has been made in the
case of plasmas, but relatively little has been
achieved for the case of (charge) neutral perturbers.
The most general formulations of the theory are
appropriate for comparison with experiments in
which the impact approximation® is warranted. An-
other class of experiments can be analyzed correct-
ly using theories which make the adiabatic approxi-
mation.? However, in many cases, especially those
in which interesting information about excited-state
interactions is available, the computation of line
shapes with existing theories cannot be justified.
The fact that improvements in the theory are diffi-
cult to achieve suggests that something simpler than
the line shape itself be studied.

The moments of a spectral distribution have been
considered profitably in a number of contexts.® For
example, they have been evaluated for the absorption
of light by atoms* and molecules®; they have been
used to establish error bounds on forces between
atoms, ® and to study the potentials involved in colli-
sion induced absorption.” Moments have been used
in line-shape theories, ® and to infer intermolecular-
force information from experiment. ®

The use of moments to infer information about
interactions and to calculate line shapes is an at-
tractive prospect. Using p moments, it would be

possible, in principle, to obtain p parameters in a
realistic model of an excited-state potential. More-
over, since the line shape is the Fourier transform
of a correlation function C(f) and since C can be
viewed as a power-series expansion in { with coeffi-
cients proportional to the moments, a knowledge of
the moments would then permit an accurate deter-
mination of C for small times.

These prospects raise several significant ques-
tions. What is the general quantum-mechanical
form for the first few moments, and how is it sim-
plified when various commonly employed approxi-
mations are introduced? Is it possible to infer re-
liable information about interactions from the mo-
ments and if so, how much? The present paper
seeks an answer to these questions. Specifically,
the first three moments are calculated using an
adiabatic representation. !® These results for the
diabatic case are then compared with that obtained
by making the adiabatic approximation, the quasi-
static approximation, 2 and the approximations used
by Fox and Jacobson. ! Then the problem is
restricted to a detailed analysis of data on a cesium
resonance line when the cesium is pressurized by
helium, argon, and xenon.'?"®® The reliability of
the results, which differs in each case, is discussed
at-the appropriate point and summarized in the con-
clusions.

II. CALCULATION OF MOMENTS
A. Diabatic

The spectral density F(w) for a line-shape prob-



