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Taylor vortex flow under harmonic modulation of the driving force
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Time-periodic Taylor vortex flow between two concentric cylinders is studied. With the outer
cylinder at rest and the inner one rotating with angular velocity A(t) =O,(1+6 cosset), the stability
boundary of circular Couette flow and the fully nonlinear Taylor vortices are investigated. Results
are obtained by a finite-difference numerical simulation of the full Navier-Stokes equations for a ra-
dius ratio g=0. 65 and by an analytical Galerkin approximation with four modes for arbitrary gap
width. Data obtained by both methods agree very well. Modulation is found to destabilize the
basic flow in agreement with earlier theoretical results. The time dependence of Taylor vortices is
determined in detail and compared with recent experiments. Their response to the modulated driv-

ing is elucidated and explained by investigating various limiting behaviors and by comparison with
the amplitude equation. Subharmonic response is found for large modulation amplitudes when the
driving Q(t) becomes supercritical in both rotation directions during one period. Differences and
similarities of linear and nonlinear flow properties with modulated convection in Rayleigh-Benard
systems are discussed in detail. That low-frequency small-amplitude modulation stabilizes the basic
conductive state in the latter system while it destabilizes circular Couette flow is shown to be caused
by the different coupling of the driving to the secondary flow field.

I. INTRODUCTION

The flow of an incompressible fluid between two con-
centric cylinders is investigated. While the outer cylinder
is held at rest, the inner one is driving the flow by either a
uniform rotation with constant angular velocity 0 or by a
harmonically modulated rotation rate Q(t) with mean Q.
In both cases the primary purely azimuthal circular
Couette flow (CCF) state loses its stability to the secon-
dary axisymmetric Taylor vortex flow (TVF) state if the
mean angular speed of the inner cylinder exceeds a criti-
cal value. For stationary driving both CCF and TVF are
time independent whereas for a harmonically modulated
driving CCF and TVF are periodic in time. The spatial
properties of CCF and TVF, however, remain largely
unaffected by the modulation.

The influence of harmonic modulation of the control
parameter on hydrodynamic instabilities and secondary
flows is of general interest. Especially modulated CCF
and TVF had received much attention after the early
stimulating work of Donelly. ' Since that time most in-
vestigators aimed at determining the modulation-induced
shift of the stability boundary of CCF (Ref. l —9). Hall
used an expansion in terms of a small modulation ampli-
tude and calculated the lowest-order corrections to the
threshold shift analytically within a narrow-gap approxi-
mation. He found the shift in the threshold for onset of
TVF to be negative and small in size for all modulation
frequencies being strongest for low-frequency modula-
tion. Riley and Laurence also employed the narrow-gap
approximation and investigated the stability boundary
numerically using linear stability theory together with a
Galerkin expansion and Floquet theory. Their results are
in good agreement with the predictions of Hall. More-
over, they found certain parameter ranges where the

linear equilibrium solutions are harmonic and subhar-
monic, respectively. Carmi and Tustaniwskyj and Tus-
taniwskyj and Carmi used a similar approach as Riley
et al. and also energy stability theory numerically. How-
ever, their results for a wide gap yielded a much larger
negative threshold shift compared to previous investiga-
tions for a narrow gap. Such larger threshold shifts were
also reported to be seen in experiments by Thompson
and more recently by Walsh et al. The most recent ex-
periments by Ahlers, on the other hand, show threshold
shifts that agree better with the smaller ones predicted by
Hall. 2

In contrast to the stability boundary of CCF nonlinear
TVF had received much less attention in the past. On
the theoretical side, Hall derived an amplitude equation
for the time dependence of slightly supercritical TVF
while detailed experimental results on modulated TVF
have been produced only very recently by Ahlers.

Parallel to modulated Taylor-Couette flow there had
also been much effort to explore the transition from a
temperature-modulated heat-conductive basic state to
time-dependent convection rolls in the Rayleigh-Benard
problem (see, for instance, Ahlers et al. ' '' and the
references cited therein). Although there are many
analogies to TVF, there are also differences. For exam-
ple, the modulation-induced shift of the threshold for on-
set of convention can be either positive or negative de-
pending on the amplitude and frequency of the rnodula-
tion. In particular, modulation of the temperature
difference across the fluid layer with moderate amplitudes
results in a relatively strong positive shift of the critical
control parameter in contrast to the Taylor-Couette sys-
tem. The stability characteristics and also the dynamics
of nonlinear, time-dependent convection rolls have been
quantitatively explained very well by a Lorenz-model ap-
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proximation' ' of the Boussinesq equations. In view of
this successful approach for Rayleigh-Benard convection
it seemed promising to describe also modulated TVF with
similar model equations.

We therefore derive here a few-mode Galerkin-model
approximation, which allows for a detailed understanding
of the flow properties. Moreover, it is well suited to com-
pare the results for TVF with those of Lorenz models for
Rayleigh-Benard convention. In addition and for com-
parison we simulate time-dependent TVF by integrating
the full Navier-Stokes equations by a finite-difference
method. Both methods permit large modulation ampli-
tudes and strongly nonlinear TVF. Thus not only the sta-
bility boundary of CCF but also fully nonlinear TVF are
investigated.

In Sec. II we describe the system and the two above-
mentioned methods to investigate it. In Sec. III we
briefly reca11 linear and non1inear flow properties of the
rotating Couette system under stationary driving ob-
tained from our Galerkin model and the numerical simu-
lation. Section IV contains our results for modulated
driving. The stability threshold for onset of TVF as
determined within the Galerkin approximation and from
the numerical simulation is compared with experimental,
numerical, and analytical results of other authors. For
small modulation amplitudes and frequencies we eluci-
date similarities and differences of the stability properties
of the modulated Benard problem. Time-dependent and
mean properties of fully nonlinear TVF above threshold
are evaluated in the numerical simulation and in the
model. The dynamics of the response to modulation is
explained in great detail and compared with other avail-
able results and furthermore with the behavior of modu-
lated convective flow in the Benard system. Section V
gives a summary of our results. In Appendix A we
present details of the derivation of our Galerkin model
and Appendix B discusses formal analogies of the TVF-
model equations with the convective Lorenz-model equa-
tions.

the normalized deviation of the mean rotation rate 6
from the critical value for onset of TVF under stationary
driving Q, (b, =O) as a control parameter measuring the
driving. To monitor the time dependence of the control
parameter we also introduce

e(t)= —1=a+(1+a)b coscut .
O(t)

Q, (b =0) (2.3)

The basic CCF

V(r, t)= V0(r)+6V, (r, t), (2.5a)

VD(r) = 7l

f 72

J, (Kr2 ) Y~ (Kr) —
Y~ (Kr2 )J

~
(Kr)

V, (r, t)=- l QJt

2 J&(Kr2)Y&(Kr&) —Y&(Kr2)J&(Kr, )

(2.5b)

+C.C. (2.5c)

is harmonic with boundary conditions

Within our Galerkin approximation (Sec. II B) we de-
scribe a system of infinite axial extension whereas in our
numerical simulation (Sec. IIC) the system is finite with
axial periodic boundary conditions. Our investigation is
restricted to axisymmetric flow, because not only in the
case of constant angular velocity but also for 6&0 insta-
bility sets in axisymmetrically. ' Furthermore, for sta-
tionary driving, 6=0, the presence of axisyrnmetric vor-
tices suppresses the onset of wavy, i.e., nonaxisymmetric
vortex flow for a considerable range of control parame-
ters especially for large radius ratios, although linear sta-
bility boundaries of CCF against axi- and nonaxisym-
metric disturbances are rather close. ' We assume the
situation to be similar for periodic Taylor vortices and
therefore we consider axisymmetric flow using cylindrical
coordinates

u=u (rz, t)e„+[V(r,t)+u(r, z, t)]e +w (r, z, t)e, .

(2.4)

II. METHODS OF INVESTIGATION V(r „t)= 1+6 costut, V (r2, t) =0, (2.5d)

In this section we describe the system and our methods
to investigate it.

A. System

at the inner and outer cylinder r
&

=g/( I —tj ) and
r2 = 1/(1 —g), respectively. Here all quantities have been
made dimensionless using the scales of Table I. J, and
Y& are first-order Bessel functions and ~=&i~.

Q(t) =Q(1+b. costut), (2.1)

which is allowed to vary harmonically in time around a
mean value 0 with frequency co and relative strength A.
Throughout this work the outer cylinder is held at rest.
We use

We consider an incompressible fluid of density p and
kinematic viscosity v between two concentric cylinders of
radii R

&
and R 2 )R, , gap width d, and radius ratio

q=R, /R2. The flow is driven by rotating the inner
cylinder with angular velocity

B. Galerkin approximation

To derive our Galerkin model we use the stream func-
tion p(r, z, t), so that u =a,g and w = —(a„+1/r)g
Then the Navier-Stokes equations for the deviations,
(u, u, w), from CCF, (0, V,O), read

(a, —nn„—a,')(XX, +a,')y —2R '—a, u
T

=2R —a, u + —(a,@)+(2),g)a, —(a, g)&,

Q, (b, =O) (2.2) x gu), +a,')q, (2.6a)
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TABLE I. Characteristic scales.

Variable Scale

r, z d
d

d

AR,
pvR, 0

d

with boundary conditions v =/=2), t(1=0 at r& z. Here
2) =a„and l), =2)+ 1/r The . Reynolds number is
defined in terms of the mean angular velocity 0

R, &d
R = =(1+@)R,(b =0) (2.7)

and R, (b, =O) is the critical one for onset of TVF under
stationary driving.

We have approximated the preceding equations (2.6)
with a Galerkin technique. The details are presented in
Appendix A. Here we give a summary. From Galerkin-
type linear-stability analyses it is known' ' that a very
good approximation of the critical modes for 5=0 con-
sists of

f= p»(t) l f, (r) ) l
v 2 cos(kz) )

together with

v =v„(t)lv, (r) ) l&2 sin(kz))

in a Dirac bra and ket notation. Here lP, (r) ) and

lv, (r)) are orthogonal eigenfunctions of (2)2), ) and
2)2)„respectively, subject to the above described bound-
ary conditions. The orthogonal eigenfunctions lP„(r))
and lv„(r)) are in general cylindrical Chandrasekhar
functions. ' For a description of finite-amplitude TVF
nonlinear interactions between these modes are essential.
Such interactions, however, are possible only via modes
v„(t) l v„(r) ) l&2 sin(mkz) ) with m =02. Since, for
slightly supercritical driving modes with m =2 are linear-
ly damped very strongly, only modes v„o(t)lv„(r) ) pro-
vide effective coupling to the neutral modes. Moreover,
in the narrow-gap limit g —+1 the modes v„o(t)lv„(r))
with n~2 relax to zero, as can be seen from Eqs. (2.6).
Thus the truncation

g(r, z, t) =p&&(r)l1(&(r) ) l&2 cos(kz) ),
v(r, z, t)= &&(tv)lv&(r)) l&2sin(kz))

(2.8a)

(a, —nn„—a,')v+(n, v)a, q=[(n„y)a, —(a,q)x, ]v,
(2.6b)

To describe modulated TVF with (2.8) requires the
modulation to be suSciently slow. If the modulation
period is too small compared to the characteristic time
for diffusing momentum radially across the gap then the
flow is affected mainly in a boundary layer close to the
inner cylinder that would not be properly described by
(2.8) and that is analogous to the thermal Stokes layer in
modulated convection. ' Furthermore, we found' in nu-
merical simulations at larger co traveling-wave-like oscil-
lations of the flow across the gap instead of the standing-
wave-like oscillations at low co. A strong upper limit for
the frequencies admissible in our model would demand
the Stokes-layer thickness not to fall below the gap width
leading to co ~ 2.

Similar to Chen and Hsieh, ' we project (2.6a) onto
(&2cos(kz)l(f&(r)l and (2.6b) onto (&2sin(kz)l(v&(r)l,
(v, (r)l, and (v2(r)l, respectively. The resulting system
of first-order ordinary differential equations for the am-
plitudes g»(t), v, ~(t), v, o(t), and vz„(t) has the form

—X = —X+—Y[p (t)+p, W+p~Z],
o s

rY= —Y+X[q (t)+p, W —Z],
wZ = —b2Z +LY,
~W= —b) W+LY .

(2.9a)

(2.9b)

(2.9c)

(2.9d)

t = T/T, (5=0)=(1+@)

is the Taylor number

R )Od d 21 —g
Ri

(2.9e)

(2.9f)

reduced by the critical one, T, (b, =O), for onset of TVF
under stationary driving. Finally,

s(k)=Tsar(k, b, =O)/T, (b, =O) (2.9g)

is the reduced k-dependent stability boundary of CCF for
stationary driving, 5=0, and given radius ratio g within
the Galerkin approximation. The nonlinear model equa-
tions (2.9) were integrated in the case of modulated driv-
ing with a fourth-order Runge-Kutta scheme using up to
4000 steps per period.

Here X(t), Y(t), Z(t), and W(t) are the scaled ampli-
tudes P», v», vzo, and v, o. The p; are constants that in-

volve Chandrasekhar functions and depend only on the
radius ratio q, while o. , ~, s, b, , and b2 depend also on the
axial wave number k. The coefficients q (t) and p (t) are
harmonic in time: q, p =1+6.Aq icos(cot

yq &). For-
ce~0 A =1 and y =0. In the frequency range con-

qp q~p

sidered here the phases cpq p
are very small and vary

slightly with modulation frequency co and radius ratio g
and A =1. Explicit formulas for all coefticients are
given in Appendix A. Furthermore,

+vto(t)lv)(r) & + v2o(r) l v2(") ) (2.8b) C. Numerical simulation

establishes a good approximation of nonlinear TVF at
least for g = 1 and for stationary driving ( 6=0).

In our numerical simulation of modulated axisym-
metric flow we integrated a conservative version' of the
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original Navier-Stokes equations that ensures correct
momentum balance after discretization.

We used the MAC method to discretize velocity and
pressure fields on three staggered grids in the r-z plane
with uniform spacing Ar =Az =0.05d between like
points. Spatial derivatives are replaced by central
differences and time derivatives by forward differences
with a time step At = „' . To determine the pressure we

use a variant ' of the SOLA code. Therein the explicitly
advanced velocity and pressure are iteratively adjusted to
each other using the continuity equation. This is
equivalent to applying the artificial-compressibility
method.

Rigid boundary conditions were imposed at r j and r2.
In axial direction we used periodic boundary conditions
with a periodicity length given by the critical wavelength
X,(b =0, i'd=0. 65) =2 for onset of TVF under stationary
driving. We fixed the arbitrary axial phase of the vortex
pat tern by requiring w =0 at z =0. Thus, in our numeri-
cal simulation as well as in our Galerkin model, we do
not admit motion of the TVF pattern as a whole or
"breathing" in such a way that the wavelength varies in
time.

With our choice of the phase the radial Aow has an ex-
tremum, e.g. , a positive (negative) one at z=O (z =X/2).
We checked for a few modulation parameters that the
plane z =A, /2 remains a mirror plane as for stationary
TVF such that the vortex above the plane is the mirror
image of the one below it. In most simulations we there-
fore used this symmetry property and simulated only one
vortex in the axial region O~z ~ A. /2 with z =X/2 being
a mirror plane. In that way we of course suppress any
Aow that might break the symmetry between left and
right turning vortices.
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FIG. 1. Critical Taylor number and critical wave number for
stationary driving, 6=0, vs radius ratio q. Solid lines denote
the results of our Galerkin model. Open circles and crosses are
the results of Refs. 13 and 24, respectively. The closed square
denotes the critical Taylor number of our numerical simulation.

simulation are reduced by the appropriate respective crit-
ical values, T, (b, =O).

B. Taylor vortices

1 aX=+ t 1 ———2
2b b

2
1 a 1+ E t 1 —— —2 + (t 1) . —

gb 2 b2

1/2 1/2

The amplitude of stationary TVF is given by the non-
trivial fixed point of the model (2.9). As an example we
consider TVF with the critical wave number k =k, so
that s= 1. Then

III. STATIONARY DRIVING Y =X/(1 bX ), Z—=XY/b2, W =XY/b, ,

(3.1a)

(3.1b)

In this section we discuss the case of a constant rota-
tion rate of the inner cylinder, 6=0. Then p(t)=q(t)=1
in our model ~

A. Linear properties

As mentioned in Sec. IIB our mode truncation yields
quite accurate results for the linear-stability boundary of
CCF. The neutral stability boundary within our model is
t=s(k) or T=T (skii, b. =O) (A4i). Calculations of the
critical values k, and T, = Tsii(k, ) =mini, I TsB(k) I for
the range gE [—,', 1] yield results (Fig. 1) that differ less

than 1% and 3%, respectively, from high-precision nu-
merical analyses. ' '

Our numerical simulations were done for g =0.65
where the critical wave number is close to k, =~. Ex-
trapolation of growth rate y of disturbances (-ei') ob-
tained within our numerical simulation yield a threshold
TsB(q=0. 65, k =sr) =2985.4 that is 1% smaller than the
theoretical prediction by Roberts. The deviation in our
simulation is a consequence of the discretization of the
Navier-Stokes equations. Throughout this paper the con-
trol parameters e and t =(1+@) of the model and of the

with a =p, /b, +p2/b2 and b =p3/b, —1/b2. For slight-
ly supercritical driving, t 1«1, Eqs. (—3.1) may be ex-
panded to yield, e.g.,

' 1/2
E
—1

—(a +b)
+O(~t 1 )3/2 (3.2)

u (z)=Re g U„e
n=1

w (z) =Re g W„e
n =1

(3.3)

Thus the velocity field amplitudes of slightly supercritical
TVF vary in our model —&e with e =R /R, —1. This
behavior originally predicted by Davey has been
confirmed experimentally and also in numerical simula-
tions.

To test our numerical simulation we made an axial
Fourier analysis of u in the rniddle of the gap and of w at
a quarter gap size away from the cylinder. We verified
that the first two to three amplitudes

~ U„~ and
~ W„~ in

the expansion
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TABLE II. Small-e behavior of axial Fourier amplitudes of
TVF fields (3.3) in units of v/d under stationary driving for
g=0.65 (cf. text for more details).

I W, late IU, lie I ~, l

A.

profiles. With decreasing e the asymmetry decreases and
the agreement improves.

IV. TIME-DEPENDENT DRIVING

Numerical simulation
Galerkin model

15.15
15.62

17.67 11.2 6.22
16.89

In this section we investigate the effects caused by
modulation of the inner cylinder's angular velocity.

increased —e" for small e in accordance with the
theory of Davey. Table II shows that the Galerkin am-
plitudes of the first axial harmonic agree quite well with
those of the numerical simulation. By construction [cf.
Eq. (2.8)] our model does not contain higher axial har-
monics.

In Fig. 2 we present for @=0.306 and g=0.65 a com-
parison of the radia/ variation of u, v, and m at the axial
positions of their extrema. Note that the asymmetry of u
and m is stronger in the numerical simulation than in the
Galerkin model. This is related to the fact that the form-
er properly reproduces the asymmetry between more in-
tensive radial outflow and less intensive radial inflow
while the model is restricted to just the basic axial har-
monic, i.e., to symmetric radial inflow and outflow

A. Stability of modulated CCF

We first investigate the shift of the stability
boundary of CCF due to harmonic modulation
Q(t)=Q(1+6 costot). A number of contributions have
been devoted to the problem of the stability of modulated
Couette flow. ' ' Initiated by the experimental
work of Donnelly, ' who found the stability of Couette
flow enhanced when the inner cylinder's angular velocity
was modulated harmonically, most subsequent theoreti-
cal and experimental investigations indicate a destabiliza-
tion of the basic flow. However, the reported threshold
shifts differ significantly, as we shall discuss in detail after
having presented our results.

1. Floquet theory for the model

8

4

0

I

~ ~ ~ ~

0.3

t—o op(t)
X,

q(t)
with X=(X(t),Y(t)) or, equivalently,

(4. la)

The starting point for our model investigation is the
linearized version of Eqs. (2.9). Since W and Z are
damped exponentially, we have

T

0.2

0.1

0.0

-0.1

-0.2

p(t)—X+—1+o.—~ X
C7 CT p(t)

+ 1 —r —p (t)q (t) X=0 . —p(t) t
p(t) S

(4.1b)

8

4

0

The linearized Lorenz model for modulated convection'
is identical to Eq. (4.1) with g~ 1 except for the addition-
al time dependence by the factor p(t). The latter gives
rise to different stability properties (cf. further below) and
different nonlinear dynamics (see Sec. IV B).

The Floquet solution of (4.1a) has the form

X(t)= g c;e ' P;(t), (4.2)

0.0 0.2 0.4 0.8
r-r, (d)

FIG. 2. Radial dependence of velocity profiles of unmodulat-
ed TVF (6=0) obtained from the model Eqs. (2.9) (solid lines)
and from the numerical simulation (closed circles) for g=0.65
and a=0.306. Plots have been made for axial positions, where

(a) u, (b) v, and (c) w have an axial extremum. Note that v is the
deviation of the azimuthal velocity from CCF. Quantities in

parentheses are units.

~here P, are periodic functions with period 2' j~. Flo-
quet exponents p; have been determined by numerical in-
tegration of Eq. (4.1a) over one period from two orthogo-
nal initial values X,(0)=(1,0) and Xz(0)=(0,1). The sta-
bility boundary is identified by the vanishing maximum
real part of the two eigenvalues. From this and addition-
al analytical analyses we found that the modulation-
induced shift, TsB(k, rl, h, ro) —TsB(k, g, b, =0), of the sta-
bility boundary of CCF depends only weakly on k and g.
The main dependence comes from 5 and co.
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2. Determining t, in the numerical simulation

In our numerical determination of the reduced critical
Taylor number t, (A, co) = T, (h, ro)/T, (b, =O) we adopt a
similar method as in the unmodulated case. For T close
to T, we assume basically an exponential growth or de-
cay of small disturbances superimposed by oscillations
due to the modulated driving. To calculate the overall
growth rate, we averaged the radial velocity over one
period of the modulation at a position (ro, zo) where it
takes its maximum value. This procedure removed most
of the oscillations. Next the averaged radial velocity was
approximated by

005—
3

CV

0.00—

II ~
005

-0.10 I

10

3

Aoexp yt+ g c„e '" '+c.c.
n =1

using a least-square fit and t, was then determined by ex-
trapolating y as a function of e to zero.

This method is restricted to moderate modulation am-
plitudes because for large 6 a fit with only three Fourier
modes in the preceding expression does not suffice. Also
the modulation period should not be too large. If co be-
comes comparable with y the growth or decay of distur-
bances saturates already within about 1 period and y can-
not be determined by our averaging over a period. This
method of evaluating the effective growth rate gives rise
to precisely the same numerical problems and limitations
when applied to the amplitude equation (cf. further
below) which shows very similar dynamics while its
threshold, t, (b, ) = 1, is known exactly. This enabled us to
estimate the errors involved in determining t, .

3. Limit of small modulation amplitudes

Small modulation amplitudes can be treated within our
model analytically. Calculations for arbitrary co can be
found in Ref. 30. An expansion in terms of 6 yields

t, (b„ro)=1+3, t,' '(ro, k, (6=0))+O(b, ),
k, (h, co)=k, (b, =O) +O(b, ) .

(4.3a)

(4.3b)

In Fig. 3 we have plotted our results for t,' ' as function
of ro. The curve obtained from our model (ti= 1) is in
good agreement with results of Hall and of Riley and
Laurence if co is less than, say, 5. Although the numeri-
cal results were obtained for g=0.65, the comparison
seems to be justified, since all coefficients in Eq. (4. 1) are
only slightly dependent on g. The stabilization, t ',")0,
obtained in our model for co ~7 is due to the mode trun-
cation: it does not resolve the Stokes layer structures at
larger frequencies. Kuhlmann has shown in calcula-
tions with idealized boundary conditions ' that including
higher radial modes leads to destabilization also at larger
frequencies. We therefore, and in view of the discussion
in Sec. IIB, think that the present mode truncation re-
stricts the model's application to low-frequency modula-
tion.

Concerning our numerical simulation it should be not-
ed that the growth rate analysis is not particularly well
suited for a very precise stability analysis of modulated

FIG. 3. Relative threshold shift t, (co) [cf. Eq. (4.3a)] vs

modulation frequency (in units of v/d'). Solid curve results
from a small-6 expansion' of our model (g= 1). Closed circles
show the quantity [T,(ls, ro)/T, (6=0)—I]/6' obtained in our
numerical simulation (g=0.65) for small A. The dashed line
and the open triangle are results for g= 1 obtained by Hall (Ref.
2) and Riley and Laurence (Ref. 3), respectively.

CCF. This together with the rather small modulation-
induced shift, 6 t, )(co), of the threshold explains the
large error bars. Nevertheless, we can conclude from our
simulation that in the frequency range shown in Fig. 3
there is always destabilization of CCF by small-amplitude
modulation.

4. Larger modulation amplitudes

In Fig. 4 we show the 6 dependence of t, for larger 6
for our model (solid lines) as obtained with the Floquet
method and for the numerical simulation (closed circles).
The model's stability boundary is in the range 0.5 ~ g 1

independent of g within the line thickness and for co (2 it
did not change anymore on the scale of Fig. 4(a). Note
that t, sharply drops off around 6= 1. For smaller
modulation amplitudes the destabilization is not so
dramatic.

The critical wave number of our model shows only a
weak 6 dependence: For small modulation amplitudes
k, ( b, ) decreases quadratically in 6 and it reaches, e.g. , for
g = 1 a minimum at 5= 1.3 with a minimum value 6.5%
below k, (b, =O). The b, variation for other il, however, is
similar. Our curve for k, (b, , co =2, i) = 1) agrees very well
with results of Riley and Laurence. Since the neutral
stability curve t sB ( k, 6 ) t, ( b, ) is proportion—al to
[k —k, (A)] we shall ignore the effect of this shift
k, (h) —k, (b, =O) of the critical wave number in the rest
of this paper.

Within the investigated parameter range we have not
found a primary subharmonic bifurcation out of the basic
state, that is present in Rayleigh-Benard convection. '

However, we found in our model as well as in our numer-
ical simulation for large 6 a secondary bifurcation from
TVF with period 2~/co to TVF with period 4~/~ when
the direction of rotation of the inner cylinder is reversed
during part of the period and e(t) & —2. For more details
cf. Sec. IV B9 below.
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How might be linked" to the presence of imperfections
(of geometrical origin, sidewalls, convection, thermal
noise, etc.): The flow disturbances of the pure CCF state
resulting from symmetry-breaking imperfections provide
finite amplitude perturbations from which TVF starts
growing during the supercritical phase, Q(t) & Q, (b, =O),
of the driving. Since Q(t)=A(1+6 cosset) is in the limit
co~0 sufficiently long supercritical to develop TVF
starting from Pnite disturbances as soon as
Q(1+ ~h~ ) & Q, (b =0) one thus expects t, =(1+~b,

~
)

to be the threshold for appearance of TVF in the ~~0
limit. Without imperfections, however, there is no lower
limit for TVF amplitudes. In our simulation, for exam-
ple, they decay to zero starting from finite initial values
during the subcritical driving phases whenever T is below
the threshold for the perfect system. If the above de-
scribed picture is correct then symmetry-breaking experi-
mental imperfections might account, at least partly, for
the differences in Fig. 4 between (our) theoretical thresh-
old for onset of TVF and the experiments by Walsh
et al. (open squares) and by Ahlers (closed squares).
With increasing co these differences should, however, de-
crease, as will be discussed later on.

C3

Q.2 Q.6 Q.8

FIG. 4. Reduced critical Taylor number vs modulation
strength A. Solid lines, our model (q=1) for (a) co=2 and (b)
co=4. Closed circles, our numerical simulation (g=0.65) for (a)
cu=m. /2 and (b) co=4. Upper (lower) dashed curve in the inset,
small-5 expansion up to order 6' (5 ) of Ref. 2 (g=1, co~0).
Open triangles, numerical stability analysis of Ref. 3
(q=1, co=0.2). Plus (star), numerically obtained strong (mean)
energy limit of Ref. 5 (g=0.693, co=2). Diamond, linear stabil-
ity boundary given in Ref. 4 (g=0.693, co=2). There also
t, (A, co~0)= (1+

~
b.

~
)

' (dot-dashed line} was suggested.
Open squares, experimental results (q=0.719) for (a) m=2. 21
and (b) su=4 of Ref. 7. Closed squares, experimental results
(g=0.75, co=4) of Ref. 8. Note the different scales in (a) and
(b).

5. Comparison with other authors

In Fig. 4 we compare our results for t, (b„co) with ex-
periments and other theoretical results. Since t, is practi-
cally independent of g the comparison of data obtained
for different g is justified. On the theoretical side there is
very good agreement between model, numerical simula-
tion, the linear stability analysis of Riley and Laurence,
and the small-b expansion of t, by Hall for co~0. These
approaches show that the stability threshold t, (b, , co) of
CCF has already reached in the frequency range co=2 its
co~0 asymptotic behavior.

This is in marked contrast to the asymptote
t, (h, co~0)=(1+~6~) (dot-dashed line) proposed by
Thompson, Carmi and Tustaniwskyj, and Walsh et al.
Such a behavior of the threshold for onset of secondary

6. Comparison with the modulated Benard problem

It is very instructive and elucidating to compare the
stability properties of modulated CCF with those of the
basic conductive state in the Rayleigh-Benard system un-
der temperature modulation. The comparison can be
made most easily in the limit co~0.

For small frequencies the modulated CCF profile
V, ( r, t ) oscillates in phase with the driving as does the
analogous conductive temperature profile. Thus the
phase difference between p(t) [Eq. (A4f)] and q(t) [Eq.
(A4g)] vanishes and p(t)=q(t) =I+6 cosset. If, further-
more, b. is small then Eq. (4.1b) reduces to the standard
Mathieu equation

mX+ m I"X—(a+ bP cosset)X =0, (4.4a)

with

1+om= —,I = a= 1+ t 1, p=2t . —
0 'T 2

(4.4b)

Here we have used s= 1 for k =k, (b, =O). In deriving
(4.4) from (4. lb) we have ignored P and a term-6 cos2mt in comparison with b,cosset.

Such an equation was shown' to yield the stability
threshold of the conductive state, X=O, in the Benard
system to a very high accuracy. For co~0 and small 6
the stability boundary of the X=0 basic solution is given
in the a —p plane by

a, (b„co~0)=b, +O(b. ) .
2m I

(4.5)

The modulation-induced stabilization,

a, (b„co~0)& a, (b =0),
is an, inertia effect' ' caused by the presence of the
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second-derivative term in (4.4a). In the Rayleigh-Benard
system P= r and a = r 1 —are given by the mean reduced
Rayleigh number r =f7(t)/J7, (b, =O). Then the stabili-
zation of the basic conductive state by the above-
mentioned inertia effect is fully operative: 9, (b, )=1
+b /(2ml )+O(6 ). In the modulated Couette prob-
1em, however,

duced axial velocity

w(t)
u (&=0) (4.8)

to be an appropriate time-dependent order parameter for
monitoring the response of the flow to modulation of the
driving. In our model w(t) is given by

T(t) II'(t)
2 T, (A =0) II~(g =())

X(t)
X(b.=O)

wt= (4.9)

(4.6)
is determined by the mean Taylor number, i.e., by the
mean of the squared rotation rate rather than by the
mean rotation rate Q(t) itself. Thus the effective control
parameter governing the stability of CCF at least
for ~~0 and small 6 is shifted upwards by the amount
(b, /2)t relative to t. The trivial modulation enhance-
ment of the mean Taylor number via
0 (t) =SI(t) (1+9, /2) is larger than the inherent
inertia-induced stabilization, albeit only by a very small
amount. The former has a relative size 6 /2 whereas the
latter is 6 P /(2m I )=b, 2o /(cr+1) =0.45k, if one
expands t, up to second order in A. The net effect is a
very small destabilization

(4.7)

The corresponding value of t,' '(co~0)= —0.05 agrees
qualitatively with the linear stability analyses of Hall,
Kumar et al. , and Bhattacharjee et QI.

B. Taylor vortex dynamics

Here we discuss the time-periodic nonlinear TVF in
the presence of modulation. We have investigated only
such parameters that the system reaches the limit cycle
within a few radial diffusion times. We mostly restrict
ourselves to a radius ratio g=0.65 and a fixed wave num-
ber k =k, ( 6=0).

1. Reduced quantities

In Sec. IV 8 we shall consider reduced quantities, e.g. ,
the quotient w(r, z, t, b, }/w(r, z, b, =O) of the axial veloci-
ty at a particular point (r, z) divided by w at the same
point for unmodulated driving or the quotient of axial
Fourier modes, etc. We found that these reduced quanti-
ties depend only very weakly on g and we checked that
differences with the case g=1 are neg1igible for the inves-
tigated parameter range. We first investigate modulation
with the low frequency co=a/2 that is sufBciently small
for our model to be valid. Since properties are not ex-
pected to vary much in the vicinity of su=~/2 our results
for g =0.65, k =k, ( b, =0), and co =vr/2 should be typical
for a wide range of other parameter combinations.

For a comparison of results from our Galerkin model
and the numerical simulation we have chosen the axial
velocity at a position (ro, zo) where w (r, z, 6=0) is maxi-
mal. In the driving range considered in this work we
found in our numerical simulation r0-0.25 and zo to be
the axial position of a vortex center. We consider the re-

roB, 3 =[a(t)—gA ]A (4.10)

with the time-dependent control parameter (2.3), which is
related to t by

(4. 1 1)

The inverse time scale is ~0 =26.45 according to
Dominguez-Lerma. To rewrite (4.10} into an equation
for the reduced axial velocity w(t)= 3 (t)/3 (b, =O) one
can identify g = e / 3 ( b, =0).

2. Time dependence of &(t)

In Fig. 5 we show w(t) over one period. In the upper
part we have plotted e(t) as a reference. Note that for
e'(t) )0 the driving is larger than the static critical one,
A, (b, =O). We shall describe this situation by saying that
the driving is supercritical.

The shape of w(t) depends on the fraction of time for
which e(t) )0 compared to the time, when e(t) (0, and
on the maximum and minimum values of e(t). For large
mean rotation rates and smal1 modulation amplitudes,
i.e., for e larger than 6, the driving is supercritical all the
time and w(t) oscillates around a mean value with small

The quotient w(r, z, t)/w(r, z, b, =O) is independent of r
and z in the model and almost independent in the numeri-
cal simulation. Therefore the fact that the Galerkin mod-
el yields a slightly different location of maximal axial flow
due to the mode truncation [cf. Fig. 2(c)] is irrelevant.
We furthermore checked that the time dependence of the
first axial harmonic w, (r, t) when reduced by w, (r, 6=0)
agrees within pencil's width with w(t) [Eq. (4.8)].

The time dependence of the reduced radial velocities
u ( t ) /u ( 6 =0) at particular points and of its reduced
Fourier modes is almost identical with that of w(t). Thus
the spatial structure of the Taylor vortex in the r-z plane
is unchanged by the modulation. It is only the flow am-
plitude that periodically varies. The absence of
modulation-induced structural changes might be partly
enforced by the fact that in our model, as we11 as in our
numerical simulation, the axial wavelength of the TVF is
fixed. In fact, modulation-induced deformations of the
Taylor vortices are not comp1etely absent in our numeri-
cal simulation. If within a modulation cycle the largest
rotation rate of the inner cylinder significantly exceeds
the critical one, Q, (b, =O), then higher axial harmonics
have a time dependence that differs slightly from the
basic axial Fourier mode.

For comparison we also integrated an amplitude equa-
tion
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FIG. 5. Normalized axial velocity & as function of time for
(a) a=0.016, b, =0.3; (b) m=0. 306, 6=0.3; (c) @=0.306, 5=1.0.
Solid line, model solution; dotted line, numerical simulation;
dashed line, amplitude equation. The radius ratio is g=0.65
and modulation frequency is co=+/2. The upper part shows
the respective control parameter e(t) =Q(t)/Q, (6=0)—1. Ar-
rows indicate the mean e( t) = e.

W, (6=0)=&@W, o(b =0)+O(e) (4.12)

in powers of &E. It is gratifying to see that the simula-
tion of just one Taylor vortex as described in Sec. IIC
yields quantitatively the same results as the experiment.

cause an overshoot with a few subsequent relaxational os-
cillations. Then, during the downswing of the driving,
the amplitude w(t) adiabatically follows the driving al-
most until e(t) becomes negative. A similar sharp in-
crease of the flow intensity followed by oscillations has
also been observed by Neitzel during sudden-start nu-
merical computations of TVF and by Cooper et al.
during experiments in which Q(t) was ramped linear in t.

Figure 5 shows the excellent agreement between model
and the numerical simulation of the full equations. We
presume that the differences in the amplitude of the
overshoot result from damping by coupling to modes that
are present in the numerical simulation but discarded in
our Galerkin model.

When this paper was written up Ahlers communicated
recent results of his modulated TVF experiments for
g=0.75. He measured the axial velocity field as a func-
tion of z at a radial position about a quarter gap size in-
wards from the inner cylinder and then determined the
first axial Fourier component W, (r). In Fig. 6 we com-
pare for the common frequency co=4 his results (circles)
with our simulation (solid line) for two common represen-
tative combinations of the driving parameters. However,
in our case g=0.65. To make the comparison we deter-
mined W&(t) and then normalized it by W& (ob, =0) which
is the leading coefficient in the expansion of

amplitude. The response is more interesting when 6 be-
comes larger In F.ig. 5(a) we have plotted w(r) for
b, =0.3 and @=0.016 so that times during which the driv-
ing is supercritical and subcritical are nearly the same.
We notice a maximum of w(t) at times immediately be-
fore e(t) changes sign from positive to negative, and the
rising slope of w(t) is a little bit steeper than the falling
one. It takes nearly half the period for w to grow to
significant order once having reached very low values
during the damping phase e( t ) (0. For b, =0.3 and
@=0.306 [Fig. 5(b)] the driving is almost always super-
critical. Most of the time the TVF intensity w(t) follows
adiabatically the instantaneous supercritical driving e(t)
and the maxima of both curves coincide. However, the
rising slope of w(t) has become considerably steeper than
the falling one and a small bump appears in the former.
This effect is much more pronounced for 5= 1 and
@=0.306 [Fig. 5(c)]. There we have a strong subcritical
damping phase during which w(t) nearly drops to zero.
Then it takes about half the time in which e(t) is positive
for the flow to grow again from the previous small ampli-
tudes to appreciable size. In the growth phase w(t) in-
creases very sharply just before e(t) reaches its maximum.
This sharp jumplike increase of the amplitude seems to

—1.
CO
II

CI

0.0
0.0

(a}

10.5
time (period)

FIG. 6. Comparison of the reduced axial Fourier component
W, (t) resulting from our numerical simulation (g=0.65, lines)
and from experiments (g=0.75, dots) of Ahlers (Ref. 8) both
done with the same co=4, 6=(1+a)6=0.7, and (a) e=0.1 and
(b) a=0.2. The quantity W&0(5=0) is defined in Eq. (4.12). The
time origin is fixed as in Fig. 5 by a minimum in e(t).
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+ (tpq —1) .1

b

12

(4.13)

The constants a and b are given below Eqs. (3.1). In Figs.
7(b) and 7(c) we show X *(t ) /X ( 6=0) in comparison
with the full solution of Eqs. (2.9a) —(2.9d). Once the am-

plitude has grown su%ciently it is identical to the quasi-
stationary fixed point given by Eqs. (4.13) apart from ini-

tial oscillations. The adiabatic approximation falls if e(t)
is suKciently long subcritical. The delay of the appear-
ance of fully developed TVF relative to e(t) is due to the
fact that the amplitude w(t) becomes extremely small

1.5

3. Dynamics of the response to modulation

To elucidate the dynamics of the response &(t) to
modulation let us consider the model equations given the
fact that their results almost coincide with those of the
numerical simulation. There are two explicit time scales
involved in the model equations (2.9). One is the fast in-
trinsic time scale r=0.05 (cf. Table III) of TVF. The oth-
er characteristic time is a long one in comparison with ~,
namely, the period of modulation 2~/cu & 1 for all modu-
lation frequencies considered here.

Let us therefore first discuss the limit in which the
TVF amplitude w(t) follows adiabatically the driving.
This assumption is of course valid only as long as the
driving e(t) is always sufficiently supercritical, since w(t)
decays basically exponentially towards zero whenever
e(t) is subcritical. In the adiabatic approximation the in-
stantaneous mode amplitudes X*(t), Y*(t), Z*(t), and
W*(t) follow from the model equations (2.9) by ignoring
the time derivatives, e.g. ,

during the subcritical driving phase of the cycle, e.g. ,
w & 10 ' for 6=1 and @=0.306. Furthermore, the time
when w(t) reaches its minimum and starts growing is
slightly delayed in our model from the time when E(t)
changes sign. The delay time being given by the erst zero
of (X*) =0. As can be seen from Fig. 7 the adiabatic ap-
proximation is slightly out of phase with the driving e(t).
This shift is due to the phases g and g and vanishes for
67~0.

For those parameters where w(t) has enough time to
drop to infinitesimally small values the subsequent
growth behavior in the supercritical phase of each modu-
lation cycle is determined by linear equations. To show
this we integrated the linearized model equations (4.1)
starting at the time where X"(t)=0 with initial values
taken from the nonlinear limit cycle. The resulting
dashed curves in Fig. 7 show the same growth behavior
up to the overshoot as the full equations.

mX+ m I"X [tp (t)q (—t) —1]X+ X'=0
b2

(4.14)

with m =r /o =1.34X10, I =(I+ r)c/r —57.7,
b2=2. It describes a "particle" of "mass" m moving in
the presence of "friction" I in a time-dependent potential

[1—p (t)q (t)t ]X'/2+X4/(4b, ) .

Because of the parametric modulation the form of the po-
tential periodically changes, e.g. , from a configuration
with a single central minimum to a double well with a
central maximum. Small deviations from the instantane-
ous position of the potential minimum at

4. Ouershoot and oscillations of &(t)

A qualitative understanding of the oscillations in w(t)
following the overshoot may be gained from a
simplification of our model equations (2.9). For small fre-
quencies Z can be integrated out. ' ' 8' vanishes for
il~ 1 (cf. Appendix B) and it is still small in the investi-
gated g range. Neglecting a memory term in that in-
tegration which is reasonable if variations of X are small
on a time scale ~/b2, we arrive at an anharmonic oscilla-
tor equation

X*(t)=Qb, [tp (t)q (t) —1]

vary like e~ 'with

)
"=——+ +—[1—tp(t)q(t)]

I I 2
2 4 m

1/2

(4. 15)

(4.16)

0.0 0.5
time {period )

1.0

The expression for y* gives the local frequency and relax-
ation rate to the "fixed point" X [Eq. (4.15)]. For
6=0.3 and @=0.016 y' is real nearly all the period
whereas for b =0.3, 1.0 and e=0.306 (cf. Fig. 5) oscilla-
tions occur or at least a "nose" is forming.

FIC». 7. Comparison of the normalized axial velocity & with
the adiabatic approximation Eq. (4.13) (dots). Dashed lines

show the dynamics of the linearized model equations with ini-

tial values taken from the full nonlinear model. Parameters for
b and c are those of Figs. 5(b) and 5(c), respectively.

5. Comparison with the amp/itude equation

We now turn to the results of the amplitude equation
(4.10). First of all we observe that the peak values of w(t)
predicted by this equation are too small. This can partly



39 TAYLOR VORTEX FLOW UNDER HARMONIC MODULATION OF. . . 75'

be traced back to the low-order expansion of nonlineari-
ties, dealing merely with &e(t) terms in quasistationary
states. Especially for large values of &(t) higher-order
terms cannot be ignored (see also Fig. 11 below), whereas
the relative differences decrease when ta(t) becomes
smaller. Second, the TVF sets in later within the
amplitude-equation approximation since the latter misses
the destabilization of CCF by modulation that is present
in the model and the numerical simulation. Therefore,
the growth rates of w(t) calculated from the amplitude
equation are smaller than those calculated from the mod-
el or from our numerics. But the fact that there is a
sharp increase of w(t) is properly reproduced. Also the
phase difference between the response &(t) and the driv-
ing e(t) is reasonably well reproduced by the amplitude
equation. In particular, for small e and 5 the response
varies -e' "'"""',i.e., like in Fig. 5(a) as predicted' by
the amplitude equation close to threshold. The lack of
overshoot and subsequent oscillations results from the
slowly varying amplitude approximation leading to a

fI, rst order differ-ential equation that has no inertia effects.
Thus Galerkin model calculations and numerical simula-
tion clearly demonstrate that the amplitude equation
(4.10) is inferior to the former.

with frequencies increasing from to=a/2 to 8m for two
representative combinations of the driving parameters:
(a) e « b, and (b) e= b, . In each case the response w(t) to
the driving becomes more harmonic and the phase shift
of the peak position of w relative to that of Q(t) increases
with increasing m. We also found' that with increasing
co the TVF fields show more and more traveling-wave be-
havior across the gap. The deviations from CCF propa-
gate radially leading to radial phase differences of the
response while for small co the TVF fields oscillate more
in a standing-wave manner with globally varying ampli-
tudes.

Since for (b) the driving is always supercritical there is
a sizable TVF amplitude —&(t) in Fig. 8 is a reduced
quantity —during all the period. Also, for small co the
response follows quasiadiabatically the moving fixed
point after a short rapid growth as described in Sec.
IV B 3. For e near the threshold (a), however, the
effective driving and with it the effective growth rates are
smaller and the occurrence of sizable TVF lags behind
the maximum of the driving. Furthermore, the minimum
amplitudes during a cycle rapidly decrease with decreas-
ing m reaching sooner or later the imperfection-generated
disturbance flow level in experiments.

6. Frequency dependence of the response w(t) 7. Experimental observability

&= 0.01G
A= 0.3

cg

(a)

~ = 0.306
4=03

So far we have discussed the response w(t) of the TVF
to rather low-frequency modulation. In Fig. 8 we show
how the shape of our numerically simulated &(t) changes

Neither in our model nor in our numerical simulation
are there end-wall-induced Ekman vortices or geometri-
cal imperfections or other forms of forces that break the
axial translational invariance. This allows, in particular
for small co, the TVF amplitudes to become
infinitesimally small during the subcritical part of each
modulation cycle thus giving rise to the peculiar response
dynamics of &(t) shown in Figs. 5 —7. Hence, to observe
this behavior experimentally it is absolutely necessary to
suppress inhomogeneities that cause premature onset of
TVF during modulation. For example, it might be neces-
sary to eliminate the Ekman vortex system induced by
rigid end plates, e.g. , by employing conical ends that let
the effective driving taper off to subcritical values. We
expect a periodic "breathing" of the Ekman vortex sys-
tem, i.e., TVF intensity fronts' ' ' ' propagating inwards
into the annulus during each supercritical phase of a
modulation cycle. But even in the absence of end-wall-
generated vortex fronts the remaining imperfections in an
experimental setup might be sufficiently large to cause a
response of &(t) that is—in particular for small co-
dominated by this forcing rather than by the intrinsic
TVF dynamics. Also random forcing has been invoked
to explain growth of flow patterns in the rotating Couette
system and the Benard system.

0
0.0 0.5

t ime (per iod )

FICx. 8. Normalized axial velocity &(t) of the numerical
simulation (g=0.65) vs time for frequencies co=sr!2 (solid
curve), m (long-dashed curve), 2~ (dot-dashed curve), 4' (short-
dashed curve), 8n (dots). The time origin is fixed by a minimum
in e(t).

8. Companson with the modulated Benard problem

Although the response of convection rolls in the
Rayleigh-Benard problem represented by, e.g. , Lorenz
models to low-frequency modulation of the driving force
is similar to that of Taylor vortices, there are differences.
To elucidate these differences and the analogies we shall
consider our Csalerkin model in the narrow gap limit,
g~1. Then the mathematical expressions defining our
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model simplify and may be compared directly with analo-
gous Lorenz models' ' for convection (cf. Appendix B).
It is important to note that in doing so one does not lose
physical substance since the reduced quantities, such as
&, practically do not differ from the corresponding ones
for g&1.

Further simplification arises for low-frequency modula-
tions. One may verify by direct numerical comparison
that then the Galerkin model equations are reasonably
well approximated by the parametrically modulated
anharmonic oscillator (4.14) with p(t) and q(t) replaced
by the low-frequency limit p(t) =q (t) =1+6,coscot. Also
the Lorenz model for modulated Rayleigh-Benard con-
vection' (RBC) reduces for small frequencies to such
an equation (cf. discussion in Sec. II B of Ref. 10). In
fact, the approximation of the model by a modulated
anharmonic oscillator is better for convective rolls than
for Taylor vortices.

To make the comparison we consider the reduced am-
plitude w(t)=X(t)/X(b, =O) of the axial TVF velocity
field or of the vertical convective velocity, respectively.
The TVF amplitudes for stationary driving are given by
X (b, =O) =b2(t —1)=2[(1+@)—1) according to (4.15).
The convective flow amplitude in the absence of tempera-
ture modulation, on the other hand, is given by
X~(&=0)=& /Q, (&=0)—1 =e. Here we imply a
correspondence between Reynolds number R and Ray-
leigh number R in the two systems. With this notation
the anharmonic-oscillator approximation is modulated
TVF and RBC reads

~ ~

mw+ m I w —[(I+a)"(I+ b, coscot)" —1]w

= —[( I+a)"—1]w, (4. 17)

with n = 1 for RBC and n =2 for TVF. For a fluid of unit
Prandtl number the coefficients m = 1.36 X 10 and
I = 57.3 are the same for both systems.

We should like to stress again that the approximation
of the Galerkin equations by (4.17) is reasonable only for
low-frequency modulation, not too large mean driving e,
and not too large modulation amplitudes 6 (and not too
small radius ratios in the rotating Couette system). But
the reduction to a common simple equation is a very use-
ful means to discuss qualitatively the differences and simi-
larities in the response of the vortex flows in these sys-
tems.

The most important difference comes from the
different way in which the modulation of the driving cou-
ples to the amplitude w(t) of the vortex velocity field. In
the Rayleigh-Benard system the time-dependent Rayleigh
number enters linearly via A( t ) //i, ( b, =0)
=(1+e)(1+6, cosoit) into the parametric modulation of
the "potential" that the amplitude "sees" in (4.17). In
the rotating Couette system the rotation rate of the inner
cylinder enters quadratically via the Taylor number
T, (t)/T„(6=0) =(1+a) (1+6 coscot) . Hence the
TVF amplitude w(t) is subject to a forcing that is larger
in size and, moreover, has a different time dependence
than the forcing of convective vortices. As discussed al-
ready in Sec. IVA6 it is this difference that causes the
modulation-induced downward shift of the threshold

e, ( b, oi ) for onset of TVF as compared to the upwards
threshold shift for onset of RBC. Moreover, in the driv-
ing range e & e, (b„oi) where vortex flow is present in both
systems the difference in driving leads to larger TVF am-
plitudes. For example, for the parameters 6=1, @=0.3,
and ai=7r/2 of Fig. 5(c) the peak TVF amplitude is by a
factor of about 2 larger than the RBC amplitude. Typi-
cally the modulation enhances TVF while it depresses
RBC relative to the unmodulated flow. Furthermore, the
beginning of vortex growth and the occurrence of the
maximum of w(t) in a modulation cycle is less delayed
relative to the driving for TVF than for RBC. Also the
rising slope of w(t) just prior to the maximum is steeper
in TVF than in RBC. And, finally, for the parameter
values of Fig. 5 modulated RBC convection does not
show any overshoot and oscillation. All in all the dynam-
ics of the response w(t) to a harmonically modulated
driving shows less structure in the Rayleigh-Benard sys-
tem than in the rotating Couette system.

9. Subharmonic response for large modulation amplitudes

We considered also large amplitudes b, & (2+@)/( I+a)
such that the inner cylinder not only reverses its rotation
direction during part of the modulation cycle but the
driving becomes supercritical for the reversed rotation.
Under such conditions we found in the numerical simula-
tion as well as in the model that two types of Taylor vor-
tex flows are generated during a modulation cycle: An
intensive one with large amplitudes appearing basically
when e(t) is large and positive and a weaker one basically
appearing when e(t) & —2, i.e. , when the inner cylinder
supercritically rotates in the opposite direction. The flow
directions of these two different vortex types can be the
same or can be opposite to each other depending on the
modulation parameters. Furthermore, the response w(t)
can be harmonic or subharmonic.

To illustrate these flow types we show in Fig. 9 w(t)
for three representative modulation amplitudes over two
periods of the driving obtained from our numerical simu-
lation. In each case e=O and cu=ir. For b, =2.5 [Fig.
9(a)] the response is harmonic. Note that TVF with re
Uersed rotation direction grows during the counterrotat-
ing phase of the driving when e(t) & —2. Its intensity,
however, is very small (the inset is magnified by a factor
of 20).

For b, =2.675 [Fig. 9(b)] the flow is subharmonic.
There fully developed vortices appear with rotation direc-
tions alternating from one cycle to the other. In addition
to the high-intensity vortices that are generated when e( t)
is large and positive there grow low-intensity vortices
when e(t) & —2. Also they reverse their turning direction
from one driving period to the other.

For larger modulation amplitudes, e.g. , b, =2.8 [Fig.
9(c)] the flow is again harmonic with the same periodicity
as the driving. Now, however, the low-intensity vortices
appearing when the inner cylinder counterrotates super-
critically have the same rotation direction as the high-
intensity vortices.

In Fig. 10 we show the squared amplitudes w (r) aver-
aged over two successive periods for co=~, @=0, and
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FIG. 10. Mean-squared How amplitudes averaged over two
successive periods, for large modulation amplitude A. The solid
line represents the numerical simulation and the dashed line re-
sults from our Galerkin model for co=~, a=0. In each case
subharmonic response [cf. Fig. 9(b)] occurs between the down-
wards spikes. Arrows indicate 5 values for which w(t) is
shown in Fig. 9.
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FICs. 9. Response of TVF to harmonic modulation of the
driving with large amplitude (a) 6=2.5, (b) 2.675, and (c) 2.8 for
@=0, co=~. The axial velocity w(t) (units of v/d) obtained in
our numerical simulation at a fixed position is plotted as a func-
tion of time over two periods of the driving e(t). The latter is
shown in the upper part for 6=2.5. The dotted curves inside
the circles represent a magnification of the full curves by a fac-
tor of 20.

large modulation amplitudes h. The solid line represents
our numerical simulation and the dots result from the
Galerkin model. In each case subharmonic response is
realized for modulation amplitudes 6 between the down-
wards spikes of the two respective curves. In the transi-
tion region of the downwards spikes between harmonic
and subharmonic response the TVF flow seems to be
complicated. In our Galerkin model we have found addi-
tional period doublings and nonperiodic behavior in a
very small parameter range. But this problem was not
fully investigated. Given the fact that 5 is so large we
consider it surprising that the absolute positions of the
spikes found in the model agree semiquantitatively
(roughly within 10%%uo) with those of our simulation.

6=0.3 and 1 in comparison with the squared flow ampli-
tude in the absence of modulation, 6=0. Note the per-
fect agreement between Galerkin model (lines) and simu-
lation (pluses) in the driving and modulation range
covered by Fig. 11. Note furthermore that the
modulation-induced enhancement of the flow intensity
w (t) relative to w (b.=0) is rather small. This is con-
sistent with and partly explains the smallness of the
downwards threshold shift for onset of TVF under
small-amplitude modulation of the driving.

The slope S (e, b, ) =Bw (t)/Be in the presence of modu-
lation is slightly larger than the one for 6=0. For exam-
ple, for the parameters of Fig. 11 the deviation is
S(@=0.1, 6=0.3)/S(@=0.1, 6=0)—1=0.1. We also
did a Poincare-Lindstedt expansion' ' of the bifurcating
solution of the Galerkin model around e =e (b ). For the
slope at threshold we found for small 5

~ 150
CV

100

50

C. Mean-squared flow amplitude 0.0 0.1 0.2
In this section we discuss the mean w (t) of the

squared axial liow intensity at the position (ro, zo) where
in the absence of modulation w becomes maximal (cf. Sec.
IVB). In Fig. 11 we show w (t) as a function of e for

FICx. 11. Mean-squared TVF amplitude w (t) (in units of
v /d ) as a function of e for co=m. /2. Solid lines show the re-
sult of our model and pluses denote the numerical simulation.
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S(e„b,)=S(0,0)[1+0.576, +O(h )] (4.18) 200

for i) =0.65 and co=ir/2 with S(0,0) =285.3 being the ini-
tial slope in the absence of modulation. For still smaller
~ there is almost no further variation of S. For co=sr the
prefactor of b, in (4.18) is 0.50 and for co=2~ it is 0.33.
Surprisingly, the slope has a strong g dependence. For
fixed co(=rr/2), the prefactor of b, decreases linearly
with increasing g. Its value for g=0.75 is 0.42 and for
g=1 it is 0.01. Since all coefficients of the model, except
for p, , are approximately constant in the investigated g
range (cf. Table III), this behavior is due to the p;, in par-
ticular, to p&.

In Fig. 12 we show in more detail the increase
to (t) —w (6=0) of the squared fiow intensity as a func-
tion of the square of the modulation amplitude for fixed
values of e. Note, first of all, that the modulation-
induced flow enhancement increases with the mean rota-
tion rate, i.e., with e as well as with the modulation am-
plitude. As long as b, is smaller than e/(I+a) &(t) oscil-
lates nearly harmonically around its mean and the flow
enhancement is proportional to 6 . Then, for
6 & E/( 1 +e ) the driving 6 t ) becomes partially subcriti-
cal during one period and &(t) experiences depression
during the subcritical driving interval so that the
modulation-induced flow enhancement grows slower as a
function of 5 there. For still larger 6 the mean-squared
flow intensity w resumes its growth with 5 until at 6
around 2.6 subharmonic response appears with periodi-
cally alternating directions of the vortex rotation.

V. SUMMARY AND CONCLUSIONS

We have investigated time-periodic Taylor vortex flow
and its bifurcation threshold when the rotation rate of
the inner cylinder is modulated with relative amplitude b
while the outer cylinder is at rest. We have derived a
four-mode Galerkin approximation to the axisymmetric
Navier-Stokes equations. Therein the radial dependence
of the velocity fields is represented in terms of cylindrical
Chandrasekhar functions and the axial variation by tri-
gonometric functions. In addition we did finite-difference
numerical simulations of the full axisymmetric Navier-
Stokes equations using axially periodic boundary condi-
tions.

For both, the stability threshold and the nonlinear
modulated TVF the results of these two methods of in-
vestigation agree extremely well with each other and also
with recent experiments by Ahlers. This agreement be-
tween numerical simulation and Galerkin model provides
a key to an understanding of the response behavior of
TVF to modulated driving: the simulation generates ac-
curate results that serve as a check of the model which in
turn provides interpretation and explanation in terms of
relatively simple arguments.

Because of complications arising from the formation of
a viscous Stokes layer we do not apply our model to
modulation periods smaller than about one radial
diffusion time d /v. The wave number was fixed at the
critical one in the absence of modulation, k, (5=0). Our
results follow.

150
C)

II

C4

100

0.0 0.5 1.0 1.5

FIG. 12. Modulation-induced enhancement of the squared

fiow intensity, w'(t) —w (6=0) (in units of v /d ), as a func-
tion of 6 . Parameters and symbols as in Fig. 11.

(1) The velocity fields normalized by their values for
the unmodulated case, 6=0, depend only very weakly on
the radius ratio i). Since also k, (b, ) varies less than 6%
with b, our results for ri=0.65 and k =k, (b, =O) are gen-
eric for 0.5 ~ g 1 and k near k, .

(2) The modulation-induced destablization of CCF is
small as long as 6~1. For larger 6 the critical Taylor
number T, (h, co) for onset of TVF drops off towards zero.
Deviations of T, (h, co) from its co~O asymptotic value
increase -cu with the co variation being weak in the fre-
quency range considered here. Our results for T, agree
very well with the numerical analysis of Riley and
Laurence, and for very small 6 with the expansion of
Hall. They differ from the analysis of Carmi and Tus-
taniwskyj. "' The experimentally observed threshold for
onset of TVF by Walsh et al. and Ahlers lie by varying
amounts (cf. Fig. 4) below our critical values t, (b„co).
This applies in particular to the low-frequency (co ~ 2) re-
sults of Walsh et al. Possible reasons are finite
symmetry-breaking flow disturbances of the ideal CCF
basic state.

(3) The smallness of the modulation-induced down-
wards threshold shift in the limit (co, b, )~0 is the result
of two counteracting effects of almost equal size. There is
destabilization because modulating the rotation rate like
0( t ) /0( b, =0) = 1+b, cosset increases the effective mean
Taylor number T(t)!T(6=0)=1+6, /2. But there is
also the opposite but slightly smaller effect of inertia-
induced stabilization' ' (of relative magnitude =0.456, )

so that the net result is a weak destabilization. This
analysis is based on the simple limiting behavior of the
Galerkin model which can be approximated for A, co~0
by a parametrically modulated Buffi equation. For
larger A, co the response to modulation is more complicat-
ed and its description requires the full Galerkin model.
In the analogous hydrodynamical problem of convection
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in a fluid layer subject to an externally modulated tem-
perature difference it is the latter, i.e., not its square that
enters into the field equations and into the Galerkin mod-
el equations. Thus in the convective system only the
inertia-induced stabilizing effect of modulation is present.
The resulting upwards threshold shift for onset of con-
vection is substantially larger than the net destabilization
of CCF.

(4) The numerical simulation shows that low-frequency
modulation induces in the parameter range investigated
here almost no structural changes in the Taylor vortices.
The flow varies periodically in a global manner. This
response to the harmonic variation of the driving is
strongly anharmonic, in particular if the rotation rate
Q(t) is for a sizable part of the cycle below the static crit-
ical threshold, Q, (6=0). Then the TVF amplitude drops
to very small values and it takes a long time before TVF
grows again to a large amplitude —typically after the
maximum of the driving. For large 6 this growth of TVF
is very abrupt with a subsequent relaxational oscillation
followed by a smooth drop off. A simple generalized am-
plitude equation does not reproduce this behavior. On
the other hand, if A(t)) Q, (b, =O) almost all the time
then the TVF response is for small cu almost in phase
with A(t). In general the dynamics of the response to a
harmonically driving shows more structure for TVF than
for convective flows for various reasons explained in the
text.

(5) With increasing co the response becomes more and
more harmonic and the phase of the peak position of w(t)
relative to that of the driving increases. Furthermore,
phase differences in time between the TVF fields at
different radial positions appear.

(6) The mean-squared flow amplitude w (t) of modulat-
ed TVF is enhanced in comparison with the unmodulated

driving. Also the slope of w (t) with respect to Reynolds
number is larger at threshold and further up than
without modulation.

(7) For such large modulation amplitudes that the driv-
ing becomes supercritical with reversed direction,
Q(t)( —Q, (b, =O) during part of the cycle, numerical
simulation as well as Galerkin model show subharmonic
response of TVF in a narrow band of 6 values. Therein
the turning direction of the vortices alternates from one
modulation period to the other. The transitions between
the two types of limit cycles are complicated and were
not investigated thoroughly —in experimental systems it
seems likely that Ekman vortices selecting the rotation
sense of TVF will suppress its reversion.
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ing the flow and the weighting functions for the projec-
tion. Fortunately, the spatial structure of nonlinear TVF
is very similar to the eigenfunction of the linearized
Navier-Stokes equations with the largest eigenvalue.
Furthermore, sums over the cylindrical Chandrasekhar
functions defined by the simpler eigenvalue problem'
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The resulting system of ordinary first-order differential
equations for the time-dependent mode amplitudes
P»~X, v»~Y, u, D~W, and v20~Z is given in (2.9).
The relation between bare and scaled amplitudes is

.k &. , IX „v,lq, &

—&u, lX„V, 1t, &'
X

(v, ln. „(p,u, ) &&u, Iit p), v, &

1/2

(A3a)

U 20

—(u, In„v, lq, &'

(u 12),„(q,u )&(u Ii) P)„v &

(vila„(q, u, )&&v In„va ql&

&v, lX), v, lq, &' z,.v2

1/2

Y, (A3b)

(A3c)

(A3d)

where X)„„=2)„+I/r and the coefficients in (2.9) are
given by

rapidly converge to the exact radial eigenfunctions of the
linear stability problem.

We therefore truncate the expansion of the velocity
field for TVF at very low order and make the ansatz (2.8)
for P and v with Ig, (r) & and lv„(r) & given by (Al). The
terms harmonic in z represent TVF and z-independent
terms causing nonlinear mode coupling can be seen as
modifications of the underlying CCF. We insert the an-
satz (2.8) into (2.6) and project' Eq. (2.6a) onto

( &2 coskzl ( g, (r) I,
and Eq. (2.6b) onto (i/2sinkzl(vi(r)l, (ui(r)l, and

(vz(r)l using the scalar product
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r(k) =(k +P, ) ', b, (k) =rP, , b2(k) =wP2,

~(k) =r(@,l(~~„—k')'lq, &/(q, lk' —X~„ly, &,

(A4a)

(A4b)

APPENDIX A: DERIVATION OF MODEL EQUATIONS

The accuracy of few-mode Cialerkin approximations
hinges upon a careful selection of the functions represent-

&y, ll/rlu, && u, IN„(it', u, ) & & u, l V Iq, &

&Will'0/rivi &&uzi&..(flu»&&viltl&. v2&
'

(A4c)
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& e)li«lv& v2 & & vol&. I'o ltd &

Pz
& Pil I o/"lvt & & vi le@ * 2 &

& v, l qp) „u, & & u, lN„(1(,v, ) &

P3
&u, lq)n„v2&&v21&. .(q)v&)&

'

&y, lv, /rlv, &

&y, fv, /flu, &

'

(A4d)

(A4e)

(A4fl

They are superpositions of first order Bessel functions. '

The constants Ni, 8], C, Di M and 8, and the
characteristic roots a, and p„are determined by bound-
ary normalization, and solvability conditions.

We used these cylindrical Chandrasekhar functions in
evaluating the scalar products (A2). As a reference we
give all time-independent coefficients and critical values
in Table III. The time-dependent factors p(t) [Eq. (A4f)]
and q (t) [Eq. (A4g)] have the form

Furthermore, the quotient

(A4g) p (t) = 1+b A~ cos(rut —g ),
q (r) = I+ 9, A cos(cot —y ) .

(A6a)

(A6b)

s(k)
T/T, (b, =O)

TsB(k, b, =O)/T, (6=0) (A4h)

in the absence of modulation. Here s(k) is the neutral
curve normalized by its critical value, T, (b, =0).

For an application of the model (2.9) all coefficients
and scaling factors have to be computed. The general
case of a wide gap requires an evaluation of the solutions
of (A 1), i.e. , of the cylindrical Chandrasekhar functions

1(|(r)=C &(r) =X& [J&(a&r)+8& Y& (a&r)+ C&I& (air)

+D 1I~ 1(~ lr) 1 (A5a)

u„(r)=8„(r)=M„[J,(P„r)+B„Y,(P„r)], n =1,2 .

(Asb)

TABLE III. Constants and scaling factors for the model
equations (2.9) for some radius ratios q. Data have been evalu-
ated for k =k, (g, 6=0).

k,
T,
bl
b2

Pl
pz

p3

CX]

Pi
P~

V I 1 /Y
V zo /Z

Via�

/8

0.5

3.119
4786

0.512
1.998

—0.084
—0.048

0.023
1.904
0.050
4.750
3.197
6.312

—0.761
0.078

—0.080
—0.017

0.65

3.106
3101

0.509
2.016

—0.058
—0.032

0.009
1.928
0.051
4.738
3.163
6.294

—0.664
0.082

—0.082
—0.011

0.8

3.100
2293

0.508
2.025

—0.033
—0.018

0.003
1.940
0.051
4.732
3.148
6.286

—0.523
0.073

—0.073
—0.005

3.098
1728

0.507
2.028
0
0
0
1.944
0.051
4.730

2'
—1.232

0.1934
0.1934
0

enters, i.e., the Taylor number reduced by the stability
boundary

(4+k')& Nil(&&* —k')'lt('i &

TsB(k, 6=0)=-
2k'& g, l I'o/flu, & & u, I&.Vol/, &

(A41)

can be considered to measure the quality of this approxi-
mation. For g&0, 5 we get a(0.02 and for g&0.65 even
a (0.01. Because of this similarity of C, (r) and Cl(x} it
is the factor &I —g relating both function systems that
determines the overall dependence on q of all static prop-
erties of the model in the considered g range. For exam-
ple, the critical Taylor number T, (b, =O) (A4i) varies
with g as T, (6=0, g)/T, (b =0, g= 1 ) —1/7). In a simi-
lar way the approximate g dependence of the other
coefficients can be found.

APPENDIX B: ANALOGY TO LORENZ MODEL
FOR CONVECTION

Similarities between the Taylor-Couet te and the
Rayleigh-Benard problem are most pronounced in the

TABLE IV. Frequency dependence of time-dependent
coefFicients p(t) and q(t) for the model for g=0.65.

1

0.988
0.954
0.847

1

1.002
1.008
1.023

0
0.168
0.329
0.610

0
0.025
0.053
0.120

A~= 2~= 1 and p~=g~=O for co~0. Since p(t) and
q(t) are practically independent of g we have listed 33, y, and y in Table IV for g=0.65 and several
modulation frequencies co.

Since the calculation of the coefficients entering our
model with the cylindrical Chandrasekhar functions is
rather involved, a further approximation may be useful.
In the narrow-gap limit (rj~ 1) the radial eigenfunctions
lP, (r) & and lv„(r) & are plane Chandrasekhar functions, '

C, (r) and E„(r), respectively (see Appendix B). Especial-
ly for small gaps the plane Chandrasekhar functions
C&(r) and E„(r) do not deviate much from the cylindrical
ones, C&(r) and D„(r). With the replacement (B2)

C, (r) =(1—g) ' C, (x),
D„(r)=(1—g) ' E„(x},

and r =x + —,'(1+q)/(I —q) the integrals appearing in

the model's coefficients as well as the basic modes can be
calculated analytically. The squared deviation
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limit of a narrow gap. For a discussion of the case g~1
or 5=d/R, =(1—il)/71 —+0, we expand Eqs. (2.6) to
lowest order 0 (5 ). The relevant Taylor number is
T =(R tIId/v) 5. Defining the radial coordinate

x =r —— E [——', —']1 1+g
(B1)

the basic CCF for 6=0 is Vo(x)= —,
' —x. Because of the

Cartesian geometry arising for 5~0 we expand the radial
dependence of the TVF fields in terms of plane Chan-
drasekhar functions'

cosh(k, x}
g, (r) =C, (x)=

cosh A, , /2

v, ( r ) =E, (x ) = i/2 cosa.x,
U2(r)= E2(x) =v'2 sin2nx

cos(k, ,x }

cos(A, , /2}

k, =4.73004 (B2a)

(B2b)

—X = —[X—p (t)Y],
0

(B3a)

rY= —Y+X[(t /s}q (r) —Z], (B3b)

wZ = —b2Z+XY, (B3c)

with Y = Yt Is and Z =Zt Is
For stationary driving (p =q = 1) Eqs. (B3) are identi-

cal to a Lorenz model for convection in a fluid of unit

They are eigenfunctions of 0 and 8 satisfying rigid
boundary conditions U =/=8„/=0 at x =+—,'. The
coefficients of the model are then evaluated with the radi-
al scalar product (f(x)~g(x})= f ', r~f*g dx. Due to
the symmetries of C&(x) and E„(x) all coefficients p,
[Eqs. (A4c) —(A4e)] and the scaling factor of W [Eq.
(A3c)] vanish. Thus the model (2.9) reduces in the
narrow-gap limit to

Prandtl number provided t /s in (B3b) is replaced by the
reduced Rayleigh number. The convective model was de-
rived by Niederlander for rigid horizontal boundary
conditions using Chandrasekhar functions. The
coefficients r=0.051, cr =1.944, and hz =2.028 (cf. Table
III) are the same in both models. The structural similari-
ty of the models for flow in the form of vortex rolls in the
Couette-Taylor system and the Rayleigh-Benard system
is not surprising since for g~1 the curved geometry of
the former system approaches the planar one of the
latter. Moreover, also for g in the range —,

' &g&1 the
statics and dynamics of the unmodulated (p =q = 1) TVF
model (2.9) are very similar to those of (B3) and with it to
those of the unmodulated convective Lorenz model. The
reason is that the size of the coefficients p; in (2.9) are
small, ~p; ~

(0.1, and that b2, cr, and ~ vary less than 3%
in the range —,

' &g&1.
Note, however, the differences that are present even in

the case of stationary driving: Into the variables Y and Z
enters the control parameter t. Furthermore, and more
important, the driving force couples differently to the
variables in the two models. In the Taylor-Couette sys-
tem the square of the inner cylinder's rotation velocity,
i.e., the squared Reynolds number enters via t whereas in
the Rayleigh-Benard system it is the Rayleigh number,
i.e., the temperature stress itself that enters the model
equations as the control parameter.

If the driving force is modulated in time there arise ad-
ditional and far more consequential differences that may
be seen by comparing (B3) with the corresponding equa-
tions for modulated convection. ' ' Loosely speaking in
the convective model p (t) =1 and only q (t) reAects the
time dependence of the driving whereas for modulated
TVF the modulated driving enters via p(t) and q(t) The.
resulting differences in the stability properties of the basic
state and in the response of the secondary flow are dis-
cussed in Secs. IV A 6 and IV 8 8, respectively.
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