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Absolute photoionization cross sections of the Cs 7D3~2 level measured
by use of fluorescence reduction
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A simple technique for measuring absolute photoionization cross sections o. of excited atoms has
been applied to the 7D3/2 level in Cs. Past experiments on excited-state cross sections have relied
on measurements of the total number of ions or photoelectrons produced by photoionization to
deduce o.. Our technique is novel in that it utilizes the simple measurement of the reduction in the
excited-atom Auorescence due to photoionization to find o.. We report measurements of cross sec-
tions at six different photon energies.

I. INTRODUCTION

Recently there has been great interest in photoioniza-
tion from excited states. From a fundamental atomic-
physics standpoint photoionization-cross-section mea-
surements are useful as tests of atomic theory. For exam-
ple, past theoretical calculations' have indicated that
Cooper minima in the photoionization cross section of
excited levels are more numerous than for the ground
states. Predictions of the presence and location of these
minima, which occur due to cancellations from equal
negative and positive contributions to the dipole matrix
element, are sensitive to the wave functions used in the
calculation. In some cases it is important to account for
electron-electron correlations and core-polarization
effects in the wave functions used to calculate cross sec-
tions and photoelectron angular distributions. Only a
small number of measurements of excited-state photoion-
ization cross sections have been reported in the litera-
ture. A recent review of excited-state photoionization
can be found in the work of Wuilleumier et al. ' A com-
plete discussion of the theory of atomic photoionization
measurements is given by Jacobs. "

Applications and techniques that rely on excited-state
photoionization processes have also generated interest in
measurements of corresponding cross sections. Examples
include production of spin-polarized electrons using the
Fano effect' and laser isotope separation, which usually
involves multiphoton-ionization processes. Note, howev-
er, that the application to laser isotope separation is fo-
cused on autoionizing states.

Alkali-metal-atom photoionization studies are of in-
terest because the alkali metals, having a single valence
electron, are the simplest atoms to understand. Cesium is
the most interesting of the alkali metals because
electron-electron correlations, the spin-orbit interaction,
and core-polarization effects are largest for this atom. In
particular, various calculations have predicted multiple
minima in the photoionization cross sections of the Cs nd
levels. ' Disagreement exists as to the number and lo-
cation of such minima. For example, predictions about
the Cs 9d photoionization dipole matrix elements include
either two or three minima (see Avdonina et al. ' and

Lahiri and Manson ). For the Cs 6d level, after experi-
mental observations of photoionization cross sections
showed the absence of a predicted minimum' near
A, =460 nm, further calculations were performed using
different wave functions that placed the new calculated
first minimum at A, =100 nm for this level. ' There exists
a need for more data, particularly for Cs, and for new
techniques to measure excited-state photoionization cross
sections.

Here we report on a new technique for measuring pho-
toionization cross sections 0. of excited atoms. The
method has been applied to the 733/2 level in cesium to
obtain the first measurements of o for this level. Cross
sections were measured at six different photon energies.
Past experiments on excited-state cross sections have gen-
erally relied on measurements of the total number of ions
or photoelectrons produced by photoionization to deduce
o.. Our technique is novel in that it utilizes a simple mea-
surement of the reduction in the excited-atom Auores-
cence due to photoionization to find o. . A related tech-
nique for determining photoionization cross sections that
combines a measurement of fluorescence reduction and
the lifetime of the excited level was proposed by Gilbert
et al. However, this is the first report of a measurement
using a fluorescence technique.

A reduced fluorescence technique was recently applied
to core-excited levels of neutral rubidium to determine
the position and linewidth of metastable lines. ' A laser
was used to transfer atoms from core-excited levels to au-
toionizing levels, thereby reducing the fluorescence of the
core-excited level. From the linewidth measurement and
a measurement of the transfer laser saturation energy
density at line center, a transition oscillator strength
could be determined. This method only applies to the
measurement of autoionizing states, whereas the tech-
nique reported here applies to continuum states in gen-
eral.

II. THEORY

An energy-level diagram showing the relevant physical
processes (as applied to Cs) is given in Fig. l. Excited-
state atoms are initially produced by some means—
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FIG. l. Energy-level diagram showing relevant physical pro-
cesses that are used to measure the photoionization cross sec-
tion of excited states by fluorescence reduction. This diagram
illustrates the important processes for the case of Cs reported
here. Cesium atoms are excited to the 7D3» level by resonant
two-photon absorption of light at A,

~
=767 nm. Light at k2 pho-

toionizes some of the excited atoms resulting in a reduction of
the fluorescence at X&=672 nm. The ionization potential (IP)
for the Cs 7D3/p level is 0.662 eV.

in our case by absorption of photons from a dye laser
(pulsewidth = 3 ns) tuned to the 6S,&2~7D3/p two pho-
ton transition at A,

&
=767 nm. The excited atoms then be-

gin to radiatively decay with mean lifetime ~. We tem-
porally integrate the Auorescence in one of the lines
(wavelength X&) until a second photoionizing laser pulse
is incident on the atoms. This second laser (wavelength
X2, pulsewidth b.t2 with htz «r) decreases the number of
Auorescing atoms by photoionization. We then integrate
the subsequent Auorescence for a few lifetimes. A timing
diagram showing the sequence of laser pulses and in-
tegrated Auorescence signals is given in Fig. 2.

The integrated signal before photoionizati'on, which we
denote S&, is obtained by integrating the Auorescence at
A f for a time T, ~ ~/3. This signal serves as a norrnaliza-
tion to the integrated signal S2 that is collected after the
photoionization laser pulse has ended. The integration
time for S2 is typically several lifetimes (T~ =3~). The
normalization of Sz by S, to form the ratio R =S2/S& is
important in order to significantly reduce shot-to-shot
Auctuations in the fluorescent intensity due to variations
in laser power. The need for this is especially acute in
our case since the excitation process is nonlinear. We

FIG. 2. Timing sequence for measuring photoionization
cross sections by a reduction in fluorescence. The exciting and
photoionizing laser pulses are shown at the top. The middle
curve shows the fluorescence produced as the atoms decay from
the initial excited level to a lower-lying level. The photoioniza-
tion pulse causes a decrease in fluorescence due to removal of
atoms from the excited fluorescing state. The bottom plot
shows the gate settings or integration times for integrating the
fluorescence before (interval Tl ) and after (interval T&) the pho-
toionizing pulse is applied. The signal S, is used as a normali-
zation for the signal S2. %'e note that the integrations are per-
formed using two independent gated integrators.

dt hv2

where N(t) is the number of atoms in the excited level at
time t, o. is the frequency-dependent photoionization
cross section, I2/h v2 is the incident photoionization-laser
photon Aux. From this it follows that

X(t)=Xoexp— f I,(t')dt'+
hv2

Here t = tp corresponds to any time after the excitation
process and before the photoionization laser pulse and Xp
is the number of excited atoms present at this time. We
assume the photoionization laser pulse is very short com-
pared to the excited-state lifetime (bt2 «r). Thus, for
times later than the photoionization pulse with t ))At2
and assuming tp is chosen to be significantly earlier than
the passage of the second laser pulse, then we can ap-

measure the ratio 8 as a function of the fluence F (in
units of energy/area) of the photoionizing laser. The re-
lationship between R and F can be found by considering
the fundamental relation for the rate of change of
Auorescing atoms as a function of the photoionizing laser
intensity I2(t). This is given by the rate equation (we dis-
cuss coherences later)
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proximate the last relation by

N(t) =No exp — F
hv

(3)

number sublevels,
I
m ) H I +

I

3 ), + I
—,
' ) I. The azimuthal

quantum number m is defined by

J, Im, )=m, Im, ),
where

f I(t')dt'= f ™I(t')dt'= F—. (4)

Note that we have dropped the subscript 2 as a label for
quantities relating to the photoionization laser pulse.
The fluorescent intensity I&(t) reaching the detector at a
time t is given by

~~"y bf) N(t) N(t)Ig(t)=—:C
4~

(5)

where P is the branching ratio for the chosen fluorescence
line, Am& is the energy in a single photon, Ad is the detec-
tor area, and AQ/4~ is the solid-angle fraction occupied
by the detector. From this relation we can calculate ex-
pressions for the time-integrated signals S, and S2. For
the fluorescence signal integrated for a time T, before the
photoionization pulse we get, by substituting (3) into (5)
with F=0 and integrating

tO+ Tl
S, = I& t dt=y, No, (6)

0
—Tl /w

where y, =G, C( 1 —e '
) is a constant. The quantity

6, represents the gated integrator gain. Likewise, for the
integrated signal Sz after photoionization we get (the
integration begins at time t„' and the integration time is

T, )

to+ T2 0
Sz = I&(t)dt =y2No exp — F

where

{r EOQ) jT (f /oo T2)/T
y~=GzC(e —e

is a constant. The quantity 62 represents the second gat-
ed integrator gain. From (6) and (7) we can form the ra-
tio

S2
R (F)—= = Aoexp — F

hv
(8)

where A o
=y 2/y, is a parameter that depends on the in-

tegration times T, and T2 and on the gain of the gated
integrator amplifiers. From (8) it can be seen that by
measuring R as a function of the photoionization laser
fluence F (for a fixed frequency b v), the photoionization
cross section o. can be determined. Notice that a set of
data consisting of R versus F can be fitted by the expres-
sion (8) with only one free adjustable parameter, cr The.
constant A o is obtained from the data by assigning it the
value A o =R (F =0).

There are several aspects of the simple model above
that must be discussed in more detail due to their depen-
dences on experimental conditions. The first concerns
the exact meaning of the photoionization cross section o..
For the measurements reported here we used the Cs
7D3/2 level which has four different magnetic quantum

where J, is the z projection of the electronic angular-
momentum operator. Here we assume J is a good quan-
tum number and so hyperfine structure is ignored. From
elementary perturbation theory' the following expres-
sion for the total photoionization cross section of a given
sublevel can be written:

2e m
o (b;aq) =4~', —g I (b I e DIaqkpm, ) I',

f2 q
(10)

where
I
b ) is the wave function of the excited atom, and

Iaqk)Ltm, ) refers to the wave function of the ion core and
electron. The quantity m, corresponds to the photo-
electron's z component of spin, q is the wave vector of the
electron, k and e are the absorbed photon's wave vector
and unit polarization vector, respectively, and m, is the
electron mass. The quantity D is the electric dipole mo-
ment of the atom, i.e., D =g,. er;, where r; is the position
vector of the ith electron. The spatial part of the photo-
electron wave function has the form

where R~z(r) is the radial part of the wave function nor-
malized according to

fR q(r)Rq q(r)r dr =5(q —q'), (12)

and Yz„(H, Q) is the )Mth component of the spherical har-
monic with rank A, .

The photoionization rate out of a given sublevel de-
pends on the polarization of the ionizing laser. It is con-
venient and more general to discuss a cross section that is
independent of magnetic sublevel as well as the polariza-
tion of the ionizing light. Hence, most treatments of pho-
toionization define an effective cross section for a level as
an average of the cross section over the initial-state sub-
levels and a sum over photon polarizations. An expres-
sion for the effective cross section can be derived'

0
X, =To 1 —exp — F (14)

to the experimental results, o. is deduced. However, the
cross section measured by these techniques is identical to

I & b IDlaq~pm, ) I (13)
& &b a, b, ~,„,m,

where gb refers to the degeneracy of the initial excited
state. This cross section is not the one generally mea-
sured by most experiments because it assumes all initial-
state sublevels were equally populated. Most previous ex-
perimental cross sections were determined by measuring
the number of photoelectrons N, produced as a function
of the ionizing laser fluence F. By monitoring the linear
part of the X, versus F curve, or. by fitting a saturation
function
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the eff'ective cross section cr defined by (13) only in the
case where all initial sublevels are equally populated. In
fact, a cross section measured by such techniques is actu-
ally an average of the sublevel cross sections with un-
known weights (the initial sublevel populations). A way
to circumvent this difhculty is to orient the polarization
of the photoionization laser at the magic angle,
t9 =54. 7', with respect to the experimental axis of
quantization. This provides a laser beam with equal com-
ponents of o+-, o -, and n-polarized light (see Fig. 3).
Then the ionization probability is the same for each mag-
netic sublevel. To see this, note that in terms of m (polar-
ization along z), &+, & components the polarization
vector of light oriented at the magic angle in the x-z
plane can be written

(15)31/2 31/2

where the unit vectors for right- and left-circularly-
polarized light are defined by

Then, by applying the Clebsch-Gordan orthogonality re-
lation

g l&JlmqlJ'm'&I'=
m', q

1

2J'+ 1
(19)

it is easy to see that (18) is independent of the initial-
magnetic-sublevel quantum number m. Hence, the tran-
sition rate is the same for each sublevel, gnd the o we
measure in (8) and the efFective cross section given in (13)
are identical.

The second important experimental consideration is
the choice of direction and polarization of the observed
fluorescence. This choice is significant because if deter-
mines which sublevel (or which weighted combination of
sublevels) one is observing the fluorescence from. It is
important to make this choice wisely. A concrete exam-
ple will show why. Consider the observation of fluores-
cence from a J=—', level (e.g. , Cs 7D3/$-6P, /z line). As-
sume the initial populations of the upper sublevels are

N1 =N+ N2 =N+1/2 (20)
(16)+ 21/2

The factor in o. that depends on sublevel is the dipole ma-
trix element [see (10)] and for a given initial sublevel m
this factor is

y l&J'm'Ir, 'IJ~ &I'=—g, (17)
J', m'

where the primed quantities correspond to final-state
quantum numbers and we have expressed the relevant
matrix elements from (10) in terms of eigenstates of the
operators J and J, . Substituting (15) into (17) and using
the signer-Eckart theorem gives the result

0= g (l&Jlm0IJ'~'&I'+l&JI~ —ll~™&I'
J', m'

+ I& Ji~ 1IJ,~,
& I2) I& Jllr'IIJ'& I'

3(2J+1)'/

with Nto, =2(N, +N2) (refer to Fig. 4). If we choose to
observe ~ fluorescence then the signal S depends only on
the population of the m. =+—,

' sublevels, i.e.,

S~N2 . (21)

This is unacceptable because the same laser that pho-
foionizes the excited atoms could produce coherent
eA'ects that redistribute the population amoog magnetic
sublevels. ' Such e6'ects can be very pronounced depend-
ing on the laser intensity, its detuning from allowed tran-
sitions, and the oscillator strengths of these transitions.
This problem can be circumvented by observing Auores-
cence (1) at right angles to the quantization axis, and (2)
with polarization at 8 =54.7' to the quantization axis.

Our discussion of the need for these conditions begins
by expressing the initial excited-state density operator po
with irreducible tensor basis operators

po= y 'LIT/. M,
L, M

x & I& JlmqIJ'm'&I (18)
where TL~ is the Mth component of a spherical tensor of

Magnetic Field and

Quantization Axis

Al = -3/2 -1/2 1/2

N2

3/2

J =3/2

Photoionizing I,asez.

Polarization Vector

(lies in x-z plane)

FIG. 3. Linearly polarized light at the magic angle with
respect to the quantization axis —the axis of the applied mag-
netic field.

Al = -1/2
j

1/2

FICx. 4. Components of fluorescence produced by sublevel
transitions of the Cs 7D3//26PI/z line (A, =672 nm).
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XC(J,J,L;m, M —m ), (23)

where C(J,J,L;m, M —m) is a Clebsch-Gordan co-
efficient. We note that, physically, the presence of TLM
components where LAO in the initial density operator pQ
represent contributions depending on sublevel population
differences or anisotropies. An isotropic or uniform pop-
ulation distribution is expressed by the term aooT~ in the
density operator. The photoionization laser can, under
the right conditions, cause a significant redistribution of
magnetic sublevel population. This causes the final densi-
ty operator (after the second laser pulse has ended) to
have the same form as (22) but with different (and time-
dependent) coefficients.

It can be shown that the subsequent power of fluores-
cence propagating at right angles to the quantization axis
and linearly polarized along the unit vector u (see Fig. 5)
is given by'

P(u)=¹ ' ' K +K ge ' 'Y (u)V
M

(24)

where Ko and E2 are constants and the matrices V~~
(discussed in the work of van Wijngaarden et al. '

)

represent sums over products of Clebsch-Gordan
coefficients and Wigner d matrices. The quantity 0 is the
electronic polarization precession frequency defined by

gJp~B+ A~mr
0,= (25)

where mI is the projection of the nuclear spin on the z

Cs Cell

('I

~)

sin (),cos() )

olarizer transmission axis

rank L and aLM is the corresponding amplitude of this
tensor in the initial populations distribution. The tensor
TJ M is defined to be

Z;M =pi Jm ) ( Jm —M i( —I)- -M-'

S=bo+ bzP2(cos8),

where

(27)

P2(x) =
—,'(3x —1) (28)

is the second-order Legendre polynomial and bo and b2
are constants. Note we have used the relation
Yzo($, 8) ccP2(cos8). Thus, by choosing 8=8 where
Pz(cos8) =0, the term in the signal that depends on pop-
ulation differences vanishes. This is the term that may
vary due to coherences. In this case the signal only de-
pends on the total population, regardless of the properties
of the photoionizing laser. We point out that the mag-
netic field B required to satisfy the condition Q~)&1 is
usually rather modest (B 4 100 G).

The third important point is that lasers generally have
inhomogeneities and hot spots unless special care is taken
to produce a uniform beam, viz. , spatial filtering. Since
different fluences will be present in different parts of the
laser beam, atoms in different parts of the beam will have
different ionization probabilities. To account for this it is
necessary to weigh the ionization probability at a given
fluence by the probability of that fluence and then in-
tegrate over all fluences. Thus, it is necessary to know
something about the fluence probability distribution of
the laser beam. The laser beam is somewhat speckled due
to the index inhomogeneities in the dye used to generate
the light. Inhomogeneities in the optical elements used to
guide and steer the beam around the laboratory also con-
tribute to speckling. Thus the most natural fluence prob-
ability density function to use for the fluence distribution
is that for speckle. To further ensure the laser is properly
speckled, we send it through a random-phase plate that
forces the beam to have a speckle distribution. The
statistics of speckle is well known' and the probability of
having a fluence between F and F+dF is

axis, AJ is the magnetic dipole hyperfine constant, gj is
the electronic g factor of the initial level, p~ is the Bohr
magneton, and B is the applied magnetic field. The mag-
netic field must be large enough to make J a reasonably
good quantum number and must be applied along the
quantization axis. This means that gJp~ B» A Jm, and
that (25) can be expressed as Q=g, psB/R. The magnet-
ic field causes the Y&M (MAO) terms in the integrated
fluorescence signal [integral of (24) over several lifetimes]
to be reduced by at least 1/Q~ compared to the Yzo
term. ' If we can neglect Y&M(MAO) terms compared to
the Yzo term (Ar))1), then the integrated fluorescence
signal has the following dependence on polarization angle
8 (see Fig. 5) and sublevel populations:

to+37
S ~ I P(u)dt ~ rN[Ko+K2 Y20(0, 8) Voo] . (26)

to

Expressing this result in simpler form, we have

Photomultiplier P (F)dF =exp F dF
Fo Fo

(29)

FIG. 5. Fluorescence detection scheme showing the linear
polarization required for the signal to be independent of
excited-state sublevel population differences.

where Fo is the mean fluence of the distribution. Multi-
plying the signal at a given fluence [see (8)] by this distri-



39 ABSOLUTE PHOTOIONIZATION CROSS SECTIONS OF THE. . . 5629

bution and integrating over all fluences yields the result

R(Fo)= f R(F)P(F)dF
0

oo F
Ao exp — exp

p F
F dF
Fo Fo

where

Ao

1+Fo /F,
(30)

(31)

We fit this function to our data. Again there is only one
adjustable parameter —the cross section o..

III. EXPERIMENT

An energy-level diagram showing the various physical
processes that are utilized in Cs is given in Fig. 1. Our
experimental setup is sketched in Fig. 6. Two dye lasers
pumped by the second harmonic of a Nd: YAG (YAG
denotes yttrium aluminum garnet) laser are generally
used —one for excitation and one for photoionization.
Both dye lasers had similar temporal widths (b, t =3 ns).
Obviously, for the photoionization measurements at 532
and 1060 nm we used the second harmonic and the fun-
damental of the Nd: YAG laser as the photoionizing
beams. Both of these also had pulsewidths that were very
short (b, t ~4 ns). The Cs target consisted of a cylindrical
glass cell evacuated to 10 Torr and loaded with about a
gram of Cs. The cell is housed in a larger cylindrical
glass tube that is heated to 70 C. At this temperature the
Cs number density is 3X10' cm . The first dye laser
produces light at 767 nm that corresponds to the
6S»2~7D, /z two-photon resonance in Cs. The light is
vertically polarized and defines our axis of quantization.

Photoionization
Laser Beam

Excitation
Laser Beam

Variable
Attenuator

Temperature
Controller

l

Irisl

Polarization
Rotator Glass

Slide Cs Cell

j
Iris

Energy
Meter

Computer

kLLLLLLLLW Polarizer
Filter

g~ Photomultiplier
Gated Tube

Integrator 1

Gated
Integrator 2

FIG. 6. Experimental setup. The Cs cell was placed between
a pair of Helmholtz coils (not shown).

A 60-G magnetic field is applied along the quantization
axis in order to decouple the nuclear spin from the elec-
tronic spin in the excited 7D3/2 level and to allow us to
ignore population differences that provide T2M terms in
our fiuorescent power [see (24)]. The second dye laser is
delayed with respect to the first by having it traverse a
longer path. This dye laser is used for photoionization.
In order to allow us to vary its fluence this laser is sent
through a variable attenuator. It is polarized at an angle
B =54.7' to the quantization axis for reasons discussed
in the previous section. This angle of polarization is pro-
duced by sending the light through a commercial polar-
ization rotator (a Fresnel rhomb). This laser is passed
through a random-phase plate and a weak lens before it
enters the cell. The purpose of this is to provide an inten-
sity distribution in the cell that is statistically well
characterized as discussed in the last section. We also
pick off a small portion of this laser's energy (typically
about 8%) and send it to an energy meter whose signal is
then read and stored by a personal computer. Fluores-
cence produced by the spontaneous decay of the 7D»2
level to the 6P~/2 level at A, =672 nm is detected by a
photomultiplier tube (PMT) after the fiuorescence has
passed through a sheet of polaroid and a narrowband
filter [full width at half maximum (FWHM) bandwidth of
10 nm]. The polaroid is oriented at the angle 6 to the
quantization axis to ensure that our signal is proportional
to the total number of excited atoms. The PMT signal is
amplified using a wide bandwidth low-noise amplifier and
then the signal is split and sent to two gated integrators
that will integrate diferent temporal portions of the
fluorescence decay curve. The output signals of the two
integrators are then read and stored by a computer.

We measured the mean lifetime of a cesium atom in the
7D3/2 level to be 100 ns. The measurement was made
with a fast Tektronix transient digitizer. The delay be-
tween the excitation laser pulse and the photoionization
laser pulse was typically 25 ns. The integration times of
the two gates were set as follows: the first integrator,
which integrated fluorescence before the photoionization
pulse, was set to integrate for T, = 15 ns; the second in-
tegrator started integrating just after the photoionization
pulse ended (t =30ns) and integrated for Tz =250 ns.

For each laser pulse we recorded the two fluorescence
signals sent from the gated integrators and we recorded a
fraction of the photoionizing laser's energy using a com-
mercial pyroelectric energy meter. The ratio of the two
fluorescence signals was subsequently calculated, the data
was binned according to energy, and then all the values
of the ratios were averaged for a given energy bin. The
energy axis was split into 250 points. The total number
of raw data points for a given run was 7000. Thus, each
energy bin reflects an average over roughly 28 raw ratio
data points. After processing, the data consisted of the
fluorescence ratio and the corresponding energy (chosen
as the midpoint of the appropriate bin). The energies
were converted to fluences by dividing by the area of the
excitation beam A,„,=0.15 cm . The excitation beam
area was well defined by sending it through an aperture.
The photoionization beam area was kept larger than the
excitation beam area. The area A,„,. was accurately mea-
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nounced peak at the beginning with a steep falloff (width
=15 ns) and then the typical exponential decay thereaf-
ter. This type of behavior is at least indicative of
superfluorescence —where a rapid depopulation occurs
until the upper and lower levels become equal and then
the upper level resumes its normal spontaneous decay.
We did not investigate this further except to ensure that
we operated at excitation intensity levels well below the
onset threshold for this phenomenon. We also checked
that the fluorescence depended quadratically on excita-
tion intensity as expected in the low-signal limit for a
two-photon process.

IV. RESULTS AND DISCUSSION

A typical set of data is shown in Fig. 7. This plot also
includes a fitted curve that corresponds to the function
expected in the case of a fully speckled photoionization
pulse [see (30)]. The only parameter that is allowed to
vary is the cross section [actually the related quantity F, ,

see (31)].
The results are summarized in Table I. The error bars

of 30% are estimates based on the uncertainties involved
in our measurements and fits. Contributions to uncer-
tainties include the energy (5%), the beam area (3%),
fluorescence ratio (10%), and the photoionization-laser-
fluence distribution (25%).

Since no other measurements for the photoionization
cross section of this level have been reported in the litera-
ture, we cannot compare our measurements with previ-
ous results. However, the cross-section measurements of
Gerwert and Kollath for the Cs 6D3/2 level are qualita-
tively similar to those reported here. They measured
cross sections at 13 di6'erent wavelengths in the range
420 —580 nm. Their values seemed to be relatively con-
stant, fluctuating between 10—30 Mb.

A plot of our data, in terms of cross section versus
photon energy, is provided in Fig. 8. Although there are
no theoretical calculations of the Cs 7D3/2 photoioniza-
tion cross sections in the literature, we have calculated
cross-section values using expressions derived from a
quantum-defect-theory (QDT) analysis made by Burgess
and Seaton. ' The solid line in Fig. 8 corresponds to the
results of such a calculation. From the figure it is clear
that our measurements show a general decrease in cross
section with photon energy —in qualitative agreement
with the quantum-defect-calculation results. However,
the measured cross-section values are about a factor of 3
higher than the calculated values. In a similar compar-
ison between cross-section measurements made on the Cs
7P3/2 level by Gerwert and Kollath and QDT calculated

cross sections, the measured values were about a factor of
2 higher than those which were calculated (see also Wuil-
leumier' ).

V. CONCLUSIONS

We developed a technique to deduce excited-state pho-
toionization cross sections cr from a measurement of two
integrated fluorescent signals. The ratio of the two in-
tegrated fluorescent signals is proportional to
exp( Fo I—hv) in the case of a uniform laser beam or to
(1+Fo lh v) ' in the case of a speckled beam, where F is
the fluence (energy per area) of the photoionizing laser
pulse, and hv is the energy of a photon. By varying the
fluence F, a photoionization curve can be generated that
can be fit to the function above with only one free param-
eter, o. . It is important that both the ionizing laser polar-
ization and the measured fluorescence polarization be at
the magic angle (0 =54.7') with respect to the quantiza-
tion axis. In the former case, this ensures that the ioniza-
tion probability is independent of magnetic quantum
number sublevel. In the latter case, it ensures that the
observed fluorescence is proportional to the total number
of excited atoms in all magnetic sublevels. For these po-
larizations, significant changes in the distribution of mag-
netic sublevels that occur under many experimental con-
ditions are unimportant and will not aft'ect the final re-
sult. We applied the technique to the 7D3/2 level of Cs
and determined photoionization cross sections at six
di6'erent wavelengths.

Finally, we stress the simplicity of our method: it re-
quires a simple enclosed cell with no need for an expen-
sive and cumbersome vacuum system; it relies on the
straightforward measurement of fluorescence using a sin-
gle photomultiplier tube and a pair of inexpensive gated
integrators; the data is easily fit to a simple function
determined by a choice of laser-fluence distribution. The
result is an accurate but simple measurement of the abso-
lute photoionization cross section of an excited atomic
state.
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