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Landau theory of the helicoidal C' phase in smectic liquid crystals:
Re-entrance of the smectic-C' phase and order of the smectic-C —smectic-C* transition
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We present a Landau theory for smectic liquid crystals in a magnetic field, and apply it to systems
exhibiting the smectic-3 (Sm-A), smectic-C (Sm-C), and smectic-C* (Sm-C*) phases; our theory
provides a unified explanation of two phenomena, the temperature dependence of the pitch in the
Sm-C* phase and the re-entrance of the Sm-C* phase. We find that the Sm-C* phase is always re-
entrant. Two types of phase diagrams are found, depending on the relative signs of two of the Lan-
dau parameters; in one case, the Sm-C* phase is re-entrant only for fields greater than some value,
while in the other case it is re-entrant for all field values (but the helicity has different sign above
and below the Sm-C phase). The results are in qualitative agreement with experiment. The order
parameter in the Sm-C* phase has a well-developed domain structure only near the Sm-C —Sm-C
boundary; a new feature is that the order parameter is almost sinusoidal at low temperatures, well

below the boundary. We provide a complete analytical treatment of the Sm-C —Sm-C* transition,
extending previous results in the theory of commensurate-incommensurate transitions.

I. INTRODUCTION

Liquid crystals exhibiting the helicoidal smectic-C*
(Sm-C*) phase are of considerable interest because of
both their potential applications and their remarkable
properties. ' One such property is that the Sm-C* phase is
re-entrant in the presence of a magnetic field, Musevic
et al. observed (in the compound DOBAMBC) that
there exists a range of magnetic fields for which the fol-
lowing sequence of phase transitions between the smectic
A (Sm- A), smectic-C*, and smectic-C (Sm-C) phases
occurs with decreasing temperature T: Sm- 3 ~Sm-
C*~Sm-C~Sm-C*. Another is that these compounds
display a Lifshitz point where the wave number of the
Sm-C* phase goes to zero at the meeting point of the
three phase boundaries Sm- 3 —Sm-C*, Sm- 2 —Sm-C,
and Sm-C —Sm-C*; this point was predicted theoretically
by Michelson and has recently been observed by Seppen
et al. 4

For a Landau-theory discussion of the Sm-A, Sm-C,
and Sm-C* phases, a convenient order parameter (with
two components n and n ) is obtained by projecting the
director & (a unit vector in the direction of the molecules)
onto the x yplane (which is-parallel to the layers). In the
Sm-2 phase, the director is in the z direction (normal to
the layers) and both components of the order parameter
vanish (n =n =0). In the Sm-C phase, the director is
tiled at an angle 0 to the z axis, the same angle in each
layer, and both components of the order parameter are
independent of z. In the Sm-C' phase, the director ro-
tates in a helical fashion in the z direction; the pitch of
the helix is not a rational multiple of the thickness
of the layers. The connection with commensurate-

incommensurate systems is obvious; the Sm-A, Sm-C,
and Sm-C* phases correspond respectively to the disor-
dered, commensurate and incommensurate phases. The
driving term for the appearance of the helicoidal Sm-C*
phase is a Lifshitz invariant in the Landau expression for
the free-energy density.

Re-entrant transitions have been observed in other sys-
tems (the nematic —smectic- A transition and the
superconducting-magnetic transition are familiar exam-
ples), but to the best of our knowledge the Sm-C* phase
is the first re-entrant incommensurate phase to be ob-
served.

Several groups have recently constructed a free-energy
functional including the tilt angle 0 and the polarization
P in the absence of magnetic field. Good results were ob-
tained, but the re-entrant phenomenon was not investi-
gated.

This paper presents a theory (both numerical and
analytical) of the Sm-C —Sm-C* phase transition. Our
approach differs from all previous work in this field in a
major way —we do not make the one-harmonic approxi-
mation, but rather solve numerically the Euler-Lagrange
equations for the order parameter; as we have shown pre-
viously, the one-harmonic approximation is quite inade-
quate for these systems (for nonzero magnetic field), for it
cannot describe a well-developed domain structure.

Section II gives a brief discussion of our free-energy
functional. Section III uses this expression to treat the
field-free case; in agreement with experiment, the wave
number q of the Sm-C* phase is predicted to depend qua-
dratically on the tilt angle 0, either increasing or decreas-
ing depending on the relative signs of two of the Landau
coefficients. An extreme example (also explained by our
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theory) of this dependence occurs in PACMB where,
with decreasing temperature, the helix unwinds and then
winds in the opposite sense. Section IV provides a brief
description of our numerical method, and Sec. V presents
the phase diagrams found; some of these results have
been reported previously. The tricritical point found on
the Sm-C —Sm-C line is explained in Sec. VI which ana-
1yzes the interaction of discommensurations, and shows
that the first-order nature of the transition near the
Lifshitz point is due to an attractive interaction between
discommensurations. Some of the new results of Sec. VI
are important for the theory of incommensurate-
commensurate transitions. Section VII presents con-
clusions.

II. FREE ENERGY AND
DIFFERENTIAL EQUATIONS

Our starting point is the following expression for the
free energy relative to the Sm- A phase:

F= zdz,

nx
+Di

dz

2
dn v

dz

'2
dn dn

v dz

dn dn ——'yH n (2)

The magnetic field H (which is in the x direction,
parallel to the layer planes) couples only to the director,
and so it is not necessary to include the polarization;
more precisely, minimizing the free energy with respect
to the polarization renormalizes the Landau coefficients,
as discussed by other authors. As usual in this kind of
theory, only the Landau coefficient A is temperature
dependent. We adopt the convention that the coefficient
D2 is positive (or zero); this amounts to the definition of
the positive z direction. On the other hand, the Landau
coefficient D3 can be of either sign, so that if D2D3 &0
the two terms compete, the one favoring a right-handed
helicoidal structure, and the other a left-handed one; we
show below that very diA'erent results are obtained ac-
cording to the sign of D3 relative to D2. Unfortunately,
the microscopic theory of 1iquid crystals is not sufficiently
advanced to provide numerical values of the Landau
coe%cients, and we are forced to treat them as phenome-
nological parameters to be fitted to experiment.

Unlike previous theories, ours retains the proper sym-
metry, the free energy is expanded in powers of n„and n

rather than in powers of 0.
The D3 term in Eq. (2) is all-important for our pur-

poses (it is essential to explain the re-entrant Sm-C —Sm-
C* transition), but is not new with us. Zeks has already
introduced an analogous term in order to explain the

where the z direction is normal to the layers, and the
free-energy density V is

O'= A(n„+n )+Bi(n„+n ) +Ci(n„+n )

temperature dependence of the helix pitch; more pre-
cisely, Zeks introduced a term dift'ering by a factor and a
perfect derivative from ours. Inclusion of the D3 term
enables one to explain both the temperature dependence
of the wave number and the re-entrant Sm-C* phase, and
the two phenomena appear therefore to be closely relat-
ed.

Equation (2) omits a fourth-order term (B2n„n ), al-
lowed by symmetry, which has interesting consequences
for the spatial dependence of the order parameter. The
expression also omits many sixth-order terms; the only
such term (that involving the Landau parameter C, ) kept
is necessary for stability when D3&0. The C, term is
necessary in any case.

Some restrictions on the Landau parameters: Obvious-
ly, C] ~0 and D, ~0 for stability. We assume that g, the
dNerence in the parallel and perpendicular susceptibili-
ties, is greater than 0; the case g & 0 is easily handled, and
the phase diagram is merely sheared from that for g &0.
We assume further that (i) B, )0, (ii) B, )3DzD3/(8D, ),
and (iii) C, )9D3/(64D, ). The first of these makes the
Sm-A —Sm-C transition second order; the second makes
the Sm-A —Sm-C* transition second-order in the absence
of the field, but it may not be sufficient in its presence; the
third is necessary for stability, but may not be sufficient.

With these restrictions, the Lifshitz point is at
H =Hip A =Aip where 2+Hip=Aip=D2/Di' the
Sm-A —Sm-C* transition, if second order, occurs on the
line

D) D2 +-'gH2
4D22Dl 2

2

with H & Hpp' the Sm-A —Sm-C transition occurs along
the line A =—2'yH, H &Hip. Determination of the Sm-
C —Sm-C' line requires numerical work.

The free energy as a function of T and H is found as
follows: from Eqs. (1) and (2), the Euler-Lagrange equa-
tions are obtained as

+2B,n„(n.„+n )+3C,n„(n, +n ) =0,

nv dnx
Di +[D2+ ,'D3—(n„+—n )] + An

+2B,n (n„+n~)+3C, n~(n, +n~) =0; (3)

these are solved for n and n, and the solutions are then
substituted into Eqs. (1) and (2).

The Euler-Lagrange equations must be solved numeri-
cally in the general case; an exception is the case of zero
field, treated in Sec. III, for which an analytical solution
is possible at all temperatures. With regard to approxi-
mate solutions of these equations, in a previous article
we investigated the one-harmonic and constant-
amplitude approximations and found both to be unreli-
able except in limited regions of the phase diagram.

d n dnv
D, —[D—2+ —,'D3(n +n )] +(A —,'yH )n„—
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,'yH—n„+A(n„+n„)

+B,(n„+n~) +C&(n„+n ) =const,

and by the following relations:
'2 2

2a, (
'„"* + ","*

l

ized the equations for the deviations from the trial solu-
tions, and used fourth-order finite-difference approxima-
tions for the derivatives to obtain a set of linear algebraic
equations; these latter equations (of band form) were
solved by elimination and back substitution. The results
gave a new set of approximate solutions, and the pro-
cedure was iterated to convergence.

Useful checks on the accuracy of the solutions are pro-
vided by the first integral
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FIGr. 2. Phase diagram in the A -0 plane showing the regions
of stability of the smectic-A (Srn-A), smectic-C (Sm-C), and
smectic-C (Sm-C ) phases (for the choices 8

&

=50, C& =500,
D

&

= 1, D2 =2 for the Landau parameters); the Landau parame-
ter D3 has the values 10, 2, 0, —2, and —10. First- and second-
order transitions are denoted by solid and dashed lines, respec-
tively. The three transition lines meet at the Lifshitz point (LP).
The Sm-C —Sm-C transition is first order near the Lifshitz
point, but second order farther away; the changeover occurs at
the tricritical point (dot).

where the angular brackets denote spatial averages; Eqs.
(8) follow from the requirement that, at its minimum, the
free energy must be a minimum with respect to the trans-
formations (n„,n )~(An„, An) ,and ,z~pz. Equations
(7) and (8) were satisfied to one part in 10, even in the
most extreme cases.

(1) If D3 =0, the Sm-C' phase is not re-entrant; for A

negative enough, the Sm-C —Sm-C' line is parallel to the
A axis.

(2) The case D3 =0 is very special, however, for if D3 is
different from zero, then the Sm-C phase is re-entrant
whether D3 &0 or D3 &0; but very difFerent behavior for

V. PHASE DIAGRAM

Our expression for the free energy contains too many

parameters for a full investigation of the phase diagram,
and so we have chosen what we believe to be representa-
tive values; more limited calculations for other sets of pa-
rarneters show the same qualitative behavior. The nu-
merical calculations were done for the choices B,=50,
C~ =500 D ]

= 1 D2 =2, and D3 variable. The units of
the order parameter, the length and the free energy can
be scaled so that our results are actually more generally
valid (although of course the amplitude of the order pa-
rameter must remain less than 1). Unfortunately, incon-
sistencies in published data prevent a quantitative com-
parison with experiment.

In Figs. 2 and 3 we show calculated phase diagrams
with A as the ordinate, VyH as the abscissa, and D3 as
the parameter. The Lifshitz point is located at the meet-
ing of the three lines Srn-A —Sm-C', Sm-A —Sm-C, and
Sm-C —Sm-C*, specifically at gH =8, A =4 for the
above set of parameters. The following is a summary of
the results.

SmA
0

SmC
A

r SmC

-loo-
r Dg =-ZO

-200- ~O& =-/0

SmC

-300—
0

~X H

FIG. 3. Phase diagram in the A -H plane for D3 = —10 and
—20; the values of the other Landau parameters are given in the
caption to Fig. 2. The Sm-C phases have different signs of the
helicity above and below the Sm-C phase.
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Early measurements of the latter two quantities by
different groups gave quite different values, but recent
measurements' ' are more consistent; unfortunately we
still lack a full set of measurements (preferably for the
same sample of the same compound) to attempt a fit to
experiment.

Figure 5 shows the evolution of the order parameter
with temperature, for three sets of the Landau parame-
ters. Note that the overall amplitudes of the order pa-
rameter are rather large (because of the particular values
chosen for the Landau parameters), but can be reduced
by scaling, as discussed at the beginning of this section.
At high temperatures (well above the upper Sm-C —Sm-
C* transition) the two components of n are small in am-
plitude and are nearly sinusoidal functions of position.
Unusual behavior, apparently new with the present mod-
el, is found at very low temperature (well below the lower
Sm-C —Sm-C* transition) where the components are
large in magnitude (as expected), but surprisingly are
again nearly sinusoidal. In other commensurate-
incommensurate systems, the low-temperature phase is
usually commensurate, and in the Lifshitz-invariant class
of incommensurate materials, the order parameter
"squares up" with decreasing temperature as the com-
mensurate phase is approached. Here, in contrast, the
low-temperature phase is incommensurate. It appears
that proximity to the commensurate phase, rather than

low temperature, is required for a well-developed domain
structure in the Lifshitz-invariant class.

In the left column of Fig. 5, parts (a) —(d), the two Sm-
C —Sm-C transitions are first order and the domain
structure is poorly developed; the order parameter is
hardly changed on going from just above the upper tran-
sition, part (b), to just below the lower, part (c). In the
center column, parts (e)—(g), the upper transition is first
order and the lower second order, but the latter is very
near the tricritical point; part (I) shows clearly the
overshooting of the amplitude discussed in Sec. VI—here
the component n itself overshoots. In the right column,
parts (h) —(j), both Sm-C —Sm-C* transitions are second-
order and the domain structure is well developed; the hel-
icity has opposite sign in the Sm-C' phases above and
below the Sm-C phase, as shown by parts (h) and (i).

VI. INTERACTION OF DISCOMMENSURATIONS

The amplitude n (z) and the phase P(z) of the order pa-
rameter are defined by

n„(z)=n (z)cosP(z),
(10)

n (z)=n (z)sing(z) .

Early treatments of the theory of liquid crystals' and
of incommensurate systems' ' used the constant-
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FIG. 5. Components n„(solid lines) and n~ (dashed lines) of the order parameter as functions of the coordinate z normal to the lay-
ers, for various values of D3, gH', and A; the values of the other Landau parameters are given in the caption to Fig. 2. These are the
optimal functions for the given Landau parameters —the free energy is minimized with respect to q. Left column: D3 =10 and
yH =6.1; both the upper and lower Sm-C —Sm-C transitions are first order. (a) A =2.5, q =0.714; (b) A =1.81,q =0.716 (just
above the Sm-C phase); (c) A =0.86, q =0.711 (just below the Sm-C phase); (d) A = —6, q =0.989 (well below the Sm-C phase).
Center column: D3=10 and yH =7; the upper Sm-C —Sm-C* transition is first order, and the lower is second order. (e)
A =3.39,q =0.499 (just above the Sm-C phase); (f) A = —4.44, q =0.488 (just below the Sm-C phase); (g) A = —16,q =1.125 (well
below the Sm-C phase). Right column: D3 = —20, yH =1;both the upper and the lower Sm-C —SmC transitions are second order.
(h) A = —15.2, q =0.234 (just above the Sm-C phase); (i) A = —74.4, q =0.222 (just below the Sm-C phase); (j) A = —200, q = 1.571
(well below the Sm-C phase).
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amplitude approximation n (z) =n„where n, is the order
parameter of the commensurate state (here the Sm-C
state); then the Euler-Lagrange equation for the phase
reduces to the sine-Gordon equation and an analytical
solution for P(z) is easily obtained, as in the classical
work of Frank and Van der Merwe. ' In this approxima-
tion, the phase is an almost linear function of z at high
temperatures, but it gradually develops structure with de-
creasing temperature, until at temperatures just above the
transition to the commensurate state it displays a stair-
case form; the phase is nearly constant in the commensu-
rate regions, and varies rapidly with position in the re-
gions between. The phase is a monotonically increasing
(or decreasing) function of z, in this approximation, and
the incommensurate-commensurate (Sm-C —Sm-C) tran-
sition is second order. One then has a domain-wall pic-
ture of the incommensurate state (at least just above the
transition to the commensurate state) where the phase of
the order parameter changes from one commensurate
value to another; these domain walls are called discom-
mensurations' in the theory of incommensurate systems.

Later treatments of incommensurate systems (particu-
larly a charge-density-wave system with a threefold de-
generate commensurate state' ) took into account the
spatial variation of the amplitude (as well as the phase).
The amplitude was found to be depressed in the center of
the discommensuration, reasonably enough, but a curious
overshooting phenomenon was noted, ' at least in some
cases; the amplitude did not increase monotonically to
the asymptotic (commensurate) value, but rose above it
and then decreased.

The theory of the incommensurate-commensurate
transition was clarified by Jacobs and Walker, who
showed that the approach of the amplitude to the com-
mensurate value could be even stranger than an
overshooting; the approach was not exponential, but
rather an exponentially damped sinusoid, in some cases.
Moreover, the phase was also not monotonic, but
displayed the same exponentially damped sinusoidal be-
havior as the amplitude. They also showed that, in such
cases, the interaction of discommensurations was attrac-
tive (rather than repulsive as in the constant-amplitude
approximation) for large separations of the discommen-
surations, giving rise to a first-order incommensurate-
commensurate transition (rather than a second-order one
as in the constant-amplitude approximation).

With this background, it is easy to understand the
change in the order of the Sm-C* —Sm-C transition; recall
that the transition is first-order near the Lifshitz point (as
shown by Michelson ), but switches to second-order at
lower temperatures (as predicted by the constant-
amplitude approximation which is valid at very low tem-
peratures, as we discussed previously ). We show in this
section that the transition is first order or second order
according to whether the interaction of widely separated
discommensurations is attractive or repulsive; the sign of
the interaction is determined by whether the asymptotic
behavior of the order parameter is a pure exponential or
an exponentially damped sinusoid. An explicit calcula-
tion of the asymptotic interaction of discommensurations
follows.

where Z is located midway between two discommensura-
tions (centered at z =0 and z =2Z), n„and n are devia-
tions (from their commensurate values) of the com-
ponents of the order parameter for a single discommen-
suration [see Eq. (A9)], and the primes denote
differentiation with respect to z.

The above expression for the interaction energy can be
evaluated at large Z and for parameter values such that
the free energy of the state with a single discommensura-
tion equals the free energy of the commensurate state. If
the result is negative, then the interaction between
discommensurations is attractive (more precisely, the free
energy is decreased if more discommensurations are in-
troduced), and the commensurate-incommensurate tran-
sition is first order. If the result is positive, then the tran-
sition is likely second order; Eq. (11) evaluates only the
long-range interaction of discommensurations, however,
and the transition can be first order even though the
long-range interaction is repulsive. Only numerical solu-
tion of the differential equations can decide whether the
free energy has a deep interior minimum.

But the analysis of the previous paragraph
oversimplifies, for (as in Ref. 20 and here) the interaction
energy can be an exponentially damped sinusoidal func-
tion of Z; in such cases, the interaction energy is negative
for some values of Z, however, and the transition is first
order. Different behavior yet was found in Ref. 21; see
Eq. (4) there.

For the problem at hand, the first step in evaluating
the interaction energy is to examine the asymptotic be-
havior of the order parameter in order to determine the
decay constant; we therefore write

n„(z) =n, +IV„e

n (z)=IV e
(12)

The amplitudes JV and A', and the decay constant a are
related by

A„(K, D, a )+JV a(D—~+ —,'D3n, )=0,
JV„( —a)(Dz+ ,'D3n, )+IV—(Kz D&a )=0, —

where K
&

and Kz are defined by

K, = 3 —
—,
' gH +6B,n, + 15C, n, ,

K& = 3 +2B&n, +3C&n,
(14)

One easily finds a quadratic equation for a; the discrim-
inant 2) is

2)=[ D((K(+Kq)+(Dq+ —,'D3n, —
) ] 4D,K,K~, —

We consider a sample (of length L in the z direction)
containing N discommensurations separated by a dis-
tance 2Z =L/N. The interaction energy of this chain of
N discommensurations is obtained in the Appendix as

F,„„,=4N[D, (n n „' n—n
' )+(D~+ —,'D3n, )n„n~], z,
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(16)

The interaction energy then has the form

Ce
—2az

inter 7 (17)

where the coefficient C is

C =4N[ —aD&(JV„—A )+(D2+ —', D3n, )JV„JV ] . (18)

In principle, the coefficient C can have either sign, and
the transition can therefore be either first order or second
order when the decay constant is real.

The sign of the corresponding coefficient for the model
of Ref. 20 was considered there, but only numerically; the
sign was found to be positive, thus showing that the
long-range interaction is repulsive and providing strong
evidence for a second-order transition (in agreement with
the full numerical solution of the differential equations)
when the decay constant is real (in the model of Ref. 20).

For the problem at hand, the sign of the coefficient. C
(in the case of a real decay constant) can be determined
analytically. One obtains

C =4NA' aS' /(K Da )—
which, curiously, vanishes at X)=0; the sign of the in-
teraction energy is therefore determined by the sign of
K& D&a . A—simple calculation (using the expression
for n, in terms of the Landau parameters) shows that
K, &D&a in all cases (even when g)=0). When the de-
cay constant is real (2)&0), the transition is therefore
second order in the model considered here (unless the free
energy has a deep interior minimum). Other models re-
quire separate calculations, but a similar result appears to
hold for the model of Ref. 20 [the interaction energy has
the same form as Eq. (11),apart from a redefinition of pa-
rameters, because only the gradient terms appear in the
interaction energy and these are almost identical in the
two models]; another model (see Ref. 22) has different be-
havior, an attractive interaction with real decay constant.
But real and complex decay constants do not exhaust the
possibilities; the imaginary decay constants found in
Refs. 23 and 24 signal an instability of the commensurate
state to ripples.

VII. SUMMARY

The inclusion of the term

(n dn /dz —n dn„/dz)

in the free energy provides a simple explanation of two
phenomena: the pitch is temperature dependent, and the

so that the decay constant a is real if 2) & 0, and complex
if Xl (0. In the latter case, a simple analysis shows that
the interaction energy has the same form as in Ref. 20, an
exponentially damped sinusoid, and hence the transition
is first order if 2) & 0.

The case 2) &0 (real decay constant) requires further
analysis; the solution for a which gives the dominant be-
havior at large distances is

a=[[D,(K, +K ) —(D + 3D n2)2 Ql/2]/(2D2)I1/2

Sm-C* phase is re-entrant. Depending on the relative
signs of the Landau coefficients D2 and D3, we find
diff'erent topologies for the field-temperature phase dia-
gram. If D2D3 &0, the Sm-C* phase is re-entrant only
when the magnetic field is large enough, and the Sm-
C —Sm-C* line exhibits a "nose." If D2D3 &0: the Sm-
C* phase is re-entrant for any value of the magnetic field;
for H =0 the pitch diverges at some temperature, and the
Sm-C —Sm-C line splits into two di6'erent lines which
meet at the point where the pitch diverges. The theoreti-
cal results are in good qualitative agreement with mea-
surements made on the compound DOBAMBC, for
which it appears that D2D3 )0. Unfortunately, presently
available experimental data are insufficient to permit
direct quantitative comparison with our theory.
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APPENDIX

9 90+ 9~+92+ (A3)

where the subscripts denote the order in the perturba-
tions n» and n~i, we shall need both 9'i and P2, but not
the higher-order terms. A calculation similar to that de-
scribed in detail in Ref. 20 gives 9, and 92 as perfect
derivatives,

9,= [2D, ( n 'On„, + n~on~, )

+D2(n„, n~o n„on»)+D (n„3,n —
~on„on~, )]',

(A4)

The free energy of a sample (of length L), containing a
chain of N discommensurations separated by a distance
2Z =L/N, can be written as

F,„„„=F, +N f ( 9'—9', )dz, (Al)

where 9 is the free-energy density of Eq. (2), 9', is the
free-energy density of the commensurate (Sm-C) state,
and F, =LV, is the free energy of the commensurate
state. We focus attention on a single discommensuration
which is centered at the origin; the component n„van-
ishes at z =0 and is odd about z =0, while the com-
ponent n is even about z =0.

We assume that the discommensurations are widely
separated, so that within the region —Z to Z the com-
ponents of the order parameter (n„and n ) are very near-
ly equal to those for a single discommensuration (n„o and
n 0). That is, in the region —Z ~ z ~ Z, we have

n =no+n &,
(A2)

ny neo+ ny i

where n
&

and n„, are the perturbations to n„o and n o
due to the neighboring discommensurations.

Similarly, the free-energy density 9 will be perturbed
from its value Vo (obtained from Eq. (2) by substituting
n„o and n~o for n„and n~):
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V2=[D, (n, n', +n, n', )+ ,'D—3(n~o —n„o)n„,n, )' .

(A5)

Next, the free energy of the chain is written as

Fchain =Fc +N (Fsingle Fc )+Finter (A6)

where F„„&,is the free energy of the sample with a single
discommensuration,

where n and n are the deviations of n and n from the
commensurate values; note that n„, is a function of z, and
odd in z (say n„, =n, for z = —Z and n, = —n, for
z =Z), and that n, =0. A calculation similar to that of
Ref. 20 gives Vo —7„ to second order in the deviations,
as a perfect derivative.

Vo
—9', =[—D2(n„, n —n, n„) D3—(n, n —n, n )]'

F„„,„=F,+ f (P V, )dz—, (A7) +[D, (n n „'+n n
'

)

and F;„„,is the interaction energy of the discommensura-
tions

F;„„,=N f (St+9'z)dz

N f—(Vo —V, )dz+ f "(7&—9', )dz

(A8)

The difference Vo —9', can also be written as a perfect
derivative in the regions —~ &z & —Z and Z&z & ~
where the components n o and n„o of the order parameter
for a single discommensuration are very nearly equal to
their commensurate values,

(A 10)

n„,(Z) =n„(Z),

n, (Z)= —n (Z),
(Al 1)

These manipulations have obtained the free energy of
the chain to second order in small quantities (the pertur-
bations n„, and n „and the deviations R„and r7 ) evalu-
ated at points midway between discommensurations.

Using the symmetry properties of the perturbations
and the deviations, for example n„i( —Z) = —n„i(Z), and
the following relations for the perturbations in terms of
the deviations:

nxo Plxc + nx

nyQ nyg +Ny

(A9) we obtain Eq. (11) for the interaction energy of the chain
of discommensurations.
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