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The second-order susceptibility is calculated in a time-dependent, fully quantized system using
coherent states. This is done for the two different interaction Hamiltonians of quantum optics, and
the results are compared and discussed. Also, the contribution from the second harmonic originally
present in the incident beam is separated out and its effect is assessed.

I. INTRODUCTION

One of the most common nonlinear effects in use today
is the second-harmonic generation of coherent light,
which was first reported in 1961.! This effect is concisely
described by the second-order susceptibility, ¥'¥), which
has been extensively described in the literature.>™* It is
the purpose of this paper to calculate y'?) in a fully quan-
tized time-dependent treatment using coherent states,
and to show some new results from this treatment which
are not generally reported in the literature.

Coherent states may be defined as the eigenfunctions of
the annihilation operator a, i.e.,

a,le,)=a,la,) , (1)

where |ac,[2 represents the mean number of photons in
the coherent state |a, ) of frequency w,. Coherent states
are used here because these best describe laser radiation,
which is usually used to generate second harmonics.
Some novel effects predicted by the use of quantum
coherent states have been described elsewhere.>®

A convenient way of calculating second-order effects
makes use of the density matrix p. With this the expecta-
tion value of the polarization vector P may be found from

(P)=Tr(pP), (2)

from which the second-order part may be extracted.
From this, ¥'? is found (Sec. II). Time-dependent calcu-
lations will be performed, so the second-order part of P
can be used to assess time dependence of the second har-
monic. »

In using the above formalism, the interaction Hamil-
tonian of the electron and the field must be prescribed.
There are two well-known forms of this interaction. One
is obtained through minimal coupling and is given by
—e A-p/m and the other is given by —pu-E, where A is
the vector potential and E is the electric field, and the
other variables describe the electron where p is the
momentum and pg=er is the dipole moment. The in-

tion. Over the years there has been much controversy
concerning which of these forms is the better.” ! In this
paper, x'? will be calculated for each interaction form. It
will be shown that the correct form to use depends upon
which basis functions are chosen, and that the
—e A-p/m form is the more natural choice. It will be
seen that the forms of these results are different.

Another topic which is investigated in this paper is the
following. In practice, no incident beam is truly mono-
chromatic. Long pulses may be well approximated by a
monochromatic beam but very short pulses cannot. In
many derivations of ¥'?, the incident (classical) field is
considered as a Fourier sum (or transform), so that some
of the contribution to ¥'?) comes from the second har-
monic originally present in the beam. Therefore different
experimenters can measure different values of y'?’ de-
pending on the shape of their pulse. These effects will be-
come pronounced for very short pulses. To assess these
effects, it will be assumed that, at the initial time ¢, the
radiation part of the density operator consists of a mixed
state. From this, the contribution from the second har-
monic (originally present in the beam) on x'¥ can be
determined. It will be shown that y‘?' is actually reduced
in value by an amount proportional to the ratio of the
power in the second harmonic to that of the fundamental.
Throughout the paper, naturalized (#i=c=1) Gaussian
units are used.

II. THE POLARIZATION VECTOR

In this section the formalism will be developed for an
interacting system without specifying the form of the in-
teraction. From its definition, the equation of motion of
the density operator, in the interaction picture (IP), can
be derived, and is given by

idp _
3 [Vie], 3)

where V is the interaction Hamiltonian. From (3) and (2),
upon performing repeated integration, and assuming that

teraction term that is described by the field may be ob- P= —eNr where N is the number density of dipoles, one
tained from the potential term via a unitary transforma- obtains
|
t
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where the trace is over the radiation and atomic vari-  clic property of the trace, so that, defining
ables. In (4), only the second-order part is retained, and ,
in the following it will be understood that only the I(t)=f dt'v(t') , (5)
second-order part is retained. This expression may be o
simplified by using time-ordering techniques and the cy-  one obtains from (4),
|
1 h
(P)=eN Tr |[r,I{p(to)+ [ dt, | dtzV(tl)V(tz)[p(tO),r]] . (6)
0 0

Since the atomic and radiation fields are independent,
the density operator at t =t, =0 may be written in prod-
uct form, i.e., p(0)=p 4(0)pz(0). It will be assumed that
the material is in some definite state at t=0, so that
p 4(0)=1[i){il, but that the incident radiation is not a
pure mode, so that pr = 3, p,la,){a,|, where p, is the
probability for the state |a,). It is easy to generalize to
the case of a mixed atomic state as well, but nothing is
gained for the purposes here.

The following notation is useful: The coherent state
|@, ) is sometimes written as |0 ) for short, and

128=C(olL,,|B), I,,={(mlIln), 7

where |B) represents a coherent state and {|m )} spans
the atomic Hilbert space, and are designated as the eigen-
functions of the interaction-free part of the Hamiltonian
given below. With this, (6) becomes

(PY=eN 3 potim (L0 — 1D

m,n,o,B

+eN 2pa<0 'f,;dtlf,o‘ dt, VitV (t,)

X [pltg)r] ‘o) . ®)

This is still a cumbersome expression and can be
simplified greatly by using the two-level approximation.
Assuming only two photon processes occur so that I, is
nonzero only for m=4n, (8) becomes

(P)=eN2paA(a|I,-fIﬁ|a> , 9)

where A=r;—1,/.

For an ideal, purely monochromatic state, p, =96, and
the sum collapses. This case would represent a good ap-
proximation where the pulse is very long. However,
pulses are really finite, and recently there has been much
interest in ultrashort pulses. In this case, the beam can-
not be assumed to be monochromatic and the effect of the
various harmonics present in the beam will contribute to
(P). This effect will be investigated below. To proceed
further, the interaction Hamiltonian must be chosen,
which is the subject of the following section.

III. THE —e A-p/m INTERACTION

The object of this section is to evaluate (9). As stated
in the Introduction, there are two forms of the interac-
tion Hamiltonian used in quantum optics. The correct,
rigorous way to obtain the Hamiltonian is to replace the

r
derivative by the gauge-covariant derivative, i.e.,
au—>8#+ie¢y, in the Hamiltonian, where ¢, is the elec-
tromagnetic four potential. This leads, in the Coulomb
gauge, assuming the quadratic term in A is negligible, to

H=H,—(e/m)A-p, (10)
where

Hy=p*/2m +V(n+(1/87) [ d*x(E*+BY), (11)
and where E represents the transverse part of the field
and the last term in (11) becomes Hp= Eowaazaq,
disregarding the zero-point energy. Thus (10) shows
that the interaction Hamiltonian is given by
V=—(e/m)A-p. It is assumed that the atomic eigen-
functions |n) are known, so that defining
H{ =p*/2m +V (r), one assumes that H{' |n)=E,|n).
The other form of the interaction will be discussed in Sec.
IV.

The electromagnetic potential, in the Schrodinger pic-
ture, is given by
t —ik,r

A= 2(2va 1% (g™ +ale ™Y, (12)
and, for later use, the field,
E= }‘, w0, /2L % (a,e ™ —ate T (13)

where L3 is the quantization volume. In the following,
the dipole approximation is used since only optical fre-
quencies are being dealt with, so that the exponents in
(12) and (13) are approximated by unity.

In (9), the terms are given in the IP so that

Vip=—e" (e/m)A-pe "o (14)
Using this, all interaction terms are put into the IP. One
then obtains

1;,’,{,’=—i<a S (1/2L%,)" % u,,,
t —iw ' ot
X | dt’ P tale
fo (a,e ae V)
xelwmntwmn B> ’ (15)
where ©,,, =E,, —E,, and Pon = ilm/e)w,,Kmn-

This result may be used in (9) which glves, upon in-
tegration, simplification, and writing a, =|a, le'*,
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(P?)=—(eN/L*) 3 p,(A/w,)|p, e, a, o)

1—cos(w;t) l-cosco,-}t

S g
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N cos(2£,)+cos(2§, —2w,t)—cos(2§, +wit)  cos(28,+wpt)

Oy

where w§ =0 Eo,.

This result has some interesting features. The time-
independent part, which represents the dc rectification
value, depends upon the phase &, of the coherent state.
This result has been discussed elsewhere® and for the pur-
poses here, the time scale will be shifted so that
cos(2&, +w;t)—cos(w;t). Consider now that the system
is operated far from resonance, so that o, >>w,. Retain-
ing only the frequency-doubled part, (16) becomes

(P2 =(eN /LA /0|y &, 0

X[pla;1?—(p,/2)ay|*Icos(2wt) an

where w, =20, =2w.

This result shows that there are two contributions to
the second-order part of the polarization vector. If the
original laser beam were purely monochromatic then
(17), with p, =0 and p, =1, would represent the pure har-
monic conversion. A nonzero value of p, corresponds to
a second harmonic in the original beam, which, in gen-
eral, will exist in any pulse, although it will become negli-
gible as the pulse gets long. The point is, this contributes
to the second-harmonic conversion and its strength de-
pends on the shape of the original beam. This implies
that ¥'® will have different measured values for
differently shaped pulses. As mentioned, this effect will
be pronounced only for very short pulses.

In order to calculate y'*’ from the above, consider the
scalar case, so that (the tensor indices on the susceptibili-
ty can be resurrected in the usual way)

(P)=Tr(pP)=x""Tr(E?) , (18)
where Tr(E?) may be evaluated using (13). Doing this,
one obtains

)((2)—':—eN(A/wf,)|;t,f'€U|2w,2f

X(1—p,la;12/2p;layl?) . (19)

The second term in parentheses may be written in terms
of the relative power of the second harmonic, originally
present in the beam, to the fundamental. To do this, first
label each frequency component by E,. Then, one can
show that

Tr(E3) _ pylayl
T(E3)  pylayl?’
and that, if one replaces the trace operation by a time

average on the squared classical fields, the amplitudes of
which are &, and &5, then one obtains

6, 2 R
5_1 =5 (21)

(20)

1021012|2 1
£2272 2
Pl'allz 2

R > (16)
a),fa)f,-

—
where R is the ratio of power. Thus (19), with (21), yields
the final form for the value of y'?. It is seen that the
value of x'¥ depends upon the amount of second-
harmonic power originally present in the beam, and that
the effect of the second harmonic is to reduce the value of
the second-order susceptibility.

IV. THE —er-E INTERACTION

An alternate, widely used form for the interaction
Hamiltonian may be derived through a unitary transfor-
mation given by

U :eier- A . 22)
The treatment here follows that of Ackerhalt and Milon-
ni,’ and details may be found there. There are two ways

to use this transformation. Consider first that one trans-
forms both the wave function and the variables, such that

ln"¥Y=U|n) (23)
and

pV=U'pU=p+eA, (24)

and similarly for the rest of the variables. With this, the
Hamiltonian becomes

H"Y=H,+Hp—er-E, (25)

where a term quadratic in g has been dropped.!' One
should note that the interaction-free part of the Hamil-
tonian is the same as before.

The above equation gives the alternate form of the in-
teraction Hamiltonian, —er-E. However, when using
this form, one must use the transformed (new) eigenfunc-
tions given by (23). Thus, calling W,=E, +E, where
Er=(alHg|a),

Hyla,n™ ) =Wr¥|a,n™¥ )W, |a,n) . (26)
As a matter of fact, writing |a,n ) =|a)|n ), one obtains
from (26)

Wiv=W, +{a,n|U[Hy, U lla,n) . 27)
To evaluate the commutator, one uses (11), (12), and (22).
Then, using the property

[ab,c]=a[b,c]+][a,clb (28)
and deducing the commutation relation for exponents,
one may derive, recognizing (13),

WiY=E, +Eg+u,, (a|Ela) , (29)
where again a term proportional to u? has been dropped.

This result shows that the energy eigenvalues obtained
after the unitary transformation are different than those
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of the original formulation. This does not violate the no-
tion that the physics is preserved under a unitary trans-
formation, however. The crucial point 1is in
identification. To see this, compare (10) and (25). In
each case H is the same. This is why there are different
eigenvalues of the unperturbed Hamiltonian (recall that
the eigenfunction has been transformed). Thus, if one
elects to use the —u-E form of the interaction, one can-
not use simultaneously the {|n)} as the unperturbed
eigenfunctions. However, in a given problem, it is usual-
ly the {|n )] that are known, or can be approximated.
For example, in dealing with, say, sodium vapor, or any
hydrogenlike vapor, it is the eigenvalues of H ! operating
on {|n )} that are known (the E, ), and not the eigenval-
ues of H, operating on U'la). The above result, (29),
shows this difference. Thus, using the eigenvalues of
{In)}, —e A-p/m is the correct form of the interaction
to use. If, on the other hand, the eigenvalues of Ulla)
are known, then —u-E should be used as the interaction
Hamiltonian.

Since this is so important, it will be discussed from
another point of view. Again, the treatment of Ackerhalt
and Milonni® is used. In this case the wave function is
not transformed but the Hamiltonian is written in terms
of transformed (new) canonical variables:

Prew=UpU'=p—c A, (30)
El.,=E’+4mu;84 , 31)

new
where 8% is the transverse 8 function, and the rest of the
variables are invariant under the transformation. Now
the Hamiltonian may be written as

H :piew/zm +V(r)_l""Enew
+(1/87) [ d’x(El,+Bl.) , (32)

(P?)=(eN/L*) 3 p,Aw,lp, e, *la,|?

1—cosw,t  1—cosw;t

X__.

Dip @ g Wi @i

N cos(2§,)+cos(28,—2w,t)—cos(2§, tw; 1) cos(28, +wyt)
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where, again, a term proportional to p? has been
dropped. One immediately recognizes the interaction
term —p-E .. This Hamiltonian is used with the origi-
nal, untransformed wave functions. This is because (32)
is the same as (10), but written in terms of a new, yet
equivalent, set of canonical variables. This point is, one
may be tempted to use (32), with the untransformed
states, to justify the use of —pu-E ., as the interaction
Hamiltonian. This would tacitly assume, however, that
H{ \ew =Phew/2m +V (r). However, (30) shows that pZ,,,
already contains the original interaction terms, so one
must give up the eigenvalue equation H§! |[n)=E,[n). A
similar argument holds for the radiation part of the Ham-
iltonian. The essential point is that if —pu-E_, is used,
then one cannot use the eigenfunctions and values given
by Hi!ln)=E,|n). When these eigenvalues and eigen-
functions are used, then —e A-p/m must be used as the
interaction Hamiltonian.

Another point that should be mentioned here is that
the electric field used in the —pu-E,,, term is not the orig-
inal electric field, as can be seen from (31). The new, ex-
tra part comes from the commutation relation between
the electric field and the potential. Therefore this term is
purely quantum mechanical in origin. The effect of this
new terms has been investigated elsewhere,® where it has
been shown that it could lead to otherwise forbidden con-
tributions to x'?, but is small compared to the usual
term, if that term vanishes by symmetry arguments.

To complete this section, x'?' will be found using the
—p-E form of the interaction. It will be assumed that
the eigenvalues and eigenfunctions are those of the
transformed state vectors, and not those used previously.

The same kinds of manipulations that were used before
apply now. The polarization vector becomes

W oy

Using the far from resonance condition, and retaining
only the frequency-doubled part, x'2’ becomes, following
the same procedure as above,

X'=—eN(A/0d) |y €, I1—R/2) . (34)

This evidently differs from (19). This is because the
eigenfunctions and eigenvalues used to obtain (34) are
different from those used previously, as shown in detail
above. In (33), for example, consider the w,~E,—E,.
These energy eigenvalues are not those used for the
—e A-p/m interaction. [It is not even certain if the lim-
iting case w,>>w is valid, even though it was used to
obtain (34).] Nevertheless, the point is, (34) is only valid
if the eigenfunctions used are the transformed eigenfunc-
tions, UT|n ).

E— (33)
a),fa)f,

V. SUMMARY

Detailed investigations of two topics concerning the
evaluation of the second-order part of the susceptibility
are presented for a fully quantized time-dependent sys-
tem. One of these concerns the contribution to y'*’ from
the second harmonic originally present in the incident
beam. No actual beam is truly monochromatic, and for
ultrashort pulses monochromicity is not even a good ap-
proximation. Therefore it is useful to find out to what ex-
tent the second-order part of the original wave contrib-
utes to x'?’. From an empirical standpoint, this would
correspond to the possibility that two different experi-
menters could measure two different values of y'?’ if they
had differently shaped pulses. It is shown that the contri-
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bution from the second harmonic scales as the ratio of
the power of the second harmonic to that of the funda-
mental.

The other topic under consideration tackles the old
question concerning the correct form of the interaction
Hamiltonian to use. For each interaction, y'?’ is calculat-
ed and it is seen that they are different in form. It is
shown that the correct form depends upon which eigen-
functions and eigenvalues are used, and that these cannot
be mixed. This is shown from two points of view. In one
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case the Hamiltonian and the state vectors are
transformed, producing a new Hamiltonian, which must
be used with the new, transformed, eigenfunctions. In
the other case, the Hamiltonian was written in terms of a
new, canonically equivalent set of variables. Here, what
appears to be the interaction-free part of the Hamiltonian
really contains an interaction term, and the total Hamil-
tonian is really the same as the original. Thus if
H#|n)=E,|n) as defined in Sec. II, then —e A-p/m is
the correct form of the interaction to use.
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