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A systematic method for calculating nonlinear-optical susceptibilities in condensed phases, which
incorporates intermolecular forces and spontaneous emission in a consistent way, is developed, us-
ing the multipolar (x-D) Hamiltonian. Reduced equations of motion that couple the electromag-
netic field and material variables are derived for a crystal of point dipoles. The Bloch equations in
the local-field approximation, which were derived previously using macroscopic considerations, are
obtained as a limiting case of the present microscopic theory. It is shown that correlations among
the molecules and the radiation field are not treated rigorously in the local-field approximation,
whereas they can be incorporated in a systematic way using the present formalism. An expression
for the dielectric function e(k,w) is obtained, which is different from Hopfield’s exciton-polariton
model. Our result does agree, however, with Hopfield’s expression, which is based on the minimal-
coupling (p- A) Hamiltonian, in the long-wavelength and small-frequency limit (k,w—0), provided

spontaneous emission is neglected.

I. INTRODUCTION

The systematic calculation of nonlinear-optical suscep-
tibilities in condensed phases is a fundamental open prob-
lem in nonlinear optics.' 3 The interpretation of
nonlinear-optical measurements in terms of molecular
properties and intermolecular forces requires the devel-
opment of suitable theoretical methods. The linear-
optical properties of a medium are given by its frequency-
and wave-vector-dependent dielectric function e(k,w).
Numerous models and methods were developed to calcu-
late e(k,w).*!° Less rigorous and often phenomenologi-
cal models are generally used in the calculation of
nonlinear-optical processes.! "*2°727 In this paper we
focus on the nonlinear optics of atomic or molecular sys-
tems with localized electronic states and multipolar inter-
molecular forces. A commonly used method for calculat-
ing the optical response of such systems starts by adding
a term —pu-E_(r,t) to the material Hamiltonian with in-
stantaneous Coulomb  forces.!”*!"1®  This term
represents the interaction with an external classical field.
The density matrix of the system is then calculated using
perturbation theory in E,(r,¢), resulting in an expansion
of the polarization. In this way, it is possible to use
linear- and nonlinear-response theory to relate the molec-
ular susceptibilities to appropriate multitime correlation
functions of the dipole operator (response func-
tions).?22%2% At low molecular density, the Maxwell
(average) field E(r,t) equals E,(r,?), so that the macro-
scopic susceptibilities, which are the coefficients in the
expansion of the polarization in terms of E, are given by
the molecular susceptibilities times the density. For real-
istic condensed phase systems with intermolecular forces,
however, we need to relate E to E., in order to obtain the
macroscopic susceptibilities. This goal may be accom-
plished using an exact macroscopic integral relation be-
tween E and E_, (Refs. 9 and 20) [see Eq. (73)]. There are
several problems with this procedure. First, the molecu-
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lar polarizabilities and the relation between E and E,
both depend on the shape and geometry of the sample, so
that the calculation has to be done for a specific
geometry.!”!® It is believed that the susceptibilities are
intrinsic material properties, which are shape indepen-
dent. Nevertheless, their calculation with this procedure
requires the calculation of shape-dependent quantities,
and the shape dependence is canceled only at the final
stage of the calculation. In addition, the approach is not
fully microscopic, and retarded interactions are not prop-
erly taken into account. An alternative approach is based
on the local-field approximation.?®2%3 The idea is to in-
corporate intermolecular forces in a local field E; and
solve the time evolution of a single molecule in this field.
The Lorentz relation* between E; and E [see Eq. (75)]
can then be used to obtain the desired susceptibilities.
Again, intermolecular forces are not systematically in-
cluded, and it is not clear how to improve upon these re-
sults.

In this paper we develop a systematic microscopic
basis for the calculation of nonlinear-response functions
and susceptibilities using the multipolar Hamiltonian, in
which the radiation-matter interaction is given by u-D, p
being the dipole operator and D the electric displace-
ment. This Hamiltonian can be obtained by a canonical
transformation®!' 73*  from the more fundamental
minimal-coupling (p- A) Hamiltonian, in which the
radiation-matter interaction is of the form p- A+ A? (p
being the electronic momentum and A the vector poten-
tial). On a formal level both Hamiltonians are equivalent,
and it has been shown that when intermolecular forces
are neglected the nonlinear-optical susceptibilities pre-
dicted by both Hamiltonians are identical.? Intermolecu-
lar forces enter both Hamiltonians, however, in a pro-
foundly different fashion, and therefore they may yield
different predictions for optical observables once approxi-
mations are made.?' ~3°

The Hamiltonian and the microscopic model (a lattice
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of identical polarizable absorbers) are presented in Sec.
II. In Sec. III, we construct a time-dependent projection
operator,?>* ™4 which may be used to derive reduced
equations of motion for material and radiation fields.
These equations are formally exact and enable us in prac-
tice to incorporate intermolecular correlations as well as
correlations between the matter and the radiation field in
an approximate but systematic way. The reduced equa-
tions of motion are derived in Sec. IV. We show that the
macroscopic Maxwell equations always hold, regardless
of the approximations made to derive the equations for
the material variables. The latter are obtained to second
order in the dipole (which is the coupling constant), and
spontaneous emission is properly included. The Bloch-
Maxwell equations in the local-field approximation may
be obtained from our reduced equations of motion after
further approximations have been made. This is shown
in Sec. V. Within this approximation, each molecule in-
teracts with a local field E;, which contains the effects of
the retarded dipole interactions with the other molecules.
A precise definition of E; is given. The important point
of the present derivation of the Bloch equations is that it
is a first term in a systematic expansion and that it shows
limitations of the local-field concept arising from the in-
complete treatment of correlations. In Sec. VI, we calcu-
late the frequency- and wave-vector-dependent dielectric
function e(k,®) for our model. In Sec. VII we repeat the
derivation of the reduced equations of motion using the
minimal-coupling Hamiltonian. The equations of motion
obtained for the material variables are different from
those derived in Sec. IV, and the resulting dielectric func-
tion e(k,w), which was first derived by Hopfield, is found
to be different from that obtained in Sec. VI, using the
p-D Hamiltonian. Finally, we discuss our results in Sec.
VIIIL.

II. MICROSCOPIC MODEL AND HAMILTONIAN

We consider a lattice of arbitrary structure with sites
occupied by identical molecules. We shall be interested
in transitions between two electronic states of these mole-
cules that are well separated from other electronic levels,
so that each molecule may be described as a two-level
system with transition energy #{. The molecules have
no diagonal dipole matrix elements (nonpolar), but they
are polarizable, and the transition dipole matrix element
between the two states will be denoted u. We further as-
sume that this vector has the same orientation in the lat-
tice for all molecules. Higher-order multipole moments
will be neglected, so that we basically consider a lattice of
point dipoles.

To describe the electromagnetic field, we work in the
Coulomb gauge V- A=0, A representing the vector po-
tential, which in a natural way separates transverse (1)
and longitudinal (||) field components.** We confine our-
selves in this paper to the linear and nonlinear response
to transverse-electric fields (no excess charge). As ex-
plained in the Introduction, we start from the multipolar
Hamiltonian, which in its dipole approximation (exact for
point dipoles) reads*?

A=HA,+1, (1

mt
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with
ﬁo=ﬁ92§fn§m +ﬁ2wkalt)\akk ) 2)
m KA
and
A= 2 i, -Dir,) . 3)

Throughout this paper, an operator is indicated by a
caret, e.g., 0. Its expectatlon value at time ¢ is written
(O(1)) or simply O(1). HO is the total unperturbed
Hamiltonian of isolated molecules and radiation. B,,
(ﬁfn ) is the destruction (creation) operator for an excita-
tion ]o]n molecule m, obeying the anticommutation rela-
tions

[B],.B,1.=BB,+B,B], =5, ,+2B},B,(1-5,,) .
@)

ay; (Ziil) denotes the destruction (creation) operator of a
photon of wave vector k and polarization A, where the
usual commutation relations apply,

T _
[akArak’}J] - 8k,k'8k,}\’ 4
[@y;,83 170,
[a},84::1=0 .

Finally, w; =kc is the vacuum dispersion. ﬁim is the in-
teraction Hamiltonian between matter and the elec-
tromagnetic field. f,, denotes the dipole operator of the
mth molecule, which in terms of the basic molecular
operators reads

B,=nB, +Bl), (5)

since the molecules are assumed to be polarizable but
nonpolar. The position of molecule m is given by r,, and

D!(r) is the transverse component of the elecmc dis-
placement field

D(r)=E(r)+47P(r) , (6)

with E and P the electric field and polarization field, re-
spectively. In the multipolar Hamiltonian, D(r) is the

conjugate momentum to the vector potential Alr)
[= A(r)],’* and these fields read in second quantiza-
tion
2mtic? 172
=3 ¢ (@e™ " +ale ke, , (7a)
KA VCOk
277'%(0,\ 12 ik
B B (@e™ —aje " * ey, , (Tb)
kA

with V the volume of the normalization box, and e,; the
unit polarization vector of mode kA. We take e; real
and use the convention e_; =e,,. It is important to note
that the multipolar Hamiltonian does not contain any ex-
plicit intermolecular interactions; all interactions are
mediated through the radiation field, by emission and ab-
sorption of transverse photons.

Our main goal in this paper is to derive coupled equa-
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tions of motion for the expectation values of the elec-
tromag(netlc fields [Eq. (7)] and the molecular operators
B B (for all m). These equations should en-
able us to calculate electric susceptibilities from a purely
microscopic starting point. The three molecular opera-
tors, mentioned above, form, together with the identity I
a complete set in the Hilbert space of the mth molecule,
since we treat the molecules as two-level systems. Of
course, linear combinations of these operators that are
better suited for our purposes can be taken instead. At
low density, the material equations of motion should
reduce to the optical Bloch equations for an isolated mol-
ecule.® We further expect the radiation fields to satisfy
the macroscopic Maxwell equations.
For future use, we define the following Hermitian ma-
terial densities:

P(r)=3 (B, +B!)s(r—r,), (8a)

m
(r)=i2u(§m ——ﬁf,,)ﬁ(r—rm) , (8b)
W(r)—zﬁ/ 8(r—r,)=3 (B! B,—B,B! )8(r—r,).
(8¢c)

P is the polarization density, as mentioned earlier, and w
denotes the inversion density, measuring the difference in
populations between excited and ground states. It is also
useful to define the nondynamical material field

=3 8(r—r,), 9)

which is the ordinary molecular number density.
Throughout this paper, we use the following spatial
and temporal Fourier transforms:

=dere'“‘"f(r) , (10a)
F=L 3 err(k) (10b)
v k
and
+ X
h@)= [ "dten(n), (11a)
h=—— [ “doe “h(w) . (11b)
27T — o

The k representation of the polarization field thus reads

P(k)=SuB, +Bl)e ", (12)

and analogous forms hold for the other material fields.
Of course, any density

C(r)=3C,8(r—r,),
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with C,, some molecular variable, has a periodic Fourier
transform C(k+27G)=C(k), where G is a vector on
the reciprocal lattice. One may write the inverse Fourier
transform to C,,, rather than to C(r), as

1 ik-r
— m 13
C,= N Ek C(k)e , (13)

1 BZ

where N is the number of lattice sites, and, in contrast to
Eq. (10b), the sum now extends over the first Brillouin
zone only.

III. PROJECTION OPERATORS
AND THE FORMAL REDUCTION SCHEME

A natural way to obtain equations for the expectation
values of radiation field and matter operators is provided
by taking the expectation values of the Heisenberg equa-
tions of motion for these operators. This procedure,
however, will never give in a rigorous way a closed set of
equations for a finite number of expectation values. The
reason is that the time derivatives of the material opera-
tors contain products of material and radiation field
operators. These products are new operators for which,
in turn, the Heisenberg equations must be derived, which
would again yield new products, etc. This procedure will
thus yield an infinite hierarchy of coupled equations, as is
common in statistical mechanics.** An approximate way
out of this is to factorize the expectation value of a prod-
uct into the product of expectation values. This would be
an exact procedure if for all times the system’s total den-
sity operator was a direct product of a radiation and a
matter density operator. Although this may indeed by
the case for some initial moment, interactions obviously
correlate the radiation and matter evolution, thus making
crude factorization an ad hoc approximation. The basic
idea of factorization is appealing, however, and leads one
to consider projection-operator techniques,*~*3%¢ which
give the factorization as a lowest-order result, but also
prescribe an in principle exact procedure to incorporate
corrections due to interactions.

In order to define a projection operator, it is useful to
first point out the relevant operators, whose expectation
values we want to describe exactly. In our case, these are
the single molecule operators (B, B , B! "B, and 1)
and the creation and annihilation operators ay, and akk
for a certain discrete set of special modes kA only. The
dynamics of nonlinear-optical experiments is often ade-
quately described using a few modes of the radlatlon field
which obey the macroscopic Maxwell equations.’ These
modes will constitute the special modes. It turns out
that, for our purpose, a time-dependent projection, based
on the ideas of Lax*' and Willis and Picard,*? and in fact
very similar to the projection introduced by the latter, is
the most useful. We define the operator P(z) (not to be
confused with the vector P, which is the polarization) by
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P()=T3 [ [ I1 5.0 ] [H'ﬁu(z) ](IO)(O& o TI |+ 3 { Inﬁmm ] [ IT' Aer(®) ((10)COD), Tr*
m ne=m kA kA m k'A'~kA
—(N+N,—1) [ l P (t) } [H’ﬁkk(t) J(l0)<01 )mTr] , (14)
m kA
r
where Tr denotes the total trace and Tr” (Tr¥*) takes the In fact, an even more general relation is valid,
total trace, except over the degrees of freedom of the mol- Te[ AP(1 §]=Tr( aB), (18b)

ecule m (mode kA). A prime on a summation (multiplica-
tion) indicates that the summation (multiplication) in-
volved only runs over special modes. Further,

P ()=Tr"p(t) (15a)
and

Pralt) kA5(1) (15b)
where p(t) is the total density operator of the system.

Clearly, p,,(t) and py;(t) are operators in the state space
of m and kA only. Finally, (|0){0]), represents the vac-
uum density operator for all nonspecial modes, and N
and N, denote the number of molecules and special
modes, respectively. All products in Eq. (14) are, of
course, to be understood as direct products.

P (t) can act on any operator for which the trace exists.
Although Eq. (14) gives the impression that P(t) is very
complicated, it has some simple and appealing properties,
which we give without proof. The derivations are either
elementary, albeit somewhat tedious, or can be found in
close analogy to those given in Ref. 42.

(i) When the projection operator acts on the density
matrix of the system, we get

(npte)= [Hpm ][H’ﬁu(ﬂ]HOHOMS

=6(1) . (16)

P(t) thus projects the total density operator p(¢) onto a
product of single-molecule and single-radiation mode
operators. The nonspecial modes are projected on the
vacuum. Using Egs. (15), it is easily checked that &(¢) is
normalized if p(¢z) is, i.e., Tr[&(2)]=1.
(ii) P (¢ )P(tz)-P( ), which, as a special case, yields
[P( t)]2— , so that P(t) is indeed a projection.
(iii) We have
d
—[P(t)p(t)]=P f)‘(t) 17
dt
(iv) & gives the exact expectation values of any opera-
tor A that only acts in the state space of a single molecule
or a single special mode:

Tr[6(HA)=Tr[p() 4] . (18a)

4 aiy=—i«at (e at
g (A =—iKA"LIe) = [ ar (AL, G,

In this equation, we use Liouville-space notation, where-
by an ordmary operator A is written as a ket| A,
and AB)= Tr( 4 "B) is the scalar product.
(AILIBY=Tr(A'LB) is a Liouville- -space ‘‘matrix ele-

with A4 as before, and B an arbitrary ogerator Equation
(18a) is a special case of Eq. (18b) with B =p(1).

(v) The expectation value of a product of two or more
operators, as in (iv), that act on different molecules and
(or) different special modes, is factorized by &(¢) into the
product of the exact expectation values of these opera-
tors.

Thus, although &(¢) is a much simpler density operator
than p(¢), we can still obtain the exact expectation values
of the relevant operators from it. The complexity of 6 (¢)
is reflected in its time evolution, which can be determined
by starting from the Liouville equation for 5(¢),

) _ i p,
dt

with #LC =[H,C] the Liouville operator associated with
the total Hamiltonian, c being an arbitrary operator.
Acting on Eq. (19) with P(¢) and Q(¢)=1—P(t), and us-
ing the properties of the projection, one eventually
derives an exact reduced equation of motion for &(¢),
which, assuming that at some initial time ¢, (taken to be
— o in practice) &(t,)=p(t,), reads

(19)

%a( )= —iP(OL&(1)
—f dt'P()L;, G (1,t)Q(¢')L,, &(t") . (20)
Here
G(t,t")=exp, —iflfds[LO+Q(s)Lm,] 1)

with #L,C=[A,,C] and %L, C=[A,,,C]. Although
the derivation of Eq. (20) is rather standard in
projection-operator techniques, we point out some of the
essential steps in Appendix A. It should be stressed that
property (iii) is of great importance here; for time-
dependent projections, which do not obey Eq. (17), it is
impossible to obtain a closed equation of motion for &(¢)
alone.

From Eq. (20) one easily derives exact equations of
motion for the expectation values of all operators acting
on a single molecule or on a special mode. Let 4 denote
such an operator. Multiplying Eq. (20) from the left by
it, and taking a total trace, one finds, using Eqgs. (18),

~

Q)L &) . (22)

-
ment.

The first term to the right-hand side of Eq. (22) will be
called the mean-field term, because it describes the behav-
ior of the system as if the individual molecules and radia-
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tion modes evolve in an uncorrelated way, only interact-
ing with each other’s averages, i.e., as if p(#)=8&(¢) at all
times. Evaluation of this term is completely equivalent to
taking the expectation value of the Heisenberg equation
of motion and factorizing any expectation value of a
product of operators into the product of expectation
values. This may be verified most easily by using the fact
that L is Hermitian in Liouville space:

«AYLlenY=«LA o)),

and by changing from the Schrodinger to the Heisenberg
picture.

The second term in Eq. (22) will be called the kernel
(term); it gives the exact correction due to correlated evo-
lution. If L, A is a linear combination of single-
molecule and (or) single special mode operators, it is easi-
ly shown [using Eqs. (A5) and (18b)] that this term
rigorously equals zero. In other words, the mean-field
term then prov1des the exact equation of motion for
(A(t)). This is equivalent to the fact that the Heisen-
berg equation of motion for A(1) in that case would not
contain any operator products that would have to be fac-
torized. In general, however, the kernel term is very
complicated, and it is impossible to evaluate it without
approximations, since all the problems of correlated dy-
namics are hidden in it. The natural way to proceed is to
expand G (¢,t') perturbatively in the interaction,

G(t,t')= Go(t,t')—if’,dtho(t,tl)Q(t1)LimGo(tl,t')
0

+ -, (23)

with G(t,t")=exp[ —iL,(t —t')], the unperturbed prop-
agator. The first term in this expansion describes the
contribution if no interactions take place between ¢’ and
t, in the second term one interaction occurs at time ¢,
etc. Alternatively, a density (cluster) expansion of
G (t,t') may be developed.” To calculate the kernel
term, we have to parametrize §(¢) in terms of the expec-
tation values of the single-molecule and single special
mode operators. Formally, this can always be done, be-
cause of the factorized form of &(¢) [cf. Eq. (16)]. If we
then evaluate Eq. (22) for all single-molecule and single
special mode operators, we obtain a closed set of equa-
tions for their expectation values. In practice, the molec-
ular part of &(t) can be uniquely parametrized, since
there are only four independent single-molecule opera-
tors. We thus have

A

1))B,,
)]l? B

= H1—( W, (1))1B8,, B! + (B,

+(B,())B] +1[1+( W, (1) (24)

m
This form contains three parameters namely, the com-
plex expectation value (B, (1)) [(B] (1))=(B,, (1))*, *

denoting complex conjugation], and (W,,,(t)), the real
expectation value of the molecular inversion. A fourth
parameter is already used to guarantee the normalization
of p,, (1), i.e., the expectation value of I. It is an elemen-
tary exercise to show that Eq. (24) indeed yields the prop-
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er expectation values of all operators in the state space of
molecule m. It is not possible to treat the special modes
in a similar manner, because the number of independent
operators acting in the state space of even one single
mode is infinite. The more rigorous way out of this is to
extend the projection in such a way that it projects every
Pia(t) onto a specific form that is physically acceptable
and that is described by only a small number of parame-
ters, e.g., a coherent-state density operator, in which case
one complex parameter suffices, namely, the expectation
value of @,,.*® We will not go into the detail of such an
extension, because in the present paper we will take the
kernel term of Eq. (22) only to zeroth order in the special
mode amplitude. This is equivalent to taking py, in this
term to be (|0){0|),,, the vacuum of mode kA. This is
not the same as neglecting the special modes altogether in
this term, as will be shown in the coming sections.

To conclude this section, we comment on some general
aspects of the reduced equations of motion [Eq. (20) or
(22)]. In their derivation, we assumed that at the initial
time t,=— o0, G(ty)=plty). This is justified if, first of
all, the macroscopic electromagnetic fields are turned on
adiabatically in the infinite past, so that initially there are
no correlations between the radiation field and the ma-
terial system. If, furthermore, we confine ourselves to
low temperatures, all molecules will be in the ground
state at t =¢,, so that the material density operator is a
product of the ground-state density operators of the indi-
vidual molecules. Given the initial condition &(t)
=p(ty), reduced equations of motion in the form of Egs.
(20) and (22) can always be derived, irrespective of the
specific choice of relevant variables. The first term in the
equations always describes the evolution of these vari-
ables in a mean-field model, whereas the second (kernel)
term accounts in an exact way for the dynamic correla-
tions. The practical use of the reduced equations of
motion does, however, largely depend on the choice of
the relevant set. For an appropriate choice, the correc-
tions given by the kernel term are small or are predom-
inantly contained within the first few terms of the pertur-
bation series [Eq. (22) with Eq. (23)]. A general pro-
cedure is to incorporate in the relevant set all those vari-
ables that vary on a macroscopic time scale; all other
variables are included in the complementary (Q) space.
If a clear separation of time scales exists, the kernel term
describes relaxation of the macroscopic variables to their
equilibrium value.**® Often, however, intuition has to
be used in selecting the relevant variables, and a check on
the suitability of a chosen set can only be performed by (i)
investigating how extension of the set by more variables
affects the results, (ii) studying the behavior of the pertur-
bation series for the selected set, or (iii) comparing limit-
ing cases of the obtained results to other theories, which
will be done in Secs. IV and V.

IV. REDUCED EQUATIONS OF MOTION
FOR THE MOLECULAR AND FIELD VARIABLES

In this section, we use the formalism developed in Sec.
III to obtain explicit reduced equations of motion for our
relevant molecular and field variables. To derive the
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equations for the special modes of the electromagnetic
field, we take A =a,, in Eq. (22), kA being in the special
set. [A —ak,\ would give the same information, because
(al,(1))={(a,,(1))*.] For given k, we include both po-
larizations in the special set and also —k with its polar-
izations. From Egs. (3), (5), and (7b), it is found that

—i ~ ~ —ik-
Limamz‘ﬁ_lECu(Bm‘FB;)e R (25)
with
2mhw, i
Cin=(p-eq) (26)
Vv
Thus L;, @y, is a sum over single-molecule operators, so

that the mean-field term of Eq. (22) provides the exact
equation of motion for (@, (t)). We get

d . A
—d_[<akk(t)>: _lwk(ak)t(t)>

+%Cu S (B, +BI e T,
m
27
where kA denotes one of the special modes. From Eq.

(27) we obtain for the Fourier components of the expecta-
tion values of the vector potential and displacement

aat Yk,t)=—cD*k,1)+4mcPi(k, 1) , (28a)
) o
E;Dl(k )= T Yk, 1) . (28b)

P! is the transverse part of the polarization field, which
follows from Eq. (12),

Pk, )= (u-e e S (B, + Bl )1))e
A m

=(1—-kk) Su((B,+B)t)e "™, 29

where k is the unit vector in the k direction, and the sum
rule for polarization vectors, 3, ey € =1— kk, has been
used (kk denotes the tensor with ijth component k).

We will now show that Egs. (28) are equivalent to the
Maxwell equations. Splitting the latter into longitudinal
and transverse parts,®’ we get as the only nontrivial
equations for our system (in k representation)

19

E'(k,1)=— Alk,t), (30a)
¢ ot
2
— k2 ANK, z)—ia—Ai(kz) — AT 5,1, (30b)
c? 9r? c
E'(k,t)= —47Pl(k,t) . (30c¢)

Here j is the current density, and the last equation merely
states that there are no monopoles (excess charges) in the

JASPER KNOESTER AND SHAUL MUKAMEL 39

system (V-D=0). Equation (30a) is equivalent to Eq.
(28a) [cf. Eq. (6)]. To show that Eq. (30b) is satisfied, one
eliminates D%(k,#) from [Eqgs. (28) and uses
j(r,1)=0P(r,t)/9t, which holds for systems without mag-
netization.® Finally, Eq. (30c) is not part of our radia-
tion equations of motion, which only govern the
transverse-electromagnetic fields, but is explicitly valid in
our system. El(r,t) is the instantaneous Coulomb field
generated by the point dipoles, which is, using the static
dipole field, easily written explicitly in terms of the expec-
tation values of the molecular dipole operators. Through
Eq. (5), El(r,s) is then expressed in (B, (1)) and
(Bfn(t) ). The same can be done for P/(r,?), using the ex-
pectation value of Eq. (8a) and the longitudinal 6 function
in r representation.’>** Comparison of the two results
shows that Eq. (30c) holds 1rrespect1ve of the time evolu-
tions of (B, (1)) and (B (1)).

We ﬁna]ly stress that, in view of the exactness of the
mean-field term, we do not need the projection and the
definition of special modes to recover the Maxwell equa-
tion. In fact, Eqs. (28) are even found to hold at every k
for the operators A, D!, and P! in the Heisenberg pic-
ture, by evaluating their equations of motion. This
proves that the multipolar Hamiltonian, even after mak-
ing the point-dipole approximation, is not incompatible
with the validity of Maxwell’s equations. This conclusion
is different from earlier results.®

We proceed by using Eq. (22) to evaluate the equations
of motion for the material variables, for which we will
take the expectatlon values of the Hermitian operators
B +Bm, i(B —B ), and W,,. It is easily shown that

(B +B)

1n!

so that for the first operator, again, the mean-field term is
exact. For the two remaining operators, however, L,
generates products of single-molecule and single special
mode operators, which means that the kernel term in Eq.
(22) does contribute. We evaluate this term to second or-
der in the interaction, i.e., we only take the first right-
hand side term of the perturbation expansion Eq. (23),
and to zeroth order in the special mode amplitudes, as ex-
plained in Sec. III. The mean-field term is calculated
without approximations. The actual calculation of the
second-order kernel term is a tedious but straightforward
algebraic exercise, of which we do not present any details.
Instead, we give a short description of the processes that
contribute to it. All these processes contain two interac-
tions with the radiation field. In the first interaction be-
tween a molecule and a radiation mode kA, a photon
coherence (|0){(kA| or |kA)>{O0|) is created. In the
second interaction, taking place either with the same
(self-interaction) or with another molecule, this coherence
is changed into a population (|0){0| or |kA){kA|).
Loosely speaking, many of these processes consist of
emission of a photon by a molecule and absorption of it
by another, although this is an incomplete description.
We stress that in our calculation all possible second-order
processes are taken into account, which means that we do
not apply a rotating-wave approximation. Also, no Mar-
kovian approximation is made. Eventually we find as re-
duced equations of motion for the material variables
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%((§m+§;)(n>=—n<f(§m—§* ) —T((B, +B' D) , (31a)
%(i(ﬁm—ﬁfn)(t))=ﬂ((§ +BT )y += n(Dl £, )W, ())—T(i(B,, — B! 1))

ﬁ,; f dt’ [EMM(rm,,, —t")-ul(B, +BHt)) (W, (1)
—f dr'K,(t —t'){i(B,, =Bl )(1t)) , (31b)
——(W (1) = ——p (D(r,,,n))i(B, — B )t))
——ﬁ—p-ft;dt' nz:mM(r,,,n,t—t')-y((ﬁn+§:r,)(t’))i[(ﬁm(t'))e_i“"_"’—(ﬁfn(t )Yeii—i]
—ft;dt'{Kz(t—t')%[1+(Wm(z’))]—K3(t—t')%[1—<W,,,(t’))]] : (31c)

All terms containing time integrals emerge from the ker-
nel term of Eq. (22), and they contain the effects of inter-
molecular forces as well as superradiance. Previous
derivations of the superradiance master equation were
made in the absence of the Maxwell field and the present
derivation generalizes these earlier works.*’ T accounts
in a phenomenological way for pure dephasing (T, pro-
cesses).”® The remaining contributions come from the
mean-field term. The field D (r) is the displacement field
made up by special modes only, i.e., Eq. (7b) with its sum-
mation running over special k values only. The vector
r,,, stands for r,, —r,, and the tensor M is defined by

iker—aw, 1) —ilkr—w. 1)

M(r,1)= z*k (1—kk)(e )

(32)

for t >0, and M(r,?)=0 otherwise. Special modes are ex-
cluded from the k summation, as is indicated by the as-
terisk. Mi(r,t) represents the effective interaction be-
tween two molecules at separation r, mediated by nonspe-
cial photon modes in processes as described above. The
exclusion of the special photon modes from M is a direct
consequence of the complementary projection Q(t’) in
the kernel term and the special role these modes still play
in the projection [cf. Eq. (14)], even though py,(?) is re-
placed by (]0)¢0|),, in the evaluation of the kernel.
Without this exclusion, there will be an overcounting of
the contribution of the special modes. K,(z), K,(t), and
K;(¢) in Eqgs. (31) are due to the radiative self-
interactions. They cause radlatlve decay and energy
shifts; apparently the variable {( B +B 1)) is notJ

%(f'(r,m:—Q(V(r,r))—ﬂf’(r,t)) ,

%(\7(?,:))=Q<f’(r,t)>+%,m-<ﬁ§(r,t)>< Wir,0))—T(V(r,0))— f[ldt’K,(t —r' V(")) ,
0

i<W(r,t)>

2
vX(Br, z))——;;(ﬁl n0)y=27 22 ®n0) .

=—l(ﬁﬁ(r,t))(f’(r,t))—f'dt'{Kz(t—t')%[1+< W(r,t)) =Kt —t) 1= W(r, ') ]},
0

[

directly affected by such processes, which should not be
surprising, since the mean-field term for this operator is
exact. Explicitly, we have

—iwkt)

K, (n==" e K te

7T AN
pe s %a)k(l kk)( (33)

K,(t) and K,(t) are given by the same expression, except
that @, in the time exponentials is replaced by w;, — for
K,(t) and by w, +Q for K;(t). Again, Eq. (33) only
holds for ¢t 2 0, for ¢ <O the function equals zero. Strictly
speaking, a different summand should be used for special
k values, but their contribution to K,(¢) is negligible in
the final results if the normalization volume is taken large
enough. A more detailed discussion of M(r,?) and K, (¢)
(i =1,2,3) is given in Sec. V.

Equations (31) are, in fact, valid for any configuration
of the molecules, and even for arbitrary orientations of
the individual dipoles by just placing the proper dipoles
in the right-hand sides of Eqgs. (31): M should then be
sandwiched between p,, and u,, and all other dipoles
should read y,,, .

In concluding this section, let us consider the case of
very dilute samples of absorbers. Let p denote the aver-
age number density N /V. Then in the limit p—0, the in-
termolecular interactions M may be neglected in Eqgs.
(31). Multiplying these equations by 8(r—r,,) and sum-
mation over m yields equations for the densities (P(r 1),
(V(r,0), and (W(r,1)) [cf. Egs. (8)], in which to first or-
der in p, {DX(r,1)) may be replaced by (EL(r,¢)). We
then get in combination with Egs. (28) the usual Bloch-
Maxwell equations:>>°

(34a)
(34b)
(34¢)

(34d)
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It is common in the Bloch equations to make a Markovi-
an approximation for the lifetime (7T, process), thus re-
placing the integral terms in Egs. (34) by a simple decay.

V. BLOCH-MAXWELL EQUATIONS
IN THE LOCAL-FIELD APPROXIMATION

We now show that up to second order in the dipole
strength, Egs. (31) reduce to the Bloch equations for iso-
lated molecules mteractlng Wlth a local field.? To this
end, we approximate ( W, (¢')) in Eq. (31b) by { W, (1)),

(B, (t"))exp[ —iQxt —1")]
in Eq. (31c) by (B,,(
(BT (1")YexpliQ(r —¢t")]

t)), and

by (ﬁfn(t) ). This is correct to zeroth order in the dipole,
because do&(t)/dt = —iLy5(t) up to that order [cf. Eq.
(20)]. Therefore errors due to these replacements only
show up beyond the second-order calculation that we re-
stricted ourselves to. Using these approximations, one
again obtains Egs. (31), but now the terms containing M
should be omitted, and (DZ(r,,,7)) is replaced by the lo-
cal field

E,(r,,0)= (Dir,,,0)
4 ’ ’
+f10dz [2 M(r,,,,t —t')

n%m
u{(B,+Bl)t")) | . (35)

We thus define the local field as that field which takes the
place of the external electric field in the Bloch equations
for an isolated molecule.>*%%° As far as we know, this is
the first time that a local field in nonlinear optics for sys-
tems with interacting molecules is defined from micro-
scopic principles. Clearly, one cannot expect any local-
field formulation to hold rigorously in higher order of the
dipole interaction.

We now turn to the interpretation of M(r,?) in more
detail. It is easier to concentrate on the temporal Fourier
J

transform M(r,w), and this is also natural in view of the
time convolution in Eq. (35). As is shown in Appendix B,

M(r,0)=F(r,0)—H(r,0) , (36)
with

F(r,0)={[3—3iar —(@r* T —[1—iar —(@r?]1} <
,_

(vv+~21) +——6( )} (37)

and

4rr k21—kk .
H(r,w)= 11m Pt — ik
2 (&+ie)?

MY > e (38)

T is the unit vector in the 7 direction, and ® =w /c. From

Eq. (37), it is clear that F(r,w) is the retarded dipole field
tensor,” and we conclude that the projection method in
lowest-order perturbation calculation already gives us the
complete retarded dipole-dipole interactions as effective
coupling between the molecules. This is not surprising in
view of the processes that contribute to M (see Sec. IV).
As we note, however, M is not completely identical to the
dipole field tensor, the difference, H, being caused by the
exclusion of the special modes in Eq. (32). In order to ob-
tain Eq. (37), the k summation has been converted to an
integration, which is, strictly speaking, only correct for
V— . If we would take this limit in the expression for
H, its contribution would vanish. It should be noted,
however, that M always occurs inside a lattice summa-
tion [cf. Egs. (31)], so that in the simultaneous limit
V— o and N — oo, H may still give a finite contribution.
We, therefore, do not discard H.">!

In order to define susceptibilities, it is more useful to
have the Bloch equations in (k,w) representation. The
Bloch equations for the individual molecules with the lo-
cal field Eq. (35) are easily rewritten as equations in con-
tinuous r space by multiplying by 8(r—r,, ) and summa-
tion over m. After Fourier transformation one then ob-
tains

—io{Pk,w))=—UV(k,w)—T(Pk,o), (39a)
—iw(V(k,w))=Q(§(k,w))—[F+K1(w)]<9(k,w))+%py~—2# S [de'B (K0 W(k—K,0—a')),  (39b)
1Bz

—io{ W(k,0))= —1K, (w)[27rp(k)8(w)+<W(k,w))]+lK (@)[27p(k)8(w)— { W(k,w))]

2

_2 ' ' . 39
ﬁsz b [doE (K, 0 (Vk—K,0—) (39¢)
1 BZ
Here the (k,w) representation of the local field is given by My(k, :i S Mir,,,) e—ik.rm
L(k,0)=(Dk,0)) +Myk,0){Pk,o)), (40 0
k?1—kk
=F,(k,0)—47 lim —————— . (41)

with

cot ki—(@+ie)?
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F,(k,w) is the lattice Fourier transform of the dipole field
tensor
1 —ikr
F/(k,0)=— 3 F(r,,0)e " (42)
m#0

which cannot be evaluated analytically. The second term
in Eq. (41) is the Fourier transform of H(r,,,®) and is
only present for special k values. Since, in practice, these
are the only modes for which the Bloch equations need to
be solved, we do not indicate this restriction explicitly in
Eq. (41). We note that this term demonstrates the impor-
tance of the exclusion of the special modes from the sum-
mation in Eq. (32). We have assumed that all special
modes lie within the first Brillouin zone, which is correct
for optical processes. This assumption has also been used
to rule out components of { D(k,w)) (which is the con-
tinuous space Fourier transform of (D!)) outside the
first Brillouin zone. 52 . R

Splitting (D) in Eq. (40) into (E!) and 47(P}) and
after some rearrangements, we recast the local field for
special k values in the form

EL(k,co)=(ﬁl(k,m))+4T7T1](k,w)-(P(k,w)) . 43)

with

n(k,w):1—3Eﬁ+4i[F,(k,w)—Fc(k,w)] . @)
T

Here F_.(k,w) is defined as the continuous space Fourier
transform of the dipole field tensor

= [drF(r,o)e /T, (45)

and we have used Eq. (B8). The fact that 9(k,w) contains
the difference of the discrete and continuous Fourier
transform of the same field makes it more suitable for a
numerical calculation, as convergence problems at large
distance disappear. In fact, it can be shown that for a
simple cubic lattice with lattice spacing a in the limit
k —0 (ka <<1), and o—0 (®a << 1), F;=F_, so that

nk,0)=1-3kk (k,0—0). (46)

In Eq. (43), we express the local field in terms of E! and
P, because E' is the radiation field with respect to which
we will define susceptibilities. In principle, one may
equally well write

E, =E+(47/3)q'-P,

and then ' would be given by Eq. (44) without the kk
term. Thus, in the limit k,0—0, we exactly find the
Lorentz local field E+ (47 /3)P.

We will now discuss the self-interaction kernels K;(w)
(i =1,2,3). Starting from Eq. (33), converting the sum-
mation to an integration and performing the angular in-
tegrations for k, one obtains

K\ (@)= lim, —'“— i [ dk k 1,1
otk +ie @o—k-+ie

1907
with
71(@) 33’;—215)13, (48)
and
Al(w)=—;£r-fdkk3 P|—— |+P E)ikl (49)

P denotes the Cauchy principal value. y,(w) is the
frequency-dependent decay rate of (V), whereas Alw)is
related to the Lamb shift. Clearly, the k integration has a
uv divergence, which is usually taken care of by mass re-
normalization. The common result for the Lamb shift,
obtained through the minimal-coupling Hamiltonian,
diverges logarithmically in the upper boundary of the k
integral. Our A,, however, has a quadratic divergence.
For the hydrogen atom, it has been shown?? that the
presence of an extra ‘“self-energy” term in the multipolar
Hamiltonian makes up for this difference. This extra
term reads

27 [dr’S [P, (02

where f’fn(r) is the transverse polarization field due to
molecule m only. For our model of two-level molecules,

(B, +B1 )8

and it can be shown that the extra term in the Hamiltoni-
an is an infinite constant, which thus cannot affect the dy-
namics. Obviously, the neglect of any detail about the
charge distribution of the molecule by simply replacing it
by a two-level system is a too severe simplification in or-
der to deal with self-interactions in an exact way. We
also note that A, does not appear as a real shift in the
equations, since the equation for (P) does not contain a
self-interaction term.

The kernels K,(w) and K;(w) are treated in the same
way, and one finds

m(D)=pn 8(r—r,,),

(@+Q)? (0>Q)
(@+0)1+(Q—a) (
Q—a) (0<—Q).

—QA<w<Q) (50)

Q=Q/c, and A,(w) is identical to A,(w), except that k in
the denominators of Eq. (49) is replaced by k — . Final-
ly,

(@—Q) (0>Q)

2
A" 1y

Yilw)= 3 —Q<w<Q) (51)
—(@+Q) (0<—Q)
and As(w) is again given by Eq. (49), but now k is re-

placed by k +Q. Note that on the resonance frequency
(@=0) of (W), the decay rate of the upper molecular
level is given by v,(0)/2=4u2Q */3#, which is the usual
Markovian result,’®® and the decay rate of the ground
state is ¥3(0)/2=0, as one expects.

In concluding this section, we should note how Egs.
(39) may be used to derive expressions for molecular
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optical susceptibilities. To that end, we expand formally
the molecular variables (P(k, w)), {(V(k,w)), and
{W(k,w)) in a Taylor series in E; (k,w). When these ex-
pansions are substituted in Egs. (39), we can obtain the
coefficients of expansion of the molecular variables order
by order. The coefficients of expansion of { P(k,w)) con-
stitute the molecular susceptibilities. Since Egs. (39) are
identical to the Bloch equations of a single molecule in-
teracting with the field E; , these are actually the molecu-
lar polarizabilities. (This is no longer true once the ker-
nel is evaluated to higher orders.) The macroscopic sus-
ce;ptlblhtles are defined in terms of the expansion of
(P(k,w)) in a power series in the average Maxwell field
E, rather than the local field E;. Using the relation be-
tween E and E; [Eq. (43)], we can expand E; in powers
of E and obtain the macroscopic susceptibilities.>?%?2
The macroscopic susceptibility to order » is then given by
sums of products of the molecular susceptibilities of or-
der n and lower. It should further be noted that in this
approximation we can express the susceptibilities in
terms of correlation functions of the matter, as is com-
mon in linear- and nonlinear-response theory.!®?%2° In
Sec. VI we shall explicitly evaluate the linear susceptibili-
ty and the dielectric function for the present model.

VI. DIELECTRIC FUNCTION
USING THE MULTIPOLAR HAMILTONIAN

The most straightforward application of the Bloch
equations derived in Sec. V is the calculation of the linear
susceptibility ¥'"'(k,w), which is defined by

(f’(l)(k,a))>ZX(I)(k,w)'<ﬁl(k’w)> , (52a)

where (P'"(k,)) stands for that part of the polariza-
tion that is linear in the electric field. x'" is a tensor,
and, since we only consider transverse radiation fields, it
should actually be referred to as the transverse suscepti-
bility. Instead of x'! one often considers the dielectric
function e(k,w), given by
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The linear susceptibility is easily obtained by lineariz-
ing the Bloch equations [Egs. (39)], discarding all terms
of second or higher order in the electric field. Since the
molecules are nonpolar, {P) and (V) both vanish in the
absence of ¢lectric fields, so that in lowest order they are
linear in (E'). The inversion { W, ) for a given mole-
cule is —1 in the absence of fields (molecule is in the
ground state), and since it takes two interactions with the
electromagnetic field to change the ground-state density
operator |0),,, (0| into the excited state |1),,, (1], the
next term in the expansion of ( W,, ) in (EY)is quadra-
tic. This is also clear from Eq. (39¢): al] terms to the
right-hand side are at least quadratic in (E') (the spon-
taneous emission from the ground state given by the K,
term can be neglected in practice, as mentioned above).
Linearizing the Bloch equations is thus equivalent to in-
voking

(W(k,0))=—278w stk 29G (53)

where G runs over the reciprocal lattice. Using the
local-field expression, Eq. (43), one then obtains as linear
equations

—io(P(k,0)) =—UV (ko) —T(Pko),  (54a)

—io(V(k,w))= [Q——ﬁ—py n(k,0) [(Pk,o0))
—[F+K (@) {V(k,w))
—%p;m-(fil(k,a))) , (54b)

where we omitted the superscripts 1 denoting the linear
parts of P and V for brevity. Here

n(k,0)=[p-nk,0)pnl/u?, (55)
and we used the fact that (P ) ~p in identifying
pr-n(Pk,w))=pnp(Pk,w)) .
Eliminating (V) from Egs. (54), and using Eq. (52b), we

(56)

ek,0)—1=4mx"" (52b)  get
J
ek,w)—1 _ 20Quu /%
41 —(0+iD)o—A(0)+iT+iy,(0)]+Q[Q—(87/3%)pu’n(k,0)]

It appears that e(k,w) can be cast into a generalized
Clausius-Mossotti relation

plelk,w)—1]-pn
p-{3+nk,0)ek,0)—1]1}-p

=T’TJ’7 alw)p, (57)

where a(w) is the polarizability of a single molecule in a

bath

2Qup /%
—(w+iD[w—A(0)+iT+iy(w

alw)= +a .

(58)

Equation (57) appears in a rather complicated form,
because e(k,w) and alw) are tensors. This is a conse-
quence of the fact that we describe an ordered system of
molecules with only one nondegenerate accessible excited
state, for which the polarization will always have a fixed
direction, dictated by the orientation of the transition di-
poles, and independent of the direction of the electric
field. Only the magnitude of the polarization depends on
the relative orientation of the dipoles and the electric
field, which explains the dyadic pp in Egs. (56) and (58).
One may also use our formalism, however, to describe the
linear optics of a system with molecules (atoms) which
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have a spherically symmetric threefold degenerate excit-
ed state.! With only one macroscopic radiation field
component EX(k,w) present, only the excited state with
its transition dipole parallel to this field is excited ma-
croscopically, so that the dielectric function and the po-
larizability become scalars: e=¢l, with (e—1)/4 given
by Eq. (56) with puu replaced by 2, and analogous for a.
One then also finds the Clausius-Mossotti relation in a
scalar form,

(e—1)/[3+n(e—1)]=(47/3)pa ,

and for k,o—0, using Egs. (46) and (55) with k-p=0,
one has =1, so that the usual expression is recovered.
Finally, we remark that, in view of the linearization,
the results for e(k,w) are not affected by the approxima-
tions made in the very beginning of Sec. V, leading to the
local-field approximation [Egs. (39)]. Direct linearization
of Egs. (31) will yield the same result for the dielectric
function. Of course, this still does not mean that our re-
sult [Eq. (56)] is exact, because the kernel in Egs. (31) was
calculated to second order in the interaction only.

VII. REDUCED EQUATIONS OF MOTION
AND THE DIELECTRIC FUNCTION
USING THE MINIMAL-COUPLING HAMILTONIAN

The multipolar Hamiltonian used in this paper pro-
vides a convenient starting point for developing a theory
for nonlinear-optical processes. An alternative Hamil-
tonian, frequently used in the literature, is the minimal-
coupling Hamiltonian, where the interaction of matter
with the radiation field is given by a p- A term. The two
Hamiltonians are related by a canonical transforma-
tion.>3% In the minimal-coupling Hamiltonian, inter-
molecular Coulomb interactions are explicitly present,
unlike the multipolar Hamiltonian, in which all interac-
tions are mediated by the radiation field. It has been
demonstrated that when the dipole approximation is
made, both Hamiltonians may yield different predictions
for optical line shapes.3! A lively debate is going on re-
garding which form is to be preferred, following recent
arguments made by Mandel.’® Hopfield’s celebrated cal-
culations of the dielectric function in a crystal and the
exciton-polariton model'® were based on the minimal-
coupling Hamiltonian. In order to shed some light on
this issue, we derive in this section equations of motion
and an expression for the dielectric function starting
from the minimal-coupling Hamiltonian and compare
them with the multipolar Hamiltonian. The minimal-
coupling Hamiltonian is

A..=H,+H+V,, . (59)

Here ﬁo is defined as in Eq. (2), H, is the radiation-
matter interaction

2
B=—-%5At )5 +-25 5 A(r ) A
\ Mo % A(r,,)p,,+ Mo %" A(r,, ) Alr,,),

(60)

and

A

vint:

SRR

S J(r,—r,)B,+B})B,+B}) (61)

n#£m
is an instantaneous direct intermolecular interaction,
with distance dependence J(r). Note that in our case of
nonpolar molecules the dipole-dipole interaction can be
written in this form, with

2 2
A ()= £ 3 T (62)
r r
In Eq. (60) the dipole approximation has been made by
taking the value of the vector potential A in the center
r,, of every molecule. P,, stands for the total canonical
momentum of all S optically active electrons (mass M,
charge e) of molecule m, and is written in second quanti-
zation as!!3%(®)

Bn=—M (B, —B,) . (63)
The vector potential is again quantized as in Eq. (7a), and
now its conjugate momentum is the transverse-electric
field rather than the displacement.’?

For the present Hamiltonian, we only give results by
deriving the Heisenberg equations of motion for molecu-
lar and radiation operators and by factorizing all prod-
ucts when taking expectation values. We thus do not use
a projection method, or alternatively, we only evaluate
the mean-field term of the reduced equations of motion.
Performing the second-order perturbation calculation for
the minimal-coupling Hamiltonian would be a major task
in view of the three interaction terms that are involved.

We obtain for the Heisenberg equations of motion for
the electromagnetic fields

%?\i<k,z>=—cf~:i(k,t) , (64a)
3 A 0l A
—ENk,1)= — Alk,?)
at c
2 AA A
+ 1470 s (1-kk)- 3 Alk+27G, 1)
M G
+47QV(Kk,1) , (64b)
and for the molecular operators
%[ﬁm(t)+§1,,<t)]= —Qi[B, (n—B" (1]
+2??p-?xi<rm,z)vf/m(t), (65a)

-%i[ﬁm(t)-ﬁ;(t)]z Q[B,,(0+B" (1]

-2 3 J(r, B, (0+B] (1]

n#*m
XW, (1), (65b)
d — _20 A t
i w, (1) A (r,,,0)[B,,()+ BT ()]
+2 S J(r,,)[B,()+Bl(n)]
n#+m
xi[B,(t)—Bl.(n]. (65¢)
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The sum over G in Eg. (64b) extends over the reciprocal
lattice, and the field V(k,?) is defined analogous to Eq.
(29). Tt is useful to give the material equations in k repre-

sentation too:

OBk, 0= —aV(k,0»)
ot
20 i) T, ’
+—h—[1.[_l. Vz A k )W(k“k,l) , (66a)
a A _ A
—V(k,t)= QP(k,t)
at
—% S Tk P, W (k—K,1),  (66b)
ll;iZ
d = _&i 1y, ’
atﬁ/(k) o VEA(k 1)-P(k—Kk',1)
= (KP(K',0)-V(k—K', 1),
n
1 BZ
(66¢)
where Jo(k)=3,, _oJ (1, Jexp(—ik-r,, ).

Equations (64) are the radiation field equations in the
crystal of point dipoles. They are linear in the operators,
so that the expectation values of the electromagnetic
fields obey the same equations. We show that these are
consistent with Maxwell’s equations. Obviously, after
taking expectation values, Eq. (64a) is identical to Eq.

(30a). The equivalence of Eqs. (64b) and (30b) is seen as
follows. The current density may be written as

~ _ eﬁm(t) Sez Al

=3 M Mo AX(r,,t)[6(r—r,,) . (67)

m

Again using expression (63) for the momentum, perform-
ing a spatial Fourier transform and taking the transverse
part, one finds

AT = AT 91k 1)
4me? A« A
+ 47§ p(1-kK)- 3 Ak+27G,1) .
MC G
(68)

One now readily recovers Eq. (30b) from Eq. (64b).

The material equations (65) in the absence of inter-
molecular interactions (J =0) are clearly different from
the optical Bloch equations for isolated molecules [Eq.
(34)]. Their physical content, however, is the same, since
the u-D and the p- A Hamiltonians are related by a
canonical transformation, even in the dipole approxima-
tion.>>33 1t is not obvious, however, how to define a local
electric field from Eqgs. (65).

Finally, we obtain the dielectric function by linearizing
Eqgs. (66a) and (66b), after taking expectation values and
factorizing { AW ) and (PW). Eliminating V and using
Eq. (64a), we find

2Qpup /A

ko) —1 )
4 — 2+ Q2 +2QJ(k)

mm(

which may be written as

plenink,0)—1]-p AT P e
(3 (Ol )— 11} 3 2P HOTH
(70)
with
#J (k)
Nain(k) = — = 22 (71a)
4T pp

and a(w) again the molecular polarizability [cf. Eq. (58)],
without the dephasing and self-interaction parameters:

2Qup /#

. (71b)
—0*+Q?

alw)=

Clearly, the present result for e(k,w) differs from the one
obtained in Sec. VI, even if we neglect dephasing and
self-interactions in the latter: 7_;, does not contain any
signature of retarded interactions, in contrast to 71, ob-
tained from Egs. (44) and (55). This is reflected in the
fact that n depends on k and w, whereas 7, depends
only on k. Furthermore, a(w) [Eq. (71b)] does not in-
clude self-interactions (spontaneous emission and Lamb
shift). Hopfield concluded that spontaneous emission is
suppressed in a crystal and that the electromagnetic field,
coupled with the polarization wave (polariton), propa-
gates freely. In contrast, our result using the p-D Hamil-
tonian [Eq. (58)] contains the spontaneous emission. A
discussion of spontaneous emission in large aggregates
was given recently.>> If J(r) is the dipole-dipole interac-
tion [Eq. (62)], then one finds in the limit kK —0 (Ref. 54)

Aotk —0)="T pu-(3kk— 1) (72)

Thus, in this limit, the minimal-coupling result agrees
with the k,®—0 result from the multipolar Hamiltonian
[cf. Eq. (46)]. Of course, in this limit retardation effects
are not important. The dielectric function Eq. (69), re-
stricted to spherical atoms, exactly matches the result
that Hopfield obtained in his treatment of the exciton po-
lariton,'® which is not surprising, since his model system
and Hamiltonian are the same as ours. The only
difference between Hopfield’s approach and ours is that
he linearizes the equations of motion on the level of the
operators, i.e., he assumes that excitons in k space behave
like bosons. One then obtains a set of four equations
[Egs. (64), (65a), and (65b)—the last two in linearized
form) from which one derives the elementary excitations
as mixed eigenmodes of molecular and radiation opera-
tors. The dispersion relation of these modes gives e(k,w)
as in Eq. (69). It should be noted, however, that, al-
though a rationale is given in Ref. 10 for the approximate
behavior of excitons as bosons, there is no systematic ex-
pansion that justifies the linearization on the operator
level. This can only be given for expectation values

({ W) can be expanded in (E)); the step from operators
to expectation values necessanly involves a factorization
approximation.
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VIII. CONCLUDING REMARKS

The Bloch-Maxwell equations are usually derived for
an isolated molecule (a two-level system) interacting with
an external electromagnetic field. In the limit of low
molecular density, where intermolecular forces may be
neglected, we, indeed, recover the Bloch-Maxwell equa-
tions [Egs. (34)]. In this case, the polarization density
(P) is very small, and all the fields (E), E,, (D) are
equal to the external field E.,. The main problem which
we addressed in this paper is how to extend these equa-
tions in a systematic way to incorporate properly inter-
molecular forces.

The local-field approximation is a mean-field procedure
which is widely used in the calculation of molecular sus-
ceptibilities at finite densities, when intermolecular forces
are important. The Bloch-Maxwell equations in the
local-field approximation [Egs. (39) and (43)] may alterna-
tively be derived in the following phenomenological way.
Suppose we apply an external field E., on our optical
medium. The Maxwell equations may be formally solved,
resulting in (see Appendix B)

E(k,0)=E,(k,0)+[F (k,0)—471]-P(k,0) . (73)

We now make the followir;g argument: the local field
that a given molecule feels 1s the external field plus the
field originating from all other molecules. We thus define

E, (k,0)=E, (k,0)+F,(k,0)Pk,o0), (74)

where, in r representation, E., is defined throughout
space, but the second term is defined on lattice sites only.
Combining Egs. (73) and (74), we get

E; (k,0)= E(k,»)
+[471+F,(k,0)—F_ (k,0)]-P(k,0) . (75)

Alternatively, we may express E; in E! by combining the
transverse part of Eq. (73) with Eq. (74), and using the
fact that E, is a transverse field. Then we obtain

E, (k,0)=EXk,0)+[ t71—4rkk +F,(k,0)
—F.(k,0)]-P(k,0) , (76)

which exactly agrees with Eq. (43). We thus model the
nonlinear response of an interacting system by that of a
single molecule interacting with the local field E; rather
than E_,, resulting in Egs. (39), without the self-
interaction terms. It should be noted that Eq. (73) is
purely macroscopic and is obtained from the Maxwell
equations without any reference to a specific microscopic
model. Equation (74), on the other hand, assumes that
the medium consists of point dipoles.

The local-field model provides a simple way to relate
the polarizabilities of isolated molecules to the macro-
scopic susceptibilities. In fact, the susceptibility at some
order is given in terms of sums of products of molecular
polarizabilities of that order and lower orders.>2°~ 22
This provides a simple, back of the envelope, calculation
of macroscopic susceptibilities. It is clear, however, that
this procedure is not rigorous. It fails to take properly

into account the correlated dynamics of the interacting
many-body system, i.e., correlations among the mole-
cules, as well as correlations between the molecules and
the radiation field. Short-range forces (e.g., exchange) are
totally neglected in this procedure. Moreover, even the
dipole-dipole forces are not fully taken into account. The
resulting susceptibilities do not depend at all on the wave
vectors, apart from the local-field contribution through
n(k,w), but just on the frequencies. This indicates that
processes such as exciton migration and energy transfer
and transport (e.g., the Forster transfer®®) are neglected
in this procedure. Such processes are often added phe-
nomenologically in order to interpret transient grating
spectroscopy, which is a four-wave-mixing technique that
measures transport processes by following the wave-
vector dependence of the susceptibilities. The derivation
given by Egs. (73)-(76) cannot be extended to include
these processes, since it is intrinsically a mean-field
single-molecule theory.

The theory developed in this paper provides for the
first time a microscopic derivation which allows for a sys-
tematic incorporation of intermolecular forces in non-
linear optics and avoids overcounting or undercounting
of interactions. We clearly show what approximations
need to be made in order to recover the local-field ap-
proximation [Egs. (39) and (43)]. The most significant
contribution of this paper is the development of a
rigorous way to improve upon these approximations. In
general, the response functions and susceptibilities should
be calculated using our more general reduced equations
of motion [Egs. (31)]. One then solves self-consistently
for the field and the material variables as was done by
Hopfield for linear optics. The susceptibilities cannot,
therefore, be written in terms of correlation functions of
the field-free system. In addition, in contrast to the
local-field approximation, the macroscopic susceptibili-
ties cannot be expressed as simple functionals of the
single-molecule polarizabilities. The role of intermolecu-
lar forces and the relation between single-molecule polari-
zabilities and macroscopic susceptibilities is rigorously
established.

Since in the present approach we work with the fields
D, E, and E; directly, we do not need to introduce an
external field E,, at all. This way, we can focus on an
infinite medium and obtain susceptibilities which do not
depend on geometry or shape. The shape may enter,
when the Bloch-Maxwell equations are solved, but we
need not address it in defining the susceptibilities.

Another point that should be stressed is that the
molecular susceptibilities do depend on the retarded in-
teractions through the kernel (M). Knowledge of the
eigenstates of the molecular Hamiltonian with instan-
taneous Coulomb interactions is not sufficient to get the
susceptibilities. In contrast, in the local-field model, the
susceptibilities do not depend on retarded interactions.
The latter are only included in the local field. Strong evi-
dence for the necessity of incorporating retarded interac-
tions in susceptibilities is provided by some recent
nonlinear-optical measurements involving exciton polari-
tons.>® %% The analysis of Small and Agranovich strong-
ly suggests that polariton effects should be included in the
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susceptibilities. This is impossible using the conventional
local-field approximation, but such effects are naturally
included in the present formalism. In the present paper
we evaluated the kernel to second order in the dipole u.
We thus did not recover transport. Forster transfer will
enter, when the kernel is evaluated to fourth order in the
dipole.

Finally, our formulation can be generalized without
major difficulty to treat the optical properties of disor-
dered media (doped crystals, solutions, glasses). In that
case, the projection operator should be extended to in-
clude an ensemble average over the disordered sys-
tems. 225963
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APPENDIX A

In this appendix we derive Eq. (20) of the main text.
Let

c()=P(t)p(t),
and
A)=Q (1)p()=p(t)—& (1),

with Q (¢)=1—P(¢) the complementary projection. First
act on the Liouville equation (19) with P(¢), and use Eq.
(17) to find

d .
dta(t) iP(t)Lp(t)
=—iP(t)L&(t)—iP ()L A1) . (A1)
Analogously, by acting with Q (7):
d _ .
dt’r”(t)— iQ (t)Lp(t)
=—iQ()LG(t)—iQ ()L 7(t) . (A2)

Solving 7(¢) formally from Eq. (A2), and substituting the
result into Eq. (A1), gives

4 s()= —iP(OL& (1)
dt
—f[’dt’P(t)LG(t,t’)Q(t’)L&(t’), (A3)
0
where
G(r,t)=exp, |—i ['ds Q(s)L] :
.

with exp, the exponential with positive time ordering.*®
As usual, it is assumed in the derivation of Eq. (A3) that
&(1y)=p(t,y), i.e., 7(ty)=0, which is reasonable if fields
are turned on adiabatically at ¢, and blackbody radiation
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may be neglected (absence of continuum).

The Liouville operator may be split into L =L,+L,,,,
with #L,C=[H,,C] and ﬁLim@=[ﬁim,é], C being an
arbitrary operator. Furthermore, we pose here, again
without derivation, two other properties of the projec-
tion, namely,

P(t)Lyp(t)=LyP(t)p(t) (A4)

and
Q(t)LyQ(t')=L,Q(¢t")

for arbitrary ¢t and ¢’. Using the first identity, it is obvi-
ous that the second L in the integrand of Eq. (A3) may be
replaced by L;, [since Q(#)P(t)=0]. Moreover, using
Eq. (AS), in combination with the form of G(z,t'), the ex-
pansion of which yields terms of the form Q(7)L - - - for
certain 7, it is easily shown that also the first L in this in-
tegrand can be replaced by L; . Finally, one may again
use Eq. (A5) and the expansion of G(1,t') to show that
this operator in Eq. (A3) may be replaced by

—i [lds[Lo+Q(Lin ]| -
)

(AS)

G(t,t')=expy (A6)

This proves Eq. (20).

APPENDIX B

In this appendix we derive more explicit expressions
for the tensor M, as defined in Eq. (32), in r as well as in k

representation. After performing a temporal Fourier
transform, we obtain
21— .
M(r,0)= lim 4_772t __z_k__yi:ze:k-r , (B1)
esot V L k*—(&+ie)

where @=w/c, and we used the fact that if k is special,
also —k is taken in the special set. We write M=F—H,
where F is defined as M, except that the sum extends
over all modes, and H is the sum over the special modes
only. Converting the summation in F to an integration
(V' — o), one finds

o 4
F(r,0)=lim = [ “dk—— mkr),  (B2)
e~0mY0  ki—(@+ie)
with
— 1 1), ikt
rtkr)=— [ d@y(1-kk)e
sin(kr) cos(kr) _ sin(kr)
-+ —
e e PRpE (B3)
Here
a=1—-TT (B4)
and
B=1-3t%, (BS)

with T denoting the unit vector in the r direction.’*®

The integral in Eq. (B2) is easily extended to run from
— o0 to + o and is then evaluated in the complex plane.
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One obtains, for e—~0",

ior

F(r,w):[~B+i(c7)r)ﬂ+(&)r)2a]e T
.
=(VV+E)21)%—+4T7T6(r)1 . (B6)

The last identity is valid throughout space and is easily
checked by explicit differentiation. The Dirac & function
is added to cancel against the one that arises from
VV(r~!). This proves Eq. (37) in the main text.

For purpose of reference, it is useful to evaluate the
continuous space Fourier transform of F(r,»). From Eq.
(B6) it readily follows that

F.(ko)=(—kk+a°1) [dre ¢+ 371 (B7)
r 3

The angular integrations are easily performed, and the
remaining r integration is straightforward after adding a
convergence factor e~ (€e—07"). One finds

=2
kk—@71  4m, gy

F.(k,0)=—4r lim ——————
ki—(o+ie)? 3

e~0"

The first term on the right-hand side is recognized as the
Green function of the Maxwell equation.”®"*1820 Tt ig
not surprising that this enters here, because, as is well
known, the source of the Maxwell equation (the polariza-
tion) behaves as a dipole.® The extra term (47/3)1
corrects for the fact that F(r,o) does not contain a &
function in the origin. In fact, the Fourier transform
leading to Eq. (B8) would have given the same result if an
arbitrarily small sphere surrounding r=0 had been ex-
cluded from the Fourier integral. The contribution of
this sphere vanishes, as is easily shown from the first
form of Eq. (B6) by performing the angular integration
first. This is equivalent to the well-known fact that an ar-
bitrarily small sphere for the Green function of the
Maxwell equation has a contribution —(47/3)1 in k
space.

IN. Bloembergen, Nonlinear Optics (Benjamin, New York,
1965).

2C. Flytzanis, in Quantum Electronics, edited by H. Rabin and
C. L. Tang (Academic, New York, 1975), Vol. I, p. 1.

3Y. R. Shen, The Principles of Nonlinear Optics (Wiley, New
York, 1984).

4H. A. Lorentz, The Theory of Electrons (Dover, New York,
1952).

SM. Born and K. Huang, Dynamical Theory of Crystal Lattices
(Oxford, London, 1954); A. A. Maradudin, E. W. Montroll,
G. H. Weiss, and 1. P. Ipatova, Theory of Lattice Dynamics in
the Harmonic Approximation (Academic, New York, 1971).

oM. Born and E. Wolf, Principles of Optics, 4th ed. (Pergamon,
Oxford, 1970), Sec. 2.4.

7(a) P. Mazur, Adv. Chem. Phys. 1, 309 (1958); (b) J. de Goede
and P. Mazur, Physica 58, 568 (1972).

8S. R. De Groot, The Maxwell Equation (North-Holland, Am-
sterdam, 1969).

9J. Van Kranendonk and J. E. Sipe, in” Progress in Optics, edited
by E. Wolf (North-Holland, Amsterdam, 1977), Vol. 15, p.
245.

103, J. Hopfield, Phys. Rev. 112, 1555 (1958); 182, 945 (1969).

1A, S. Davydov, Theory of Molecular Excitons (Plenum, New
York, 1971).

12y, M. Agranovich and V. L. Ginzburg, Crystal Optics with
Spatial Dispersion and Excitons (Springer-Verlag, Berlin,
1984); D. Pines and P. Nozieres, The Theory of Quantum
Liquids (Benjamin, New York, 1966).

133, A. Rice and J. Jortner, in The Physics and Chemistry of the
Organic Solid State (Wiley, New York, 1967), Vol. III.

14N. Wiser, Phys. Rev. 129, 62 (1963).

I5M. R. Philpott, J. Phys. C 1, 42 (1968).

16A. 1. Akhiezer and S. V. Peletminskii, Methods of Statistical
Physics (Pergamon, Oxford, 1981), Sec. 6.3.

17C. J. F. Bottcher, Theory of Electric Polarization (Elsevier,
Amsterdam, 1973), Vol. I; C. J. F. Bottcher and P. Bordewijk,
Theory of Electric Polarization (Elsevier, Amsterdam, 1978),
Vol. II.

18p, Madden and D. Kivelson, Adv. Chem. Phys. 56, 467 (1984).

I9R. F. Loring and S. Mukamel, J. Chem. Phys. 87, 1272 (1987).

20D, Bedeaux and N. Bloembergen, Physica 69, 67 (1973).

21G. R. Meredith, J. Chem. Phys. 77, 5863 (1982); Phys. Rev. B
24, 5522 (1981); G. R. Meredith and B. Buchalter (unpub-
lished).

228, Mukamel, Z. Deng, and J. Grad, J. Opt. Soc. Am. B 5, 804
(1988).

2D, J. Williams, in Nonlinear Optical Properties of Organic and
Polymeric Materials, Series 233 of American Chemical Society
Symposium (American Chemical Society, Washington, D.C,,
1983).

24D, S. Chemla and J. Zyss, Nonlinear Optical Properties of Or-
ganic Molecules and Crystals (Academic, New York, 1987),
Vols. I and II.

258, Schmitt-Rink, D. A. B. Miller, and D. S. Chemla, Phys.
Rev. B 35, 8113 (1987); S. Schmitt-Rink, D. S. Chemla, and
H. Haug, ibid. 37, 941 (1988).

26H, Cheng and P. B. Miller, Phys. Rev. 134, 683 (1964).

27M. Hillery and L. D. Mlodinow (unpublished).

28pP. N. Butcher, Nonlinear Optical Phenomena (Ohio University
Press, Athens, OH, 1965).

29S. Mukamel and R. F. Loring, J. Opt. Soc. Am. B 3, 595
(1986).

30M. Hurst and R. W. Munn, J. Mol. Electron. 3, 75 (1987).

31W. E. Lamb, Phys. Rev. 85, 259 (1952).

32(a) E. A. Power and S. Zienau, Philos. Trans. R. Soc. London,
Ser. A 251, 427 (1959); (b) E. A. Power, J. Chem. Phys. 46,
4297 (1967).

33E. A. Power and T. Thirunamachandran, Phys. Rev. A 22,
2894 (1980); 26, 1800 (1982); 28, 2649 (1983); 28, 2663 (1983);
28, 2671 (1983); D. P. Craig and T. Thirunamachandran,
Molecular Quantum Electrodynamics (Academic, London,
1984).

343, Fiutak, Can. J. Phys. 41, 12 (1963).

35W. L. Peticolas, R. Norris, and K. E. Rieckhoff, J. Chem.
Phys. 42, 4164 (1965).

36L. N. Ovander, Usp. Fiz. Nauk 86, 3 (1965) [Sov. Phys.—Usp.
8, 337 (1965)]; G. J. Small, in Excited States, edited by E. C.
Lim (Academic, New York, 1982).

37D. H. Kobe, Phys. Rev. Lett. 40, 538 (1978); S. M. Golshan
and D. H. Kobe, Phys. Rev. A 34, 4449 (1986).



1914

38L. Mandel, Phys. Rev. A 20, 1590 (1979).

39W. D. Healy, Phys. Rev. A 22, 2891 (1980); K. Haller and R.
B. Sohn, ibid. 20, 1541 (1979).

40(a) B. Robertson, Phys. Rev. 144, 151 (1966); (b) B. J. Berne, in
Modern Theoretical Chemistry (Plenum, New York, 1977),
Vol. 6.

4IM. Lax, J. Phys. Chem. Solids 25, 487 (1964).

42C. R. Willis and R. H. Picard, Phys. Rev. A 9, 1343 (1974).

43R. Zwanzig, Physica 30, 1109 (1964); S. Nordholm and R.
Zwanzig, J. Stat. Phys. 13, 347 (1975); R. Zwanzig, in Systems
far from Equilibrium (Springer, Berlin, 1980), p. 198.

44F. J. Belifante, Physica 12, 1 (1946).

453. P. Hansen and 1. R. MacDonald, Theory of Simple Liquids
(Academic, New York, 1976).

46J. Grad, Y. J. Yan, A. Haque, and S. Mukamel, J. Chem.
Phys. 86, 3441 (1986).

47S. Mukamel, Phys. Rep. 93, 1 (1982); Adv. Chem. Phys. 70,
165 (1988).

“8W. H. Louisell, Quantum Statistical Properties of Radiation
(Wiley, New York, 1973), Sec. 4.10.

49R. H. Lehmberg, Phys. Rev. A 2, 883 (1970); G. S. Agarwal,
ibid. 4, 1791 (1971).

0(a) L. Allen and J. H. Eberly, Optical Resonance and Two-
Level Atoms (Wiley, New York, 1975), p. 40; (b) A. Abragam,
The Principles of Nuclear Magnetism (Clarendon, Oxford,
1961).

1A more careful treatment of the continuum k limit is possible
if one considers small wave packets of special modes, so that
the summation in H is converted to an integration over small
regions in k space. This method is more cumbersome, howev-
er, and its final results would not differ from those of our ap-
proach.

52We use a lattice Fourier transform of M because the second

JASPER KNOESTER AND SHAUL MUKAMEL 39

part of Eq. (35) is only defined on the lattice (r,,). One could
extend the definition to an arbitrary point r, changing the
sum Y, ., to an integral, excluding a sphere with radius
8—0 around r. The sums over k' in Egs. (39) would then run
over all Brillouin zones. This approach would formally lead
to the same results but proves to be impractical, e.g., in the
linearization of the Bloch equations [Eq. (53)].

33J. Grad, C. Hernandez, and S. Mukamel, Phys. Rev. A 37,
3835 (1988).

54M. H. Cohen and F. Keffer, Phys. Rev. 99, 1128 (1955).

55Th. Férster, Ann. Phys. (Leipzig) 2, 55 (1948); D. L. Dexter, J.
Chem. Phys. 21, 836 (1953).

56M. D. Fayer, Annu. Rev. Phys. Chem. 33, 63 (1982); T. S.
Rose, R. Righini, and M. D. Fayer, Chem. Phys. Lett. 106, 13
(1984).

57G. J. Small, in Spectroscopy and Excitation Dynamics of Con-
densed Molecular Systems, edited by V. M. Agranovich and
R. M. Hochstrasser (North-Holland, New York, 1983), p.
515; R. C. Caau, C. K. Johnson, and G. J. Small, J. Phys.
Chem. 89, 2984 (1985); G. J. Small, M. A. Connolly, and S. H.
Stevenson, Chem. Phys. (to be published).

58V. M. Agranovich, A. M. Ratner, and M. Salieva, Solid State
Commun. 63, 329 (1987).

3G. R. Fleming, Chemical Applications of Ultrafast Spectrosco-
py (Oxford, London, England, 1986).

60A . Laubereau and W. Kaiser, Rev. Mod. Phys. 50, 607 (1978);
W. Zinth, H.-J. Polland, A. Laubereau, and W. Kaiser, Appl.
Phys. B 26, 77 (1981).

61D, E. Sullivan and J. M. Deutch, J. Chem. Phys. 64, 3870
(1976); S. A. Adelman and J. M. Deutch, Adv. Chem. Phys.
31, 10 (1975).

62R. L. Fulton, Mol. Phys. 29, 405 (1975).

63J. S. Hoye and G. Stell, J. Chem. Phys. 61, 562 (1974).



