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A theory is presented that describes the global reflection and transmission characteristics of a
self-focused channel propagating at an oblique angle of incidence to an interface separating two or
more self-focusing nonlinear dielectric media. The nonlinear wave packet representing the self-
focused channel is represented as an equivalent particle moving in an equivalent potential. The dy-
namics of the particle is described by Newton’s equations of motion, with the asymptotic propaga-
tion paths of the channel being read off from the associated phase portraits of the equivalent poten-
tial. Equilibria of the potential, or equivalently, critical points in the phase plane, represent station-
ary (stable or unstable) nonlinear surface waves. Stability of the latter follows immediately from a
simple inspection of the potential. The shape of the equivalent potential changes with the power in
the incident beam. Our theory provides the nonlinear analog of the well-known linear Snell’s laws
of reflection and transmission. Conditions on the validity of the theory are established in parameter
space by extensive numerical solution of the nonlinear partial differential equation describing beam
propagation. One important conclusion of the paper is that the predictions of the equivalent-
particle theory encompass a wide physical parameter space. As an illustration of an application of
the theory, we show how to design an all-optical angle or power adjustable spatial scanning element.
Contact is made with earlier numerical studies of beam propagation and nonlinear surface-wave sta-
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bility at a linear-nonlinear interface.

I. INTRODUCTION

The reflection and transmission characteristics of col-
limated light beams incident on an interface separating
two linear dielectric media, at an angle close to that for
total internal reflection, have been the subject of intensive
theoretical investigation in recent decades.! One impor-
tant physical manifestation of collimated light reflection,
which contrasts with the usual Snell’s law predictions for
an infinite plane wave, is a finite displacement of the
reflected beam from its geometric optics path. This beam
displacement, which is referred to as the Goos-Hanchen
shift, is of the order of an optical wavelength and has
been observed experimentally.? The effect can be under-
stood in terms of a Fourier decomposition of the incident
linear wave packet representing the collimated optical
beam and a careful consideration of the reflection proper-
ties of the individual Fourier modes. The nonlinear
analogue of this problem has received little attention in
the literature with the exception of some numerical stud-
ies of the reflection of a Gaussian beam from an interface
separating a linear and nonlinear dielectric medium.?
This latter work established that a nonlinear analogue of
the Goos-Hinchen shift could occur and that the shift
could be many orders of magnitude greater than the
linear one. An explanation for this effect was that the
large shift could be attributed to a tendency of the in-
cident beam to remain trapped in the vicinity of a known
nonlinear surface wave (NSW) which is intrinsically un-
stable. A later numerical stability analysis* of the known
transverse electric (TE) NSW’s localized at the interface
separating a linear and nonlinear dielectric medium
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confirmed the existence of stable and unstable stationary
NSW’s giving support to the conjecture in Ref. 3. With
the exception of these two restricted numerical studies,
most theoretical investigations in the literature have been
concerned with enumerating the various stationary
NSW’s (Refs. 5-8). A parallel investigation of nonlinear
thin-film waveguides has been carried out with the situa-
tion being more or less the same as the single interface
problem.> This latter problem can be distinguished from
the single-interface one by the fact that the various per-
mutations and combinations of linear or nonlinear dielec-
tric media lead to the occurrence of a rich spectrum of bi-
furcating branches of nonlinear solutions at increased in-
cident power. These newly emerging solutions have
many properties in common with the single-interface sta-
tionary NSW solutions. With only two exceptions,®’ the
stability of the various branches of nonlinear guided-wave
solutions has been confined to numerical beam propaga-
tion in a restricted physical parameter range.®

In this paper we develop a theory which addresses the
propagation of self-focused channels in two or more non-
linear dielectric media. Our basic assumption therefore is
that each dielectric has a positive Kerr nonlinear optical
coefficient. The theory exploits the fact that the self-
focused channels, when localized in a particular medium
and well removed from an interface, are spatial solitons
of a nonlinear Schrodinger (NLS) equation, whose param-
eters are appropriate to that particular medium. All of
the physically interesting phenomena occur for neighbor-
ing dielectrics with small linear refractive-index
mismatch so we can assume that the spatial soliton,
representing the self-focused channel, will be robust to
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perturbations due to the interface. In effect, all of the
essential behavior of the incident channel can be captured
by allowing the soliton parameters to vary. This assump-
tion is supported by extensive numerical solution of the
full beam propagation problem over an extensive region
of parameter space. Our theory exploits soliton perturba-
tion techniques first developed by Kaup and Newell’ and
we expect that the conclusions drawn in the present pa-
per should be widely applicable in a number of physical
situations where the basic physics is described by an NLS
equation with perturbations arising as discontinuities in
the material properties. Using the above assumptions we
can replace the self-focused channel by a nonlinear wave
packet and describe the latters dynamics in terms of the
motion of its center of mass and velocity. In this picture,
the equivalent particle’s velocity is proportional to the
sine of the angle of incidence of the incident self-focused
channel, its amplitude to the incident power, and its loca-
tion to the centroid of the channel. The perturbation
“felt” by the particle due to the presence of an interface
(a neighboring nonlinear medium) causes it to decelerate
(bend away) or accelerate (bend towards) as it approaches
the interface. The global characteristics of the incident
channel’s reflection and transmission characteristics at a
fixed power, is contained in the associated phase portraits
of an appropriate equivalent potential. Moreover, the
shape of the equivalent potential is a function of the in-
cident beam power and is captured by two parameters, S,
which is the ratio of linear to nonlinear refractive-index
mismatches divided by the total power, and a, the ratio
of nonlinear Kerr coefficients. These two parameters
should be particularly useful in the design of novel all-
optical devices. Our theory replaces the rather complex
and restrictive numerical beam propagation problem by
the much simpler and intuitively appealing Newtonian
problem of the motion of an equivalent particle in an
equivalent potential. An analytic expression is derived
for the nonlinear Goos-Hanchen shift and for the amount
of radiation generated due to interaction of the incident
channel with the interface. An explicit derivation of the
latter is postponed to the second paper of the series,
which will be referred to from now on as II. The analytic
predictions in all cases are checked by full scale numeri-
cal simulations. Stability of earlier known stationary
NSW’s (Ref. 4) follows trivially as an added bonus of the
theory. A main emphasis in II will be to exploit the
modular structure of the theory, allowing us to extend it
in a standard fashion to the multiple-interface problem
where the interface separation exceeds the channels
characteristic width. A theory of incident beam breakup
into multiple self-focused channels will also be presented
in IL

The plan of the present paper is as follows. In Sec. II
we review the basic theory illustrating the derivation of
the stationary NSW’s, which, we shall see later, represent
equilibria (stable or unstable) of the equivalent potential
or critical points of the associated phase portraits. Con-
tact will be made briefly with known linear theory results.
In Sec. III we establish the appropriate scaling for the
physical parameters. We find that the problem can be
scaled so as to depend on the ratio of three parameters;
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the incident power to the square root of the linear
refractive-index mismatch, the initial velocity (angle of
incidence) to the square root of the linear refractive-index
mismatch, and the ratio of the nonlinear Kerr coefficients
in the neighboring media. An extensive numerical inves-
tigation using the beam propagation method shows that
the *‘so-called” nonlinear regime, where the equivalent-
particle theory is applicable, spans a wide region of the
above parameter space. An important observation in this
section is that a hornlike region near the critical angle,
where the equivalent-particle theory is expected to break-
down, shrinks very rapidly in size as the nonlinear
coefficient ratio decreases from unity (a value of unity
representing a uniform background nonlinearity in both
neighboring media). In addition, we can provide an ana-
lytic expression for one of the boundaries of this region
based on the equivalent particle theory derived in the fol-
lowing section. This theory is presented in Sec. IV. For
pedagogical purposes we present the theory as a sequence
of steps, considering the equivalent particle’s motion ini-
tially in the separate left and right dielectric media and
finally providing a global picture allowing for beam
transmission through the interface in either direction.
We end Sec. IV with a derivation of a formula for the
nonlinear Goos-Hanchen shift. Section V will illustrate a
simple application of the equivalent-particle theory in
designing a power or angle adjustable all-optical spatial
scanner. Contact will also be made in this section of the
paper with earlier numerical studies of stability of sta-
tionary NSW’s at a linear-nonlinear interface* and of the
reflection and transmission properties of an incident
Gaussian beam from such an interface.® Section VI will
conclude the paper.

II. BASIC THEORY OF BEAM
PROPAGATION AND STATIONARY
NONLINEAR SURFACE WAVES

The problem of interest involves the propagation of a
collimated beam of light in two or more adjoining non-
linear dielectric media. The basic geometry is sketched in
Fig. 1, which shows the beam incident at a small angle 1,
to the interface separating the two neighboring dielectric
media; the multiple-interface problem will be dealt with

z

[

[¢]

ng+ao|E[2 n12+a1lE'2 'L'

0
X
FIG. 1. Schematic representation of the planar waveguide,
where we define the angle of incidence ;.
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in II. The angle ¢, is the complement of the usual angle
of incidence in Snell’s laws and will be small due to the
assumed smallness of the linear refractive-index jump
across the interface. The squared refractive index in
each medium is assumed to be of the Kerr
type, n(x,|E|>)=ni+ayEl?, x<0; n¥x,|E|*)=n3
+a,|E|% x >0, where ny>n, and 0 <a,<a, in order to
ensure the existence of stationary trapped surface waves.
The light channel will propagate close to the z axis and
will be bounded in the transverse x dimension. We anti-
cipate that the light channel may be reflected by or
transmitted through the interface at x =0. Trapped sta-
tionary NSW’s where the envelope of the TE nonlinear
wave is z independent may also exist above a threshold
power level. Our aim is to develop a self-contained
theory that predicts accurately the final large z asymptot-
ic state of the incident beam over a wide range of physi-
cal parameter space, as a function of incident angle or
power variation.

The propagation of a TE wave in the x-z plane is de-
scribed by the scalar wave equation,

’E | O’E _

3z>  ax?
where k, is the free-space wave number.
- solutions of (1),

E=explilk,z+k,x],

—n2k2E | (1)

Plane-wave

satisfy the following dispersion relation:
k2+kl=n%k} . (2)

Making the ansatz E(x,z)=F(x,z)exp(ifkyz) in Eq. (1)

and assuming paraxial rays, we obtain the following

propagation equation for the slowly varying envelope

F(x,z) of the optical field:
oOF |, °F

2iBk—+——(8>—

IB oz axz (B

Making the change of variables x'=kx, z’=kz and drop-

ping the primes we obtain the dimensionless form

d*F
Ax?

The continuity of tangential components of the electric
and magnetic fields at the interface translates into con-
tinuity of F and F, across the interface for TE waves.

For bounded solutions localized near the interface, we
also require that Fand F, -0 as x —t 0.

ntHk?F=0.

2ipdE L OF g2 e 3)
dz

A. Linear theory

A brief overview will be given now of the linear theory
of a collimated beam incident on an interface separating
two linear dielectric media, at an angle close to that for
total internal reflection. This problem turns out to be
more complicated than the nonlinear one and a consider-
able literature exists! on calculations of the Goos-
Hainchen shift. An asymptotic estimate of the power car-

ried in the reflected beam will be computed in order to
compare with the nonlinear theory which is the central
focus of this paper. We will not be concerned with com-
putations of the Goos-Hanchen shift for this problem.
Consider the broad incident, reflected and transmitted
beams (wave packets) as being superpositions of plane
waves. The problem then translates into finding, for each
Fourier component of the incident wave packet, and am-
plitudes of the corresponding reflected and transmitted
components. Assume an incident plane wave whose x
wave number is k,; then the field in the left-hand medi-
um will be

k,z

z

x 2/3

k,z

z

+R(k, )exp k. x

X ZB
where the first term represents the incoming wave and

the second term is the outgoing reflected wave. Similarly,
the field in the right-hand medium is

k,z
2B

Direct substitution of (4) and (5) in Eq. (3) with
ag=a,;=0 determines the dispersion relation for the two
media

k,=—k2—(B—nl),
k,=—(k;?—(B—n?),

) 4)

—1i

]

kix — . (5)

Fighe =T(k, Jexp

from which one finds that (k. )*=k2—(n3—n?), which is
simply Snell’s law. Note that these expressions follow by
expanding Eq. (2) and dropping terms proportional to k2
consistent with the paraxial ray approximation. To
determine R(k,) and T(k,) one imposes the continuity
conditions of F and dF /dx valid for transverse electric
fields. One obtains the Fresnel formulas,

RUE )= k,—(k}—1)'?
ok k-2
_ 2k,
e = e sk

where k, =k, /V'A, A=n}—n}>0.

These results allow us to find integral expressions for
the fields in both media when the incident field is a wave
packet; for this case,

k,z

2B

]

Fleft = f_woc A (kx )exp kxx + dk

X

k,z

z

+ [ 7 Rk Ak, exp

—

k.x— 2B

—i

and
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k,z

z

23

4

Frgn=J i T(k,)A(k Jexp |i |k.x+ dk

X

(7

respectively, where A4(k, ) in the Fourier transform of the
incoming wave packet. Since we cannot evaluate the in-
tegrals in terms of elementary functions we will look for
an asymptotic expansion for each component of the field
for large values of z. The leading-order term in an
asymptotic expansion of the reflected component for an
incoming sech-like wave packet can be computed in a
straightforward fashion. Let the incoming wave packet
be
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F,,=Ejsech[2n(x —x)]e*/?* |

where ¥ <<0 and of width 5~ !'>>1. Then its Fourier
transform is

Observe that since F;, is broad, A(k,) is very narrow
with its peak located at k,=v/2. We now find the
leading-order term of the asymptotic expansion for large
z of the second term in (6) using the stationary-phase
method. Itis

x+X+ =

1/2 B 28

2B

v
“ R(k)A(k ' < dk 2va
f'xR( Ak Jexp |i [k, x+ 35 dk, ~ p
where
=12
b= —nd) = X

283 4z

In (8) we approximate R(—f(x +x)/VAz)~R(v/2V'A)
which is the first term of its Taylor expansion. Therefore,
if we call the reflected field given by (8) F,, it follows that

v

R
2VA

2
[ IF,Pdx = t [ 7 IF,Pdx )

The portion of the incident power being reflected by an
interface between two linear dielectrics when the incom-
ing wave packet is broad is given by the Fresnel formula
evaluated at k, =v/2V'A. One can now conclude that in
this case, there is total internal reflection if v /2V' A < 1;
otherwise there is partial reflection and partial transmis-
sion. Thus the critical angle 9; is ¥, .;; =sin~ (2V'A).

The leading-order term of the reflected field (8) is the
geometrical optics component. If one describes beams of
light as rays, then the incident beam is a ray given by the
equation x =X +vz. The reflected ray is given by the
equation, x = —X —vz, and the two rays will intersect at
the interface. The reflection coefficient given by Eq. (8)
will be compared with the corresponding one for the non-
linear problem in Sec. III B. The linear Goos-Hanchen
shift appears as a correction to the reflected field F, ob-
tained by going to the next-order term of its expansion
where one must consider the branch points of R(k,).
Relevant recent work in this area is given in Ref. 1.

B. Stationary nonlinear surface waves

This subsection will illustrate how one computes the z-
independent stationary TE NSW’s at the interface
separating two nonlinear dielectric media with positive
Kerr coefficients. As remarked earlier in the Introduc-

E,sech i, 8
osec anz e (8)

z

r

tion, these solutions will represent equilibrium points of
our equivalent potential or critical points of its associated
phase portraits. An extensive literature exists on the
enumeration of such nonlinear stationary surface- and
guided-wave solutions for both TE and TM waves.!® At
the end of this subsection we will present the stationary
NSW solutions for a linear-nonlinear interface. These
follow as a special limit of the more general solutions de-
rived below.

If the envelope of the wave F is independent of the
direction of propagation z, then it must satisfy the equa-
tion

d*F(x)

dx? [B*—n*(x,|FI)]F(x)=0 . (10)

For a given 3 a solution of (10) is given by

2AB—n2) 172
—TOP* sech[(B2—nd)'"*(x —x4)],
x <0
Fr(x)= 2ABE—n?) 172
—b—a;—l sech[(Bz——n%)'/z(x—xl)] ,
x>0.

(11

A necessary condition for the existence of these solutions
is that > n}. The three free parameters 3, x,, and x,
are determined from the continuity of F(x) and F,(x)
for the TE wave at the interface. The two equations for
Xg,X, are
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2B —n2) |7
Bao sech[(B*—n3)"*x,]
2( z_—nz 172
= Ba ‘] sech[(B*—n?)"2x,1 (12
1
and

(B2—n2)'*tanh(B*—n2)x,
=(B—n2)"tanh[(B2—n2)"2x,]. (13)

Solving for x,x; we find that

_ 1 1+r(1—p?)'?
X0~ 2 2\1/2 _ L, 2\1/2 (14)
2(B7—nyg) I—r(1—p°)
_ 1 1+ (1 —p?)!?
XNE ST AT i (13)
2B —n7) 1—(1—p*)

where p?=(n3—n?)/[(1—a)B—n?)] must be less
than 1 in order to have real solutions, and r
=[(B*—n3 )/(Bz—né)]”z. The condition p? <1 implies
a condition on f3, namely,

2
>ng .
a 0

B> B =ni+—2

These solutions which we refer to as F*(x), correspond
to wave packets whose envelope has a peak at x,>0.
However, observe from (12) and (13) that if x, and x,
satisfy these equations, so also do —x, and —x,. There-
fore there is a dual family of steady-state solutions,

2B —n2) 2
-—B—a——O— sech[(B*—nd)V 4 x +x,)],
0
F (x)= x <0
Z(Bz_n2)1/2
—a—lw sech[(B2—n?)"2(x +x,)],
1 0< X
(16)
where now the peak of F~ (x) is at x =—x, <0. Typical

plots of F and F~ are shown in Fig. 2.
The power Pt= f * . |F*(x)|*dx corresponding to
these solutions is given by
(BZ_nZ)I/Z (BZ_HZ)I/Z
0 4 1

Qo a;

Pt=2

: | 172
,_i_
a; @y

A
l—a

+

(17)

In Fig. 3, we plot 3 versus P for the case @ =0.25, where
the branch ABCD corresponds to P+ and the branch DE
to P~. We note that 3, corresponds to the value of 3
where F7(x)=F (x), or where x,=x,=0, and that
there is a critical power P, below which no steady-state
solutions exists. Also plotted in Fig. 3 is the correspond-
ing X versus P graph, where X is the position of the peak
of the steady-state solution; that is, X =x, for F*(x) and
X =x, for F " (x). We label the branches the same way as

1.00
0.75—  F- F+
0.50—
0.25—
I
-30  -15 0 15 30

X

FIG. 2. Plots of F'(x) and F (x) for values of a,=0.5,
a,=2.0,n3=0.11,n?=0.01, and 3=0.7.

in the 8 versus P graph.

The above stationary analysis does not address the im-
portant question of stability of these NSW’s. By stability,
we simply mean that, assuming that we can couple such a
wave to the interface, it will remain localized at the latter
as it propagates. The general question of the stability of
nonlinear surface and guided waves is complicated and
much of the analysis to date has been numerical, involv-
ing use of the beam propagation method to launch the
stationary NSW’s or NGW’s at various points on the P
versus B characteristic curves.*®® This approach is of
limited use, requiring heavy computational effort in a
narrow physical parameter window. The first analytic
stability result for a certain class of nonlinear guided
waves based on a topological argument® has been
confirmed numerically by a number of authors. A more
recent work has extended the analytic stability predic-
tions to a wider class of NGW solutions.” The equivalent
particle picture, in addition to giving quantitative insight
into the global beam reflection and transmission proper-
ties, will provide the stability properties of the stationary
NSW solution branches of the P versus 3 characteristic in
Fig. 3, automatically. We will show that the branch
ABC is stable and that the branch CDE is unstable even
though, in this case, 3P /93>0 along DE. This means
that the stability criterion suggested in Ref. 4 that P in-
creasing (decreasing) with respect to 3 infers stability (in-
stability) is not true in general. It is, however, true in the
particular situation of the linear-nonlinear problem.
Also, we notice that the stable solutions occur only when
the peak is in the medium with the higher nonlinear re-
fractive index «a;.

We conclude this section by showing that one can re-
cover the steady-state solutions of the linear-nonlinear
case given in Ref. 10 by taking the limit =0 in F ¥ (x).
For x >0,

lim F*(x)
a, -0

a,

Xsech[(B2—n?)"%(x —x )], (18)
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FIG. 3. Plots of X vs P and B vs P for =0.25. Branch ABCD corresponds to F* solutions, and branch DE to F~. Branch ABC

is stable and branch CDE is unstable.

with
SR Wil U SSAOPS
Z(Bz_n%)]/z (Bz_n%)l/z_(Bz_né)l/Z
For x <0,
172
al(,iToF+(X): Z(_nil;n_i exp[(B?—nd)""2x], (20)

which is found from the limit of Eq. (14) as a;—0 using
the fact that

1/2
A

da,(B—n})

lim exp[ —(B2—nd)%x,]=

ay—0

ap

Equations (18)—(20) are the solutions of the linear-
nonlinear case.* For this case limao_,OPD = o0, in agree-

ment with the fact that all steady-state solutions of the
linear-nonlinear case have their peak at positive x. This
fact is obvious once we observe that since Eq. (3) in the
linear case is purely dispersive, an initial wave packet
propagating in such medium will always spread, losing its
original shape. The infinite-power solution at P, corre-
sponds to the infinite-plane-wave case studied in Ref. 11.
Figures 4(a) and 4(b) show, respectively, the 8 versus P
and X versus P plots for the case a=0. The stability of
these solutions will also be discussed in Sec. IV.

III. PARAMETER-SPACE CHARACTERIZATION
OF GLOBAL PROPAGATION EFFECTS

This section is devoted to two important tasks. First,
we scale the propagation equation (3) so as to isolate the
important physical parameters of the problem. This
scaled problem is investigated numerically, using the
beam propagation method, in order to infer the global
reflection and transmission properties of an incident col-
limated optical beam under a wide variety of initial con-
ditions. As in the linear case of Sec. II, we will restrict

the analysis to incoming wave packets that have sech-like
shapes. Since the equation in the left-hand medium is
nonlinear Schrodinger, there exists a large class of initial
profiles that will decompose into a sech-like (spatial soli-
ton) profile and some radiation before encountering the
interface. The Appendix reviews the beam propagation

(a) 170~
1.68—
1.66—

B

164

Do Eo

1.62f—

(b) &
Bo

Ao
DoEo

K
L

FIG. 4. Plots of B vs P and X vs P for a=0. The
branch is stable and the CqD(E, branch is unstable.

A0B,Co
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numerical technique used in the present work. In prac-
tice, we solve Eq. (3) for different combinations of left-
and right-hand medium physical parameters in order to
confirm the validity of our scaling laws.

A. Scaling of the beam
propagation equation

The parameters of this problem are the linear and non-
linear refractive indexes of the two media (n,-z,a,-,i=0, 1),
and the parameters of the incident wave packet, its power
(f fwlFlzdx) and angle of incidence. In total we have
six parameters and the purpose of this section is to find
appropriate relations between them that can give us a full
characterization of the problem with as few parameters
as possible. We will obtain the reduced parameter space
from the proper choice of rescalings and transformations
on the field and the beam propagation equation.

Consider the following set of transformations:

1/2 B
F(x,z)= 24 F'(x',z")e (BE=nd)z/(2p) ’
2%))
where
X Az
'=vVA —
e X, Z 2[)’ s
then F'(x’,z’) satisfies
’ 2
l.aF’ o°F FalF2F
az Ix "2

0, x<0
T |F'—2(a7'=DIF'|’F’, x>0
that is, the equation for F’ has only one parameter a.

Now, if the initial wave packet F(x,0) has the form of an
exact soliton traveling in the left-hand medium,

F(x,0)=2/c1402”qosech2770(x—)?o)ew(’”2 ,
then
2 2n0(x' =X ) w.x'/2VA
Fl(xl,0)= ‘/T]_AO SeCh 770 ‘/K 0 elUOX /2V A )

What this means is that for a fixed value of «a all initial
conditions with the same values of 7,/V'A and vy/V'A
will show the same behavior except for a multiplicative
constant 12 /a, of their respective amplitudes. Since we
will characterize the different behaviors in parameter
space in terms of the ratio of reflected to incident power,
this constant is not relevant to the analysis. Now that we
have been able to reduce the number of parameters to 3
we will map out in this parameter space, the regimes of
different behavior of an incident sech-like wave packet at
an interface between two nonlinear dielectrics.

B. Parameter-space representation

In order to obtain a detailed picture in parameter space
we performed an extensive numerical analysis covering a
wide range of parameters. In each case studied, the
amount of power reflected was measured from the nu-
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merical simulation and the asymptotic state of the field
was established.

We have observed three different regimes in each
a=const plane that we shall define as linear, intermedi-
ate, and the strongly nonlinear. The linear regime is
found for small values of 7,/V'A (less than 0.05 in all
cases), that is, when the incident wave packet is broad.
Here the evolution of the wave packet as well as the
amount of power being reflected was insensitive to a.
Furthermore, the way the wave packet is distorted at the
interface before it splits into a reflected and a transmitted
component is very reminiscent of the linear case; that is,
we see an interference pattern at the interface that creates
two dispersive waves: one is transmitted and the other is
reflected [see Fig. 5(a)]. The reflection coefficient follows
very closely that of the linear case obtained in Sec. IIT A,
as we can observe in Fig. 6(a), where we compare
IR (vy/V A)|? given by the Fresnel formula with the nu-
merical measurements obtained for 71,/V'A=0.05 and
a=1. Recall that the results are insensitive to the magni-
tude of a in this regime.

Once we start increasing the parameter 7,/A, the be-
havior is no longer linear. Instead we still see two
different behaviors which we define as intermediate and
the strongly nonlinear. The equivalent-particle theory
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FIG. 5. Evolution of an incident wave packet for three

different values of 7,/A: (a) 0.05, (b) 0.3, (c) and (d) 0.8. In

(a)-(c), vy/V'A=1.9, which is below the critical angle of total

reflection (vo/V'A=2); and in (d), vo/V'A=2.2. In all cases
a=1.0.
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FIG. 6. Plots of (a) the reflection coefficient |R | vs scaled incident angle vo/\/z for a=1.0. Three cases corresponding to
different 7/V'A are shown. The dashed curve is the Fresnel formula for linear reflection of a plane wave. (b) (1,/VA,v,/VA)
parameter-space representation of the linear, intermediate, and nonlinear regimes for three different values of a, 1.0, 0.9, and 0.5.

developed in Sec. IV is valid in the nonlinear regime.
Our immediate objective now is to specify both numeri-
cally and analytically the boundaries separating this re-
gime from the intermediate one. To achieve this, we nu-
merically solve (3) for a given initial wave packet, whose
width 7, ! is narrow enough that it lies outside the linear
regime. In order to understand what characterizes the
nonlinear regime for different values of the parameters, it
is necessary to present here some of the predictions that
will be proved and explained in detail in Sec. I'V.

We begin by considering the case a > ¢, since for these
values of a the equivalent-particle theory predicts that in
the strongly nonlinear regime a single wave packet pre-
vails with very small losses in radiation [of the order of
(1—V'a)?] whenever it crosses the interface. Also a new
relation  between the parameters S,=1/4(1n,/
V'A)X(1—a), will play an important role in the global dy-
namics and, in particular, it gives an explicit relation, for
a fixed a, between 17,/V A and v,/V A that separates the
cases of total reflection from those of total transmission,
whenever S, > max(1/a,2/3a?). The expression is

(vy/V'A)?
=1. 21)

4(1—a®)(ny/V'A)? N
3a? 4

This represents an ellipse in the (1,/V'A,v,/V'A) plane,
and we will now see that a section of it defines one of the
boundaries of separation between the intermediate and
the strongly nonlinear regimes.

From our numerical analysis we were able to conclude
that if @ <1, a beam that crosses the interface from left to
right always behaves as predicted by the strongly non-
linear theory. That is, it loses a very small amount of
power into radiation and instead the wave packet initially
narrows as it crosses the interface. This is intuitively
clear since the wave packet is now in a medium with a
higher nonlinearity so that the focusing effect is more
prominent. If the wave packet was reflected and crossed
the interface going again to the left-hand medium, we ob-

served in some, but not all cases, a significant change in
the original wave packet. In some instances bigger losses
of power into radiation or even soliton breakup were evi-
dent, both being contrary to the predictions given by the
strongly nonlinear theory. Details of these phenomena
are postponed to II.

The above observations mean that for § <a <1, and
no/V'A>0.05, if v/V'A is such that the wave packet is
transmitted, the behavior is consistent with being in the
nonlinear regime. This means that one of the boundaries
that separates the intermediate from the strongly non-
linear regimes has an analytical expression given, for each
a, by Eq. (21). If, on the other hand, the angle of in-
cidence (proportional to v) is small enough so that the
peak of the wave packet does not cross the interface, once
again the equivalent-particle dynamics prevails, con-
sistent with strongly nonlinear behavior. Therefore we
expect a second boundary to the left of the section of the
ellipse represented by Eq. (21). We found no analytical
expression for this boundary. Instead, we inferred its
form from the numerical simulations. It is important to
mention that this latter boundary as well as the boundary
separating the linear from the nonlinear regimes were
constructed from the numerical simulations. Our numer-
ics confirms the analytic prediction for the right-hand
boundary when a <1. We observe in practice that all
transitions, whether from the linear to nonlinear or from
the intermediate to the strongly nonlinear regimes were
very sharp. The boundary separating the linear from oth-
er regimes is consistent with an asymptotic estimate,
which is not given here. Finally we observed that, except
for the case a=1, both boundaries separating the inter-
mediate from the strongly nonlinear regimes intersect at
a finite value of 7,/V'A. That is, for every a bigger than
4, there is a critical 7,/V A, that depends on a, above
which the strongly nonlinear regime prevails for all an-
gles of incidence.

Figure 6(b) shows the three regimes for three values of
a, 1.0, 0.9, and 0.5 where we see that as a decreases the
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nonlinear regime becomes more dominant. It is interest-
ing to observe that the value of S at the intersection point
of the two boundaries was found to be always close to 4
for all the different values a’s that were studied. This
suggests the possibility of defining the corners by the con-
dition
1 —
4(ne/V A (1—a)

This defines the maximum value of 1,/V A for which the
intermediate regime can exist; it is

2
Mo

VA

S S
16(1—a)

max

Note that (19/V'A)2,,— © as a— 1, consistent with the
numerically observed fact that for the a=1 case, the in-
termediate regime extends to all possible values of
(19/V'A)?, albeit in an ever decreasing velocity (angular)
window about critical vy /v A=2. An explanation of this
phenomenon could be that, for this case, the lack of self-
focusing action associated with a larger nonlinear
coefficient in the right-hand (or left-hand) medium means
that the incoming wave packet “feels” the full impact of
the perturbation due to the linear discontinuity in refrac-
tive indexes. Consequently, more incident power may be
converted into radiation or even lead to breakup at the
first crossing of the interface, contrary to the a <1 case.
In this special case we observe that, even for transmitted
wave packets, losses in power not predicted by the non-
linear theory were always observed [see Fig. 5(b)]. How-
ever, as 1,/V' A increases, the nonlinear regime dom-
inates, and then we see, for the a=1 case, either total
reflection [Fig. 5(c)] or total transmission [Fig. 5(d)].

If a<$, we will see in II how the description of the
nonlinear regime becomes slightly more complicated be-
cause, for these values of a, the transmitted wave packet
will split into several soliton components in the right-
hand medium. Each soliton will then evolve separately
and, in some cases one of the new wave packets may be
reflected back to the left-hand medium. In this case the
asymptotic state will consist of several soliton com-
ponents, some transmitted, some reflected, and radiation.
Here, we have not found explicit boundaries separating
the different regimes, although we can say that the behav-
ior described here and explained in more detail in II is a
good approximation of the true behavior for a wide range
of parameters (see, for example, Table I).

Our extensive numerical study in this section has estab-
lished the existence of three distinct regimes of behavior

TABLE I. List of the relevant parameters of the problem. A
fourth parameter S;=4/(1,/V A)*(1—a) will also play an im-
portant role in the equivalent-particle theory.

Nondimensional power 770/\/§
Nondimensional angle vo/VA
Ratio of nonlinear

refractive-index coefficients a

in [1o/V(A),vy/V (A)]-parameter space. For broad in-
cident channels [7,/V(A)<0.05] the reflection and
transmission behavior is insensitive to the magnitude of a
and identical to that of a linear wave packet. As the
reflected or transmitted components depart from the in-
terface they gradually disperse as expected for linearly
diffracting waves. In the intermediate regime, when near
the critical angle, the incident channel again splits into a
partially reflected and a partially transmitted component.
Now, however, each component may remain as a local-
ized self-focused channel (spatial soliton). A full analysis
of this regime should include equations of evolution for
the continuous spectrum of the linear eigenvalue problem
associated with NLS [see Eq. (A1) of II], since what we
observe is that, at the interface, the perturbation excites
other nonlinear modes instead of only perturbing the pa-
rameters of the incoming soliton. In the fully nonlinear
regime, the incident channel is either totally reflected or
transmitted as it is tuned through the critical angle. The
finite amount of radiation generated due to interaction
with the interface can be accurately estimated as we shall
see in Sec. IV. This latter regime is the focus of the rest
of the paper.

IV. EQUIVALENT-PARTICLE THEORY

This section presents the main result of our paper. For
pedagogical purposes, we develop the equivalent-particle
theory in a series of steps. First, we consider the case
where the peak of the wave packet stays on one side of
the interface for all time. In this situation, the discon-
tinuity at the interface acts as a finite, uniformly small
perturbation, on the tail of the beam. This interaction, in
turn, can cause the incident self-focused channel to bend
away from interface. The equivalent-particle picture will
allow us to monitor the channel peak intensity location as
either the incident angle or power are varied. A similar
development follows automatically for the wave packet
restricted to the right-hand medium. The final step will
be to allow for transmission through the interface from
left to right or vice versa. The end result will be a theory
which replaces the computationally intensive and restric-
tive beam propagation method by the simple and intui-
tively appealing problem of the motion of an equivalent
particle in an equivalent potential. In other words, the
global characteristics of beam propagation near an inter-
face reduce to studying Newton’s equations of motion.
The beam propagation method will be used to check the
accuracy of the theoretical trajectories. The theory will
also indicate under which conditions a wave packet ap-
proaching the interface will cross it.

A. Self-focused channel in
the left-hand medium

Suppose that a single wavepacket evolves in z such that
its peak always remains in the left-hand medium. It will
soon be clear what this assumption means in terms of the
shape of the envelope F of the TE field.

Let
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12 i(B2—nt)z/(2B)
] —hn 4
A(x,7)e 0 ,

F(x,z)= [—2*
Qo

where 7=z /23, whence A (x,7) satisfies

34 , 3*4
—— -+
! a7 Ix?

+2| 41’4 =Vv4 . (22)

The perturbation potential V'is

0, x<0O

V= A—2[a"'—1]14]3, x>0

(23)

where A=n2—n?. We now see that by defining F and 7

as is done here the A(x,7) satisfies the NLS equation
with an extra term on the right-hand side. In the absence
of an interface, a=1, A=0 and therefore ¥ =0. In that
case it is well known that the general solution will consist
of soliton and nonsoliton components. The amount of
each can be determined from A(x,0) using inverse
scattering theory. Given (22), it is easy to write the fol-
lowing exact expressions for the rate of change of the
normalized dimensionless power:

p=[" A4a*dx

(the total power P=f°° FF*dx =2p /a,), the average
position “

)?Zp“f:chA*dx ,

and the average velocity

v=ip‘1fj°

of the normalized field 4 (x,7).
We obtain

24* _ .04

A
A
dx dx

dx

dp
_:0 s
dr

i _,
dr ’
dv
dr

These expressions are exact and involve no approxima-
tion. The equivalent-particle description is obtained by
making the assumption that the field moves collectively,
in the sense that its local intensity A4* is a function only
of x —Xx (7). The motivation for this approximation is as
follows. An arbitrary wave packet, initially a long way
from the interface, will break up into soliton, multisoli-
ton, and radiation components and the interaction of
these different components can be treated separately. For
simplicity, we are always going to assume that the incom-
ing wave packet is a single soliton for the medium in
which it initially travels, which for the moment is the
left-hand medium,

A (x,7)=2nsech[27y(x —X)]e/?*/2129) | (25)

(24a)
(24b)

1 4
=—2p ‘fw%;AA*dx : (24c)

withdx /dTt=v,and do /dT= —v2/8+277(2,.
We will indicate in the second paper of this series what
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happens if the initial wave packet consists of several such
solitons bound together. Assuming that the wave packet
always resides in the left-hand medium, the perturbation
term on the right-hand side of (22) will remain small,
even for reasonably large nonlinear refractive-index
mismatches. We can capture the effects of the interface
by allowing the soliton parameters, its velocity v, and am-
plitude 7, to vary slowly with 7. The basic approach
presented here relies on the fact that the right-hand side
of (22) is small. In this context it should be applicable in
many physical situations where the NLS equation de-
scribes the evolution of some physical quantity and V
represents perturbations, such as material defects,
higher-order dispersion, or nonlinear terms, that could
exist in the original equation but are neglected to first ap-
proximation. For example, we shall see in paper II that
when ¥V is proportional to x representing a ramped
refractive-index gradient, the solution found using this
approach agrees with the exact solution. The latter is ob-
tained after a transformation that reduces the original
equation to an exact NLS.° Another example is the evo-
lution of temporal pulses in optical fibers where a typical
V is of the form [i3,(3%/dx3)+B,(3*/dx*)]+y]d4 /3x|?
(Ref. 12) and where the theory predicts that soliton pulses
under this type of perturbations will decelerate at a rate
proportional to the pulse width.!* In this latter problem
the x variable represents time.

This approach has also been taken for situations in
which ¥V contains terms that account for gains or losses in
which p is no longer a constant. To see some examples
the reader is referred to Ref. 9. Finally there is also the
case of the dynamics of solitons under random perturba-
ti(:?s where V would be a random function of x and/or
T.

Going back to the problem considered here, from the
conservation of power, if 4(x,7) is given by (25), then
the soliton width 7, is constant, but from Egs. (24b) and
(24c¢)

dv _ d’% _ 1 e OV .

dr o J© S Aavdx (26)
Since AA4* is simply a function of x —X(7), the force on
the right-hand side is a function only of X and can be
written as the gradient of a potential,

dzf _ aUL (i)

dr? ax
where U, (X) is the integral in X of the right-hand side of
(26).

To determine the explicit form of U; one has, from
(23), that

, 27

v _

3x Ab(x)

3| A|?
x

+2(1—a  Hd(x)| 4>+ 2(1—a  HH (x)

where 8(x) and H(x) are the Dirac 6 function and the
Heaviside function, respectively; then
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14 ~ -
2p lfingA*dx=2p a4 (x))?

+(1—a H4x)*].
Therefore, if one defines
M AH)=248lA*+2(1—a" H]A|*,
Eq. (26) becomes
dx
dr?
Finally, by comparing (26) and (27) one has that

U ) =p " [M(4(s)ds .

=—p M 4(x)?) .

Using the soliton expression for A (x,7), the equivalent
potential is

U, (X)=A(1—(aS,) "tanh(2n,%)
+(A(3aS,) Dtanh?*(2n,%) , (28)

where S, the mismatch ratio is given by

5 — 1
O Ane/VAY(1—a)

This parameter S, which depends on the power of the
packet and on the nonlinear refractive-index mismatch,
characterizes the shape of U;, which together with the
initial kinetic energy 03/2, defines in a unique way the
full evolution of the equivalent particle. The first result
one can obtain from taking the first derivative of U,

dU,
dx

=210A sech?(29,% [ 1 —aS, 'sech?(21,%)] ,

is that a critical point of U; (dU; /dx =0) exists only if
aS, <1 and that it is always a maximum. If, on the other
hand, S, =1, U, is an increasing function of X.

Equation (27) is simply Newton’s second law of motion
and we know that for a given set of initial conditions (po-
sition and velocity) there is a unique trajectory that the
particle will follow. Typically the set of all possible tra-
jectories is presented in a phase plane (X versus) plot,
since they have an analytical expression

vAX)—v3=2[U (Xy)— U, (X)],

where (X,,v,) are the initial position and velocity of the
particle. Given this, one can say that the motion of the
particle and thereby the dynamics of the surface wave
can be read off directly from the graphs of U, (X). Two
graphs of U, (X) are drawn in Fig. 7: the first case, where
aS, <1, shows a maximum for U, ; whereas for the case
aS, > 1 the potential is always increasing. In all cases U,
is only defined for X <0 since the theory was developed
for the left-hand medium.

In order to start interpreting the results, let us review
what the motion of the equivalent particle says about the
evolution of the light beam in the dielectric. First, let us
remember that the position of the particle represents the

UL
—0.04
(O)GSQ=O.53

x|
U
ot

(b)a =1.55

--0.08

FIG. 7. Graph of U, (X) for aS, <1 and aS, = 1, respective-
ly. In the first case, U; has a maximum for some X <0 and in
the second case U, is an increasing function of x.

location of the beam in the medium and, if the equivalent
particle approaches the position X =0 with velocity v,,
this means that the beam is approaching the interface
with an angle of incidence ¢, which is proportional to
sin”'v;. Similarly, when the particle stops and bounces
back toward X = — o with speed |v, |, this means that the
beam is reflected at an angle v, proportional to sin™![v,|.
Finally, if the beam crosses the interface, and this case
will be discussed in Sec. IV C, and departs from it at an
angle y,, the equivalent particle would be in a trajectory
going + oo with velocity proportional to siny,.

Let us start now by observing that particles initially far
away from the interface but with initial velocity v, such
that its total energy v3/2+U,(x,) is bigger than
max(U; ) will cross the interface. To understand what
happens in the right-hand medium we will construct a
similar potential for that medium in Sec. IV B.

We can already find two global results from this part of
the analysis. First, the theory shows that if @S, > 1, there
are no critical points in U, (X); that is, there are no corre-
sponding steady-state solutions in the left-hand media.
On the other hand, if aS, <1, there is a maximum in
U; (X) corresponding to the existence of an unstable
steady-state surface wave centered in the left-hand medi-
um and corresponding to the exact solution F ™ (x) in
(16), which we now see is unstable. Also at the critical
value aS,=1 the maximum is at X =0 corresponding to
point D in Figs. 3(a) and 3(b).

We compare the trajectories of the equivalent particle
given by solving (27) with the trajectory of the peak of
the self-focused channel found by numerically integrating
the full equation (3). In Fig. 8 we show in a phase-plane
diagram two trajectories of reflected wave packets corre-
sponding to a=0.75 and 0.25. We observe that the
agreement between theory and the numerical simulation
is remarkable, even for a larger nonlinear refractive-index
mismatch. Both trajectories exhibit a large phase shift, a
nonlinear analogue of the Goos-Héanchen shift. Since, as
we shall see, the nonlinear Goos-Hanchen shift also exists
for reflected beams that cross the interface, we will dis-
cuss this phenomenon only after considering all possible
situations in Sec. IV B.
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FIG. 8. Phase plane of the equivalent particle (continuous
curves) corresponding to wave packets traveling in the left-hand
medium at all times. Here the interface is at X =0. Dotted and
dashed trajectories were obtained by integrating Eq. (3) for
a=0.25 and 0.75, respectively. The value P of the incident
power is 2 in both cases.

B. Self-focused channel in the right-hand medium

An exactly parallel analysis is obtained when the wave
packet stays in the right-hand medium, except that, in
this case, we will find that the critical point of the
equivalent potential is a local maximum and therefore
stable.

Let

a,

F(x,z)= A (x,T)exp

i(B*—n?)z
2B '

then A (x,7) satisfies (22) with

—A—2a"'"—1)] 4], x<0
Vix)=

0, x>0.

If A(x,7)=2n;sech[2n,(x —X)]e**/2T29) where do/
dr =—v?/8+2n}, the corresponding equations to
(24a)—(24c) are

dp

£ =0,

dr

dx |

dr ’

dv __ OUk

dr ax

where the equivalent potential defined for X >0 is

Up(X)=A(1—S; Vtanh(25,3)+ 3—§—tanh3(2nlf) ,
1

(29)

where

S = !
Y4, VA1)

We show the graph of Ug(X) in Fig. 9 for three typical
cases: the first one corresponds to the case S| >1 and
Uk (X) is an increasing function of X. Both 9(b) and 9(c)
correspond to cases where S; <1 and they show a
minimum for Ug(X), but in 9(c) Ug(0)> Ui () and the
opposite is true in 9(b). As we can see the theory predicts
that above a critical power, which occurs when S, <1,
there is a minimum for Uy (X)) that corresponds to the ex-
istence of a stable steady-state solution in the right-hand
medium. This solution is F*(X), given in (11) for the
branch ABC.

So far, these equivalent potentials have given us the
stability properties of branches DE from the potential U,
obtained in Sec. II B, and now of ABC of Figs. 3(a) and
3(b). At this level of approximation, the theory does not
predict the existence of the solution F*(x) on branch
CD. This is because we approximated the exact station-
ary solution by a soliton in order to find an explicit form
of the potential. One can expect that corrections to this
approximation would produce a slight change in the po-
tential. For the purpose of the global dynamics this ap-
proximation is good enough to describe and predict the
behavior for a wide range of initial conditions on the
wave packet and parameters of the dielectrics. We will
not attempt to construct a next-order term for the
equivalent potential. Instead, we will simply argue that,
based on the shape of the potentials and on numerical
evidence, for powers of the wave packet corresponding to
the branch CD of Fig. 3, the correction on Uz would be
such that it would have a maximum between X =0 and
the position of the minimum, and that would correspond
to the F*(x) solutions of that branch which therefore
would be unstable.

As in the previous case, we tested theoretical trajec-
tories with trajectories obtained from the numerical solu-
tion of Eq. (3), and in Fig. 10 we show in a phase plane
two trajectories: (i) with parameters such that the
equivalent potential is that of Fig. 9(a) in which case the
particle approaches the interface from the right but with
initial energy less than Ug(0) and therefore circles the
center and returns to + c without crossing the interface,

S=0.4 ( c )

-0.08

FIG. 9. Graph of Ug(X) for three cases. The first one for
S| = 1 and the second and third for S| < 1, where there is always
a minimum for some X >0. In (b) U(0) < U( ) and the oppo-
site is true in (c).



39 THEORY OF LIGHT-BEAM PROPAGATION AT ... . I. ...

x
o
Illlll]lllllllll

FIG. 10. Phase plane of the equivalent particle (continuous
curves) corresponding to wave packets traveling in the right-
hand medium at all times. Again the interface is at X =0 and
a=0.75 and P =2.0 for both trajectories.

and (ii) a particle oscillating about the minimum of
Ugp(X). We observe again that the agreement is excellent
even in case (ii) where the wave packet stays close to the
interface for all times. The numerical and theoretical tra-
jectories remained closed even after five cycles. We note,
however, that a particle with enough initial energy will
cross the interface. Therefore it is clear that we need to
extend the theory if we want to consider the situation in
which a wave packet crosses the interface either from left
to right or vice versa.

C. Transmission through the interface

If we are in the nonlinear regime shown in Fig. 6(b),
then whenever the initial angle of incidence is big enough
to guarantee that the wave packet will cross the interface,
it will do it over an effective propagation distance of
v " '7,. In most cases this distance is small and under
these conditions the assumption we take is that the wave
packet does not significantly change shape during the
crossing. We will find that this approximation turns out
to be excellent in almost all cases. However, once it has
crossed it will experience the new medium with new pa-
rameters and therefore the wave packet will reshape.
The theory needs to be extended to explain this behavior.
The question that we need to address now is how to
decompose the initial data corresponding to the wave
packet in the new medium into its soliton and radiation
components. We will see that if the nonlinear refractive-
index ratio a is greater than %, then a single wave packet
crossing from left to right evolves into a single wave
packet with a small amount of radiation left over. If the
power of the incident beam is P;=8n,/a, then the
power _in the transmitted beam is P;=167,/
ag(l/Va—1) and the power in radiation is
P,.a=P;—Pr=8n/a,1—Va)’. For this case, a global
dynamics will now be constructed which is an extension
of the theory developed in the previous subsections. We
will also make a connection with the numerical results
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obtained in Sec. III. Contact will also be made in Sec.
IV with previous work, where phenomena similar to
those predicted here have been observed and left unex-
plained. This section ends with a definition of the non-
linear Goos-Hanchen shift which has a natural interpre-
tation in the equivalent-particle picture.

Our earlier analysis in this section showed that, in the
nonlinear regime, generically the potentials U, (X) and
Ui (X) have finite slopes at X =0 and therefore the veloci-
ty v of the equivalent particle at the interface is finite.
The crossing occurs quickly in a distance of v ~! times
the soliton inverse with 71,. As shown by Fig. 6(b), it is
only within the hornlike regions separating the nonlinear
from the intermediate regimes that the crossing of the
wave packet is slow enough that the assumptions made
here do not apply. When the crossing time is indeed
short, the wave packet does not significantly change
shape during the crossing. However, once it has crossed,
it will no longer be a perfect soliton of the new medium
and it will consequently decompose into the normal
modes associated with the new medium. We present the
details of the analysis on how to determine this decompo-
sition in paper II. However, if the nonlinear refractive-
index mismatch is small enough such that a > ¢, a soliton
wave packet in one medium gives rise to a single-soliton
wave packet in the other and very little radiation is pro-
duced at each crossing (see, for example, Fig. 11). There-

/2%

S

0] X

FIG. 11. Full evolution of a transmitted wave packet for
a=0.75 and P=2.0. The initial and final wave packets show
how it reshapes in the new medium and that little radiation is
produced.
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fore, in this case we can construct a composite theory
which describes the global dynamics of a single-soliton
wave packet. To do this we simply assume no radiation
losses and piece together the left- and the right-hand po-
tentials U; (X) and Uz (X) by defining the composite po-
tential

U(x)=H(x)Ug(x)+[1—H(x)]U,(X), (30)
where H is the Heaviside function and U, (X) and Ug(X)
are given by the expressions (28) and (29) derived in the
previous subsections. We emphasize that if P is the ini-
tial power of the wave packet, neglecting radiation losses
effectively means that in (30) ny,=ayP/8 in U, and
m=a,P/8 in Uy, or n,=n¢/a, which also gives us a re-
lation of the parameter S corresponding the right-hand
medium with that of the left-hand medium, Sl=a250.
This is a better approximation to the true values of 7
than keeping the same 7 for both U; and Ug. To see
this, we calculate the difference between 74
=2ny(1/Via—1) and the two possible approximations
n,=17y and 7,=ny/a. In the former this difference is
proportional to 1 —V'a; in the latter it is proportional to
(1—Va)? In (30), U(X) is continuous but its derivative,
the equivalent force, has a small discontinuity at x =0.
The motion of the particle and therefore the dynamics of
the surface wave along any part of the waveguide can be
described directly from the graph of U(x) which is
drawn, for all regimes in the S versus a plane, a> ¢ and
S corresponding to the right-hand medium in Fig. 12. In
cases 12(b) and 12(c) we have a corner at x =0. These re-
gions in parameter space correspond to the interval
(Pc,Pp) of Figs. 3(a) and 3(b), and, at the next order of
the perturbation theory, one should find that the corner
at X =0 both smooths and moves slightly to the right.

We again tested our theory by comparing it with real
trajectories obtained by numerically integrating the full
equation (3). This comparison was comprehensive.
Several comparisons of the true trajectory (formed by nu-
merically obtaining the position of the peak and v) and
the equivalent-particle trajectory were made at each of
the different equivalent potential shapes. In Figs. 13 and
14, we show two potentials and phase planes: one corre-
sponding to values of S, and a so that we are in region
[Fig. 12(d)] of parameter space and another correspond-
ing to region in Fig. 12(f). The two cases are important
because as we show in Fig. 13(b) for a potential like that
in Fig. 12(d) and Fig. 14(b) for a potential like that in Fig.
12(f), they contain all trajectory types: (1) a packet enter-
ing from the left and failing to make it over the unstable
maximum, therefore ending up at X = — c; (2) a packet
entering from the left with enough energy to overcome
U.,..x and end up at X = «; (3) a packet entering from the
right with enough energy to overcome U,_,,, ending up at
X = — ; (4) a packet entering from X = o, circling the
center of the phase plane, and returning to X =oc. For
this last trajectory, according to the theory, the packet
can cross the interface twice (first from right to left, then
from left to right) and (5) a packet oscillating about the
stable center. For other potentials shown in Fig. 12,
every beam trajectory will be similar to one of these two
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cases. In Fig. 15 we show the actual evolution of the
wave packet corresponding to trajectory (2) of 14(b), and
we can see that each time it crosses the interface it
reshapes. Since radiation losses are very small, we can
expect good agreement between theory and the numerical
simulations and indeed from Figs. 13(b) and 14(b), we find
that the agreement is excellent.

We are now in a position to explain the analytic ex-
pression that defines one of the boundaries separating the
nonlinear from the intermediate regimes [Eq. (21)]. It
was argued that the numerical simulations gave a value
of S, bigger than max(a~!,2/3a?) for all cases where the
transition from intermediate to nonlinear regimes hap-
pened. What this means is that at transition in the non-
linear regime, the equivalent potential is like that of Figs.
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FIG. 12. Graphs of U(X) for regions of different behavior in
an (S,,a) plane where a > %. Observe that there are no stable
critical points for negative X. In (b) and (c) the maximum is al-
ways a corner at X =0. In (d), (e), and (f) there is a maximum
for X <0. In (c), (d), and (e) an equivalent particle which enters
from the left with enough energy to overcome the maximum
will travel to X = o and not return. On the other hand, in (a)
(b), and (f) the equivalent particle may enter the right-hand
medium, remain there for a while, and eventually return to the
left-hand medium.
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12(a) or 12(b). In both cases there is no local maximum
[although there is a corner at X =0 in 12(b)] and the glo-
bal maximum of U is U( ). For each potential, the crit-
ical trajectory which separates motion ending up at + o
from that ending up at — o gives the critical velocity of
the equivalent particle (critical angle of incidence),

vg

> U(o)—U(—o0) .
This condition gives, for fixed a, a relation between
vo/V'A and 1,/V'A which defines the right-hand bound-
ary of Fig. 6(b) separating the intermediate from the fully
nonlinear regimes. After substitution of U(X) in this ex-
pression one obtains (21).

D. The nonlinear Goos-Hanchen shift

As was discussed briefly in the Sec. II for the linear
case, it was experimentally observed’ that a reflected
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008 +

0.04

0.0
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FIG. 13. Potential and phase plane for values of the parame-
ters =0.75, A=0.1, and P=2.0. We show all typical trajec-
tories. Observe that the agreement is better when the wave
packet does not cross the interface. This is the case for the os-
cillatory trajectory in the right-hand medium and the trajectory
that comes from — o and is reflected before crossing the inter-
face.

wave packet suffered a shift from the position predicted
by the geometrical optics approximation. For the non-
linear problem, and with the equivalent-particle descrip-
tion there is a natural analogue of the Goos-Hinchen
shift. It is simply the difference in the asymptotic value
of the z location of the equivalent reflected particle as
X — — oo and the location of a free particle that bounces
at the interface. From this definition the analytical ex-
pression for the nonlinear Goos-Hinchen shift 8z is

x X
5z=28 | [ [v \x)—vg  lax + L |, (31)
— o0 UO
where
viAx)=v3 —2U(X)+2U(— ),

and x is the penetration distance, namely, the value of X
at which v§=2[U(X)—U(— w)]=2K. The graph of &z
versus K is shown in Figs. 16(a) and 16(b); in the first
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FIG. 14. Potential and phase plane for values of the parame-
ters a=0.75, A=0.1, and P=1.52. The difference with the
previous case of Fig. 13 is that now we can have a wave packet
coming from — oo that crosses the interface and is reflected,
ending up at — oo (trajectory 2), which is the opposite of trajec-
tory 2 of Fig. 13.
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case, which is typical for potentials with U, <U(o),
we have two singularities: a logarithmic singularity for
K,=U_,,—U(— o) which corresponds to a beam that
stays trapped to the unstable NSW (in an actual experi-
ment one would expect a large but finite nonlinear Goos-
Hanchen shift with the beam being eventually reflected);
the second singularity is algebraic for K,=U(o)

J

Vo vo/V A
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— U(— o0 ), which corresponds to the critical trajectory
that separates reflection from transmission. For the
second type of potential where U(ew )< U,_,,, only the
logarithmic singularity exists for K=U_,, —U(— o).
For the particular case where a=1, U(x)
= A tanh(279X) and one can solve for 8z exactly; the re-

vo/VA

VA

— t -
[4—(vy/V A2 an

and in Fig. 17 we show a comparison between this ex-
pression and the resulting shift of the numerical reflected
trajectories for this choice of a.

V. APPLICATIONS AND EARLIER WORK

As a simple application of the theory we illustrate in
Fig. 18 how one might design an all-optical spatial
scanner. In Fig. 18(a) we simply read off the channel tra-
jectories from the phase portraits associated with the
equivalent potential at the fixed power P=0.9. Each tra-
jectory corresponds to a different initial velocity (angle of
incidence) of the equivalent particle (self-focused chan-
nel). Alternatively, we may fix the angle of incidence ¥,
and increase or decrease the incident channel’s power.
Now the shape of the equivalent potential varies slightly
for an equivalent particle incident at a fixed initial veloci-
ty. This case is illustrated in Fig. 18(b). Each trajectory
is obtained by decreasing the power in the incident chan-
nel by 2.5%. The numerically propagated solutions to

z

\K&K

FIG. 15. Evolution of the wave packet corresponding to tra-
jectory 2 of Fig. 14. We can see that every time the wave packet
crosses the interface, it reshapes and no radiation can be detect-
ed.

[4—(vy/V A2

sult is

Eq. (3) confirm the accuracy of the theory. A recent
work !> shows that the behavior described here is insensi-
tive to the shape of the incident channel.

We have shown that the equivalent-particle theory
models the numerical simulations extremely well in the
cases where either (a) the wave packet stays in one medi-
um or (b) the nonlinear mismatch « is greater than $.
However, as we shall now see, the theory still produces a
useful qualitative picture, even when the medium on the
left is linear, i.e., «=0. This is an important case, since it
has been studied previously, and in particular we now
discuss the numerical results found in Ref. 3 in which a
series of Gaussian wave packets is propagated from the
linear medium towards the interface for a range of values
of a;.

To make contact with our theory, one can now recog-
nize that once the packet crosses the interface in the non-
linear medium it will decompose into soliton and radia-
tion components just as in the nonlinear-nonlinear case.
The difficulty, which is only technical, is to determine
what these components are. Instead, we will make the
rather crude assumption that the Gaussian becomes a
single soliton in the right-hand medium, with no radia-
tion losses. Once we have a soliton in the nonlinear
medium, we know that we can determine its further evo-
lution in that medium using the equivalent-particle dy-
namics. To achieve this one needs to determine, for each
case studied in Ref. 3, the equivalent potential in the
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FIG. 16. Plot of A7=58z /283, the nonlinear Goos-Hanchen
shift as a function of the total initial energy
E=0v}/24+U(— ), of the equivalent particle. Two typical
cases occur: case (a) when U is like that of Figs. 12(b) or 12(f),
and (b) when U is like 12(a), (c), (d), or (e).
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20—

FIG. 17. Comparison between the theoretical (solid line) and
the numerical ( X ) Goos-Hénchen shift computed from the evo-
lution of the field in Eq. (3). Here ay=a,=1.0, A=0.1, and
170=0.5.

right-hand medium Uy and the local angle of incidence
at the interface (or, equivalently, the velocity of the
equivalent particle at X =0). From the power of the in-
cident Gaussian beam P, and the nonlinear refractive-
index coefficient of the right-hand medium one can com-

(a) go|—

AR

(b) 60—

o
=) S,

X

FIG. 18. A spatial scanner. In (a) we show the different tra-
jectories of incident packets with the same incident angle but
each has different power P,=0.4=0.025(i—1), i=1,2,...,8.
In (b) all incident wave packets have the same power P=0.9,
each having a different incident angle. The equivalent-particle
theory provides ways to determine where each wave packet is at
the end of the device.

pute the soliton parameter 7,;7,=a,P, /8. This deter-
mines S| and thus Uy for the right-hand medium. Final-
ly, we determine the velocity of the equivalent particle at
the interface from the angle of incidence given in Ref. 3.
Under the above assumptions, each beam trajectory
shown in Ref. 3 corresponds, in terms of our theory, to a
trajectory of the equivalent particle. Each particle will
have the same initial velocity but will ‘“‘see” a different
potential Uy due to the changing a,. From Fig. 9 we see
that the beam is transmitted or eventually reflected back
into the linear medium depending, respectively, on
whether the initial equivalent particle kinetic energy
K =v(2) /2, which is the same in all trajectories, exceeds or
is smaller than Ug (0 )=A(1—2/35,).
For the linear-nonlinear (¢ =0) case
o M atp?
: A 16A

When we substitute this expression in U( « ) we have that

alP?

U =
(e)=A 24A

1_

which shows that U(«) is a decreasing function of «,
and U(ow0)— — 0 as a;— . Therefore, there is a value
of ay,a,,, for which K=U(«), and in terms of «,, the
packets will be reflected for values of a;>a,
[K <U()]; for values for which a,<a,, they will be
transmitted. This is in complete agreement with the be-
havior of the trajectories in Ref. 3. Furthermore, using
the data of that reference, we estimated the value of a,,
and find it to be 0.016. This is an upper bound to the
value of 0.0112 found by Tomlinson et al. All but three
curves in Ref. 3 (curves C, D, and E ), indeed, correspond
to the particle trajectories whose potentials are like that
of Figs. 9(a) or 9(b). Notice that if a, is close to «,,, the
particle (the self-focused beam) stays a long time in the
neighborhood of the interface and may interact strongly
with it. In such circumstances, the cumulative radiation
loss leads to a continual decrease of the soliton wave
packet 7, and this in turn leads to higher values of S,.
However, as S| increases, the potential Ui (X) becomes
more like Fig. 9(a) or 9(b) for which cases we know the
packet is either reflected or in very special cases trapped.
This scenario is in principle consistent with the three tra-
jectories in Ref. 3 mentioned above, which the authors
refer to as unexplained behavior.

We can also interpret the results of Akhmediev et al.*
They did a numerical investigation of the stability prop-
erties of the stationary solutions in a linear-nonlinear
case. In particular, they found a sensitive behavior when
they perturbed the unstable branch (CyB,) of the F*
solution close to C,, of Fig. 4. If they chose an initial per-
turbation such that the power P was slightly greater than
that of F*, they found that the packet ended up at the
position of a stable stationary solution. On the other
hand, if the perturbed F had slightly less power than F ™,
the packet was ejected into the linear medium. This sen-
sitive behavior is a consequence of the fact that for P near
C, in Fig. 4, the corresponding value of S, in the soliton
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picture is close to unity, the dividing parameter between
(a) and (b) in Fig. 9. Therefore, if we chose a particular F
whose power is slightly greater (less) than P, S is less
(greater) than 1. Figure 9(a) [9(b)] is obtained and the
packet will move towards the stable center (will asymp-
tote to — ).

VI. CONCLUSIONS

In conclusion, we have presented a theory which de-
scribes quantitatively the global reflection and transmis-
sion properties of a self-focused channel incident at an
oblique angle to the interface separating two nonlinear
dielectric media. The theory has been shown to be valid
over a wide range of parameter space by extensive numer-
ical simulation. An accurate estimate of the amount of
radiation generated due to interaction with the interface
has been provided. The success of the theory lies in the
robustness of solitons to perturbations, allowing us to de-
scribe the light channel as a spatial soliton with slowly
modulated parameters.” The presence of an adjoining
dielectric medium serves to deflect the soliton wave pack-
et from its otherwise rectilinear path. We have presented
the nonlinear analogue of Snell’s laws for propagating
self-focused channels. An analytic expression for the
nonlinear Goos-Hanchen shift has been derived and com-
pares satisfactorily with full scale numerical simulations.
One of the main conclusions of this part of our work is
that the equivalent potential’s shape depends on a general
design parameter S, which is the ratio of nonlinear opti-
cal coefficients to linear refractive-index mismatch, divid-
ed by the squared power in the incident channel. If S >1,
no equilibria exist and hence there are no trapped non-
linear surface waves. If S <1, an unstable equilibrium ex-
ists in the left-hand medium and a stable one in the
right-hand one; this is of course dependent of the relative
magnitudes of the material constants, as discussed in Sec.
II. The stability of trapped nonlinear TE surface waves
follows immediately from this result. Our theory pro-
vides a qualitative explanation of earlier numerical beam
propagation studies at a linear-nonlinear interface.

Our discussion was limited to the parameter region
+=a=1, where we stated that a single soliton in one
medium will always remain a single soliton in the fully
nonlinear regime, whether or not it crosses the interface.
The reason for this is that below the critical value of %
the incident channel can break up into multiple self-
focused channels after its peak crosses the interface. This
breakup phenomenon will be a major focus of paper II
which follows. The modular structure of the equivalent
particle theory makes its generalization to multiple inter-
faces straightforward. This will be the other major topic
of paper II. A preliminary report on part of the work
presented here and in paper II is contained in Refs. 16.
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APPENDIX

Numerical techniques

The method that will be used in all numerical simula-
tions of the nonlinear partial differential equation (3) is
the split-step fast-Fourier-transform (FFT) method that
was proven to be the most efficient for the case of the ex-
act NLS.!7 The same method, or minor variations of it,
has been extensively used in problems arising from other
nonlinear optical phenomena.!® We never compared this
method with any other used in these type of equations be-
cause it is not the aim of this work, but we tested our
code by solving the exact NLS when the initial conditions
are a one- or a two-soliton state. Although we only com-
pared our solutions with the analytical ones by simply
overlapping them, we made quantitative comparisons of
the first three conserved quantities of NLS, mass,
momentum, and energy. Both the qualitative and quanti-
tative comparisons showed the expected accuracy and
stability of the method. For the case of Eq. (3) only the
first integral f * xFF*dx is conserved, and in all simula-
tions the error on this quantity was within 1% until some
component of the field reached the numerical boundary.

We now outline the method. If we write the equation
for the field F(x,z) in the form

OF _
dz

where L =32/9x? and N are operators that represent, re-
spectively, the linear and the remaining part of the equa-
tion. Since both L and N do not explicitly depend in z we
can formally write the solution at z +8z in terms of F at z
as

I(L+N)F(x,z), (A1)

F(x,z+8z)=e!/LTNO2p(x 7) | (A2)

where the integrating operator is, from its Taylor expan-
sion,

ei(L+N)Bz:I+l-(L +N)SZ+ e

s n n n
+1(L+N')(62) 4. (A3)
n!
We approximate the operator
ei(L+N)5z~eiLSz/2eiNﬁzeiL62/2 (A4)

where the error is O((8z)%), which is obtained after Tay-
lor expanding each operator of the right-hand side of
(A4) multiplying them, and comparing the result with
(A3).

What this means in terms of the error on the solution
is that if F(x,z) is given by

F(x,z+6z)=TF(x,z) ,

where T:eiLBZ/Zeisze iL«Sz/Z’ then
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TF(x,z)|

=|(e!LTN®:_TF(x,z)+ T[F(x,z)—F(x,2)]|

< |(ei(L+N)_T)

=|T|| |F(x,z)—F(

Since ||T|| < « by a simple induction argument, the error
is
|F(x,z)—

F(x,z)|=0((n+1)82)%),

where z=ndz. One should note that the splitting of the
integrating operator presented here is different than that
of Ref. 16. Effectively what this does is increase the accu-
racy by one order in 6z.

To find F(x,z+6z) unde the action of the operator T
is equivalent to solving first

oF,

P ——=|LF, (AS)
in an interval 8z /2 with initial condition F(x,z). Then
solve

JF,

5 =iNF, (A6)

in an interval 8z with an initial condition F, solution of
(A5). Finally one solves (AS) again for an interval 6z /2
but with initial condition F, solution of (A5); this will be
F(x,z+8z). The advantage of this method is that both

F(x,2)|+||T| |[F(x,2)

—F(x,z)]

x,z)|+0((82)%)

(A4) and (AS) are easy to solve. The solution of (A4) is
found by using the Fourier transform and is given by

F, :7—1[eik2(az/2)7(F“n 1,

where F;, is the initial condition and ¥ is the Fourier
transform. Although this is an exact solution of (A4) in
the numerical scheme we use a discrete Fourier trans-
form that introduces errors in the solution of order
O((86x)") where 8x is the distance between points in our
spatial discretization and n is the number of modes one
considers in the discrete finite Fourier transform

The solution of (AS5) is simply F,=F,;e NI
where one uses the fact that N bemg dependent only on
|F|, which is z independent, is in terms of z, a constant
factor in (AS).

Finally, from the solutions we will be monitoring quan-
tities such as power, center of mass, momentum, etc.,
which are given in terms of spatial integrals of F and its
first and second derivatives. We approximate the deriva-
tives using forward Euler approximations, and for each
integral that we compute we use the trapezoidal rule.
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