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Calculations of the single and multiphoton ionization of xenon valence-shell electrons are report-
ed for several wavelengths and laser intensities. The model follows a single valence electron in the
field of an effective core potential, the remaining valence electrons, frozen in their ground-state or-
bitals, and a linearly polarized laser field. Ionization rates and cross sections are determined using a
direct numerical solution of the time-dependent Schrodinger equation using a finite-difference tech-
nique. Excellent agreement with experimental rates and previous theoretical cross sections has been
obtained. Bound states, shifted into resonance by the ac Stark effect, are found to affect the ioniza-
tion dynamics. Departures from perturbation theory at high intensities are demonstrated and dis-

cussed.

I. INTRODUCTION

Multiphoton ionization of atoms by intense laser fields
has been the subject of active theoretical and experimen-
tal interest in recent years. Short pulsed lasers are cap-
able of delivering peak powers which produce rapid, mul-
tiple ionization of isolated atoms in a single pulse.
Theoretical treatments of these processes require a non-
perturbative approach because the strengths of the elec-
tromagnetic fields due to the laser can exceed the
Coulomb interactions in the atom. Also, the excitation,
ionization processes take place on a time scale such that
the temporal pulse shape can play a significant role in the
product states produced. In many instances, the atom
will be predicted to be ionized before the laser pulse has
reached its maximum intensity.'

To study these phenomena, several groups’—® have
found it convenient to employ a time-dependent picture
to investigate the preionization dynamics of the atom,
i.e., to understand how the laser energy is deposited in
the atom, to determine whether collective excitation of
several electrons can play a significant role in producing
the observed rapid ionization, and to determine the ener-
gy spectrum of the emitted electrons. To date, calcula-
tions have been performed mostly on model systems or
on atoms with only one or, at most, two electrons. We
have developed a time-dependent Hartree-Fock (TDHF)
model,” which is capable of representing truly multielect-
ron atoms under the influence of a strong, pulsed laser
field of arbitrary pulse shape, wavelength, and peak inten-
sity. Our TDHF calculations on helium have produced a
considerable amount of information about its ionization
behavior.® This paper reports an initial step toward ex-
tending the TDHF technique to systems with more elec-
trons.

We have performed calculations of the multiphoton
ionization of electrons from the outer shell of xenon. The
model of xenon we have employed is a frozen, single-
electron picture, similar to one we used in helium, based
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on the Hartree-Fock wave function. We have construct-
ed an effective potential for the core electrons using a
Hartree-Slater (local) approximation for the exchange
terms. From this, we calculate the ground-state orbitals
for the outer 5s and 5p electrons, then freeze all but one
of these electrons. The free electron is allowed to interact
with the laser field, and its ionization probability (rate) is
determined by explicitly solving the time-dependent
Schrodinger equation for its wave function. The final
state is determined by projecting the time-dependent
wave function onto field-free states. We have examined
the excitation and ionization dynamics for a number of
wavelengths and intensities. This single-electron model
was found to be very useful in our previous studies on
helium.

A long history of theoretical treatments of multiphoton
ionization of atoms using perturbation theory techniques
has been able to explain most of the experimental obser-
vations.® Only recently have pulse lengths and peak in-
tensities become large enough that the development of
new theoretical methods has become necessary. The re-
sults reported here help to illustrate the multiphoton ex-
citation and ionization process without the complications
of many electrons, but for a realistic, three-dimensional
system. They will assist in the interpretation of the mul-
tielectron calculations which will follow.

In Sec. II, the method used in these calculations is de-
scribed. Section III contains the results of our calcula-
tions, and comparisons to previous theoretical and exper-
imental work. Some conclusions about multiphoton ion-
ization in this system, and directions for future work, in-
cluding the extension of these calculations to the case
where all the valence electrons are free to interact among
themselves and with the laser field, are discussed in Sec.
IV.

II. METHOD

The frozen, single-electron model used in these calcula-
tions is an approximation to the TDHF picture. Here by
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frozen we are referring to the orbitals of all but one of the
electrons which remain fixed throughout the calculation.
We begin with the time-dependent Schrodinger equation
for an atom, initially in its field-free ground electronic
state, subjected to a time-varying laser pulse giving

%wu,n:mw VOW(rD) (1)

where H, is the atomic Hamiltonian. The interaction
term, given by

Vi=— 3 eE(t)z; sin(wt) , ()

assumes that the laser field, linearly polarized in the z
direction, can be treated classically and that the dipole
approximation is valid. Both these assumptions are very
accurate for the intensities and wavelengths we have con-
sidered. We approximate the electronic wave function by
an antisymmetrized product of single-particle orbitals.
Putting this determinental wave function into Eq. (1)
gives the TDHF equations derived and discussed before.®
This is a set of coupled partial differential equations for
the time-dependent orbitals.

The TDHF equations are, in fact, too complex for nu-
merical solution due to the presence of nonlocal exchange
terms. Because we need to solve these equations
thousands of times for a single calculation, we employ the
local free-electron-gas exchange potential of Slater,

Vxclr)=a[3p(r)/87w]'?, (3)

with the modification, described by Herman and Skill-
man,'® which assures the long-range behavior of the total
potential is —1/r. The strength a of the exchange term
was varied until the correct ionization energy, 12.13 eV,
was obtained using a standard Hartree-Slater code. We
ignore spin-orbit terms in the Hamiltonian and therefore
the existence of the second ionization threshold at 13.4
eV corresponding to the %P, ,, state of the ion. Thus we
calculate ionization into a single continuum only. We do
not expect this to affect the rates appreciably for non-
resonant wavelengths, but miss the transitions to the
Rydberg series which converge to this second limit if
they are important at these intensities.

The orbitals in the valence shell (55 and 5p) thus ob-
tained were used to construct an effective core potential'!
after making them nodeless, as prescribed by Christian-
sen.'? A single effective core potential, independent of
angular momentum, is used in our calculations. The
reason for this is that the final state in a many-photon
ionization process will have many orbital angular
momentum components, and it is not feasible to perform
an angular momentum decomposition for the multielect-
ron cases we wish to treat eventually. Since we are work-
ing toward this goal, it makes practical sense to perform
the single-electron, frozen calculations in the same ap-
proximation.

We use the p-wave effective core potential and find that
the calculated energy using this potential for the 5s orbit-
al is 22.3 eV, which compares reasonably well with the
23.4-eV experimental value. This is the energy calculated

on the finite-difference grid, as described below.
Thus we obtain the following equation for the time
evolution of the valence orbitals:

21, 0=[~ ()P + Vicp(r)+ V(D)
+ Vet +Vi(n)]e(r,t), 4)

where i =5s and 5p and
Veou(n)= [drp(r')/ |11 . (5)

In Eq. (5) the effective core potential is actually that gen-
erated as described above minus V., + Vxc evaluated
using the total density of the initial electronic state. In a
complete calculation, V,,, and Vg will be time-
dependent functions of the electronic orbitals.

As described previously,8 a finite-difference numerical
technique is employed to integrate these coupled, partial
differential equations. We use the fact that the Hamil-
tonian is symmetric around the z axis and express the or-
bital functions in cylindrical coordinates, so that

@i(r,t)=p~ X (p,z,t)e'™¢ . (6)

Then we solve explicitly only for the two-dimensional
wave functions X; by constructing a finite-difference grid
in pz space and approximating the kinetic energy terms
using a three-point second derivative in each dimension.
The time-dependent interactions maintain cylindrical
symmetry, so that there is no mixing between different m
states. If circularly polarized light were used, this would
no longer be true and the calculations would be
significantly more complicated.

In these calculations, we solve the single-particle
differential equation (4), with the potential terms frozen
at their initial values. Only the matter-field interaction
V; varies with time. We chose a laser pulse with a field
which increases linearly over a preselected number of op-
tical cycles, then which is held constant for several more
periods so that an ionization rate for this orbital can be
determined. This means the field amplitude E (¢) defined
in Eq. (2) is given by E (¢t)=E f(t), where

1 /tmax’ t < tmax
I, t>th. -

f)= N

If the chosen wavelength is far from resonance, we gen-
erally observe an exponential decay of the initial-state
component in the time-dependent orbital during the con-
stant intensity period, and identify this with the rate for
multiphoton ionization.

Since the final state corresponds to a free electron, the
wave function will grow in spatial extent with time. In
order to keep the size of the calculation finite, we include
an absorptive interaction on the outer edges of the grid.
We add an imaginary part to the potential, which is
nonzero only within approximately the last 10-20 grid
points. The shape of the absorber is smooth enough to
minimize any reflections. Its strength is large enough to
reduce the flux which reaches the boundary to a negligi-
ble amount. Because of this absorption of the wave func-
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tion, the time-dependent norm of the wave function de-
cays, giving another measure of the ionization rate. As
we will show in Sec. III, the rate of disappearance of the
ground state and the rate of reduction of the total norm
of the wave function are identical within the expected ac-
curacy of the calculation for wavelengths far from reso-
nance.

Numerical integration of the partial differential equa-
tion is accomplished using the Peacemann-Rachford
propagator'® and a time step corresponding to 5l or i
of a laser period, depending on the wavelength. The spa-
tial grid has a spacing in both dimensions of 0.3a,. We
calculate the initial-state wave functions on the grid by
propagating an initial guess in imaginary time until its
energy becomes stable. The 5p, and 5p, orbital energies
are found to be 12.32 and 12.23 eV, respectively, where
D, is the p orbital with m;=m. Since these orbitals are
not equivalent in the presence of a laser field polarized in
the z direction, we calculate ionization rates separately
for each of them. In the fully coupled, many-electron
calculations, these orbitals along with the 5s orbital will
be included. The results from the frozen, single-electron
calculations are presented in Sec. I1I.

III. RESULTS

The multiphoton ionization of xenon has been studied
experimentally by various groups using uv, visible, and ir
wavelengths. The ionization process can be of very high
order, and perturbation theory calculations become ex-
tremely demanding. Also, in these experiments, the in-
tensities are high enough that nonperturbative effects be-
come important. Using our direct integration of the
time-dependent Schrodinger equation, we can allow for
the most important high-intensity effects, the temporal
shape of the pulse, and the nonperturbative strength of
the electromagnetic field, which change the physics of the
ionization dynamics.

In this section we present the results in terms of gen-
eralized cross sections or ionization rates according to
the laser wavelength, with the shortest wavelength
(lowest-order processes) coming first. After the results,
we briefly discuss the breakdown of perturbation theory
for increased laser intensities. This is followed by a
description of resonance phenomena found for some
wavelengths and for some ranges of intensity.

A. Single-photon results

Single-photon ionization calculations were performed
initially to test our model of the xenon atom. Because we
choose the light to be polarized in the z direction, the
photoionization of the 5p, orbital differs from that of the
5p, (and 5p_,) orbitals. In the following we refer only to
the S5p, electrons but imply the inclusion of the
equivalent S5p_, electrons also. For the 5p, initial state
the s and d continua are both accessible, while for the 5p,
state only transitions to d waves are allowed. We obtain
the single-photon ionization cross sections by selecting an
intensity weak enough that multiphoton processes are
unimportant, then determine the decay rate of the initial
state during the constant intensity period of the pulse.

The intensity, however, must be large enough that
significant ionization occurs in a reasonably short in-
tegration time so that the calculations remain finite. We
check the linearity of the predicted rate with intensity by
performing calculations at two intensities.

These cross sections compare well to exact results for
this potential, which were generated using complex
basis-set techniques.14 We obtain, for example, a total
cross section of 46 Mb at a photon energy of 14.4 eV
compared with the exact value of 41 Mb and with the
measured value of 60.1 Mb.!”> For a photon energy of
15.63 eV, the three values are 29, 27, and 54.5 Mb, re-
spectively. Similar agreement was obtained for other
photon energies; this is the sort of agreement with experi-
ment one expects from a Hartree-Slater model. (See Ken-
nedy and Manson.'®) The calculated partial waves were
also in good agreement with the exact results. We also
consider the photoionization of the 5s orbital, calculating
a cross section of 4.5x 1072 ¢cm? compared to an exact
theoretical value of 5 1072° cm? for a photon energy of
24 eV. This cross section is the smallest we have ever cal-
culated using this numerical technique.

B. Two-photon results

We calculated the two-photon ionization rate at 193
nm as a further test of our model since there are several
theoretical results for comparison, although these results
are not for the same potential. We find the two-photon
generalized cross section at this wavelength to be
4%107% cm*s compared to 1.5x 10™% cm*s calculated
by I'Huillier and Wendin'!” in a Hartree-Fock picture and
2% 1073 cm*s by the same authors using random-
phase-approximation with exchange. McGuire'® ob-
tained 8X 10~ cm*s using a Green’s-function tech-
nique, and Gangopadhyay et al.!® calculated 5x 107!
cm*s using a generalized multichannel quantum defect
theory. Lambropoulos had also reported' a value of
1.6 10~% cm*s. The latter three calculations were per-
formed in j-j coupling. Since this wavelength produces
ionization only into the 2P,,, continuum, comparison
with the other calculations, which all ignore spin-orbit in-
teractions, may be misleading. However, above the 2P,
threshold, where both continua are open, the results of
Gangopadhyay et al. and McGuire show only a small in-
crease in the total cross section, except at isolated reso-
nance wavelengths. The experimental results at 193 nm
also exhibit appreciable variation. The most recent, by
McCown et al.?® give a cross section of 4 X 107 cm*s in
pretty good agreement with the calculated values. Two
earlier measurements?"?> were about two orders of mag-
nitude smaller, both groups indicating their measure-
ments were probably lower bounds.

C. Three-photon results

We calculated three-photon ionization at two wave-
lengths and a range of intensities. The interest here is
that for easily realizable intensities we find perturbation
theory breaking down, with the ionization rate departing
from an I’ dependence above 5% 10> W /cm?. In Fig. 1,
we show the calculated ionization rate for 293 nm be-
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FIG. 1. Multiphoton ionization rates for xenon 5p, (lowest
curve) and 5p, (next lowest) along with the total rate from the p
shell as a function of laser intensity for 293 nm. Dashed line is a
fit to an I dependence.

tween 10'3 and 2 10" W/cm?. The symbols on the lines
indicate the calculated points. The lower curve shows
the predicted total rate for the four 5p, and 5p_, elec-
trons. The next lower curve is for the 5p, electrons, with
the heavy solid line indicating the total rate for the p
shell. We also calculated the rate for the 5s electrons at
this wavelength and found that it was orders of magni-
tude smaller. The rate at 10'* W/cm? was found to be
less than 10'' s~!. The dotted line in Fig. 2 represents a
fitted I3 rate, and illustrates the departure of the calculat-
ed results from the perturbative behavior at higher inten-
sities. The generalized cross section corresponding to
this line is 1 10732 cm®s?, which agrees to within about
20% with the Green’s-function results of McGuire'® but
is over six orders of magnitude smaller than that reported
by Gangopadyay et al.,' 3% 1077 cm®s%. (An error in
a conversion factor in their three-photon calculations,
was discovered and they now obtain results which are in
good agreement with our result.?}) We know of one ex-
perimental result at this wavelength by Perry er al.?*%
who measured an ionization rate of 4x10' s~! for a
peak intensity of 1 10'> W/cm?. This corresponds to a
three-photon cross section of 1.2 1078 cm®s?. At 266
nm, which produces electrons with energies above the
second ionization threshold, we obtain a three-photon
cross section of 2.5% 10782 cm®s? versus 5 1073 cm®s?
from McGuire and 5X 107 cm®s? from Gangopadhyay
et al.

D. Six-and eleven-photon results

In considering the longer-wavelength regime common-
ly used in experiments, we have obtained results for the
following two case: 1064 and 586 nm. These represent,
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FIG. 2. Multiphoton ionization rates for the valence p shell
of xenon as functions of intensity for 293 nm (solid squares), 586
nm (solid circles), and 1064 nm (solid triangles). Open symbols
denote experimental results.

in lowest-order perturbation theory, 11th- and 6th-order
ionization, respectively. In Fig. 2 we show the calculated
ionization rates for these two wavelengths along with
those for 293 nm, discussed above, for laser intensities be-
tween 1X10'3 and 2x 10'* W/cm? Only in the case of
the three-photon ionization, the shortest wavelength, is
the rate proportional to a power of the intensity, at least
for the lower part of this range. All rates are saturated
by 1x 10" W /cm?, indicating the onset of the tunneling
mechanism or the presence of resonances as discussed
below.

Also shown by the open symbols in Fig. 2 are some ex-
perimental rates derived from reported saturation intensi-
ties which were determined in the following way. Satura-
tion in the experiments occurs because at some intensity,
all atoms in the focal volume of the laser are ionized be-
fore the pulse is over. Increasing the intensity cannot
produce any more ions from this volume. This is
different from the saturation discussed above where the
departure from perturbation theory by the rate is con-
sidered ‘“‘saturated” because the rate is found to be less
than that which would be predicted from the extrapola-
tion of the power law. Therefore we take the reported
saturation intensity and assume that the corresponding
rate is three times the inverse of the pulse length. This
means that we would predict that the population of neu-
trals had been reduced by at least half, depending on the
particular pulse shape, during the pulse. This is some-
what arbitrary, but good enough to show, in general, the
consistency of the measured rates with our calculated re-
sults. There is the single measurement by Perry
et al.?»? plotted as an open square at 1X 10" W /cm?
for 293 nm and a single point, denoted by an open circle,
at 4.2x 10" W/cm? for 586 nm by the same group.2®
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There are two recent results for 1064 nm, one at 1X 1013
W/cm? by PHuillier et al.?’ and one from Freeman
et al.?8 at 2.8x10'® W/cm?, which are denoted by the
open triangles. We have obtained excellent agreement
with all the measurements except the rate reported by
PHuillier et al. The uncertainty in their absolute intensi-
ties may be as large as a factor of 50%,2° which would
lead to better agreement with our calculations and the
other experimental result.

E. Breakdown of perturbation theory

The departure from perturbation theory, as illustrated
by the rates shown in Fig. 1, can be attributed to a second
mechanism for ionization becoming important at higher
intensities. In very strong laser fields, the electrons can
tunnel from the atom into the continuum rather than be-
ing excited by absorbing n photons. In the work reported
here, the ionization may not be in the real tunneling re-
gime, but in the transition regime between the perturba-
tion and tunneling regimes. Theoretical treatment of this
phenomenon was first discussed by Keldysh®® and later
revised and extended by Reiss®' and Faisal.’? We also
found that the ionization rate in general was slower from
the p orbitals perpendicular to the direction of polariza-
tion, with the difference being most pronounced at the
longer wavelengths. What is interesting in the 293-nm
results is that the departure from perturbation theory
occurs first for the 5p, orbitals, which are pointed in the
direction of the laser polarization. The advent of the tun-
neling or diffusion mechanism above 5% 10'* W /cm? for
the 5p, electrons leads to a relative decrease in their ion-
ization rate compared to the 5p, rates which are still in-
creasing as I°. One might have expected an enhancement
in the 5p, ionization rate because the orbital, extending
much more in the direction of the polarization, should be
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FIG. 3. Excited resonance state for the 5p, initial state at
3.5% 10" W/cm? and 586 nm.

much more likely to escape by tunneling through the bar-
rier, but exactly the opposite effect on the rate is found.
At the highest intensities shown in Fig. 1 resonance
effects have become important and the rates for the two
different initial orbitals actually cross.

F. Resonance effects

As mentioned above, we also have found some evi-
dence for the excitation of resonances in our calculations.
In Fig. 2, we find that the rate for 586-nm photons shows
an interesting jump just above 3 10'> W/cm?. By look-
ing at the time-dependent wave function, we see that at
3.5%x 10" W/cm? a strong excitation of a temporarily
bound, but highly excited state occurs. A contour plot of
the excited-state wave function is reproduced in Fig. 3.
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FIG. 4. Time-dependent behavior of the resonance wave function over three optical cycles.
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We obtain this figure by stopping the ionization calcula-
tion at some point during the constant intensity period
and plotting the total electron density of the time-
dependent wave function. Each successive contour
shows a density change of one order of magnitude. From
the nodal structure of the wave function, we conclude
that it is dominated by a large / =3 component. This
must be due to either a four- or six-photon excitation of
an f orbital whose energy has been shifted into resonance
by the dynamic Stark effect. We can investigate the be-
havior of this excited, resonance state by itself by ortho-
gonalizing the time-dependent wave function to the ini-
tial state at this instant in time; then propagating the pro-
jected wave function, still subject to the constant field, for
several optical cycles. In Fig. 4 we show snapshots of
this projected wave function over three optical cycles.
Note that the orbital density oscillates back and forth
with the field, but does not change its general shape. Do-
ing this we observe an exponential decay of the remaining
wave function, due to further excitation into the continu-
um, with a rate constant of 9.7x 10" s~!. This is
significantly faster than the rate of excitation of the reso-
nance from the ground state, which is about 1.4 10'?
s~ 1. If the initial state is chosen to be the 5p, orbital,
this resonance state is not observed. This is probably due
to the different ac Stark shift of the comparable f state
with m =1. For comparison with the resonance state in
Fig. 3 we plot the wave function after the same elapsed
time for the intensity just below the resonance, 3 10"
W/cm?, in Fig. 5. This shows no comparable resonance
structure, but does show the collimation of the outgoing
flux along the direction of polarization. As a function of
time, this wave function does vary noticeably, exhibiting
no structure as seen in the resonance case. As the inten-
sity is further increased, the resonance state disappears
gradually, with the excited state at 1 10" W/cm? show-
ing no obvious / =3 component. Therefore this bound
state has been tuned through resonance by varying the
field intensity.

The presence of a resonance state should result in nar-
row peaks in the electron energy distributions, as has

p (bohr)
o
T
1
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FIG. 5. Time-dependent ionizing wave function for the 5p,
initial state at 3 10'* W /cm? and 586 nm.
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FIG. 6. Energy levels of xenon which may contribute to ob-
served resonances.

been proposed and observed by Freeman, et al. 33 in their

very short pulse (400 fs) multiphoton ionization (MPI) ex-
periments at 616 nm. The width corresponding to our
calculated ionization rate out of the resonant state is less
than 0.1 eV, which is similar to that observed experimen-
tally.

We have attempted to identify the state responsible for
this structure by considering the field-free energy levels of
xenon which are shown in Fig. 6. Arrows indicate multi-
photon absorption paths. The ladder on the right corre-
sponds to 293-nm photons and on the right to 586-nm
photons. Arrows tilted to the right will populate even
parity states and those to the left, the odd states. Using
the calculated excitation energy of 11.45 eV for the 4f
state determined on this finite-difference grid and adding
an ac stark shift for this state of 1.13 eV, which we as-
sume, as did Freeman et al.,* is equal to the total pon-
deromotive shift,

E,=e’F*/4mo’ ®)

we see that this is very close to being resonant with 6fiw
at 12.67 eV. This is one of the states that Freeman et al.
speculated might be responsible for one of the series of
peaks they saw in their electron distributions. The fact
that our 4f excitation energy is somewhat higher than
the true energy, 11.27 eV, means that we see this reso-
nance with shorter wavelength, or lower intensity, than
we would predict for the real atom. These calculations
do not include exact excitation energies, but are qualita-
tively accurate in their predictions of these resonance
effects. In fact, if this resonance did shift to slightly
higher intensity, our calculated rate and the measured
rate of Perry et al. would probably be in even better
agreement.

At intensities above 1x 10" W/cm? for 293-nm pho-
tons, we also find a resonant state playing an important
role in the excitation process. In Fig. 7 we show the
time-dependent wave function for 2 10'* W/cm? for the
5p, initial state which exhibits a very strong d-state reso-
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FIG. 7. Excited resonance state for the 5p, initial state at
2% 10" W/cm? and 293 nm.

nance. This resonance has a very different effect on the
preionization dynamics compared to the previous case
because it is found to decay more slowly into the continu-
um than back into the initial state. In Fig. 8 we show the
time-dependent norm of the wave function for the calcu-
lation at 5x10'* W/cm?, where the field is increased
over five optical cycles, then is constant for 15 cycles.
The solid line is the norm and the dashed line is the abso-
lute value squared of the overlap of the propagated wave
function with the initial 5p, orbital. The norm is found
to decay at the same rate of overlap, indicating that the
1onization takes place by excitation from the initial state
directly into the continuum. In contrast, Fig. 9 shows
the same information but for the case of 2 X 10'* W /cm?,
but with the constant intensity interval extended to 25 cy-
cles. In this case, Rabi oscillations between the ground

1.00

092 -

PROBABILITY

084 -

0.76 [~

1 1 L 1
0 200 400 600 800 1000

TIME (a.u.)

FIG. 8. Time-dependent norm of the wave function (solid
line) and absolute square of the overlap with the initial 5p, state
(dashed line) for 5 10'* W /cm? and 293 nm.
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FIG. 9. Time-dependent norm of the wave function (solid
line) and absolute square of the overlap with the initial 5p state
(dashed line) for 2 10'* W/cm? and 293 nm.

and resonance states are present. This is a semilog plot
which shows that after a brief transient period, an ap-
proximately exponential decay is found, even though the
Rabi oscillations are strongly pronounced. Changing the
period for turning on the laser field by doubling it does
not affect these results. As described above we can inves-
tigate the time evolution of the excited state alone by pro-
jecting out the ground-state component and propagating
the excited state in the presence of the field. In Fig. 10,
the semilog plot of the time-dependent norm of this pro-
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FIG. 10. Time-dependent norm of the projected d-wave reso-
nance wave function (solid line) and absolute square of the over-
lap with the initial 5p, state (dashed line) for 2 10'* W/cm?
and 293 nm.
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FIG. 11. Excited resonance state for the Sp, initial state at
2% 10" W/cm? and 293 nm.

jected wave function is seen to decay exponentially, with
a rate of 5x 10'3 s™!, and the projection onto the initial
state, shown by the dashed line, grows rapidly over three
optical cycles of the field. The vertical sections of the
curves indicate the reductions of these functions due to
the orthogonalization to the initial state at T =1211 a.u.
(1 a.u.=2.42x 107" s). In this case, because the decay
out of the resonance to the continuum is so slow, we
found a reduction in the ionization rate as the intensity
was increased from 1.5 10 to 210" W/cm? (See
Fig. 1.) This resonance is also present in the 5p, ioniza-
tion for intensities above 1x 10'* W/cm?. We show the
resonance wave function for this initial state for the in-
tensity of 2 10" W/cm? in Fig. 11. In this case it is an
m =1 d orbital which is excited. In both the Sp, and 5p,
calculations, the resonance is noticeable in the time-
dependent wave function for 1x10'* W/cm? and above.
It is not completely clear why the 5p, and 5p rates cross,
except that the transition moment into the continuum
may be changing significantly with the intensity along
with the Stark-shifted energy of the resonance. Also the
5p, rates are for four electrons, compared to the 5p, rate
which is for two electrons. If we had plotted the rate per
electron, these curves would not have crossed.

The calculated decay rate of the m =1 d-wave reso-
nance is found to be 4x 10" s~ at 2x 10MW /cm?, in
good agreement with the m =0 state. The 5p, and 5p,
orbitals in our calculation are not exactly equivalent due
to the differences in the distributions of grid points in
these two dimensions, so that some difference in the two
rates as functions of intensity could be caused by these
slight differences also.

We can attempt to identify the principle quantum
number of these d-state resonances in the same way we
determined the existence of the 4 f state for 586 nm. The
excitation of a d state can only occur through the absorp-
tion of three photons; no single-photon excitation is prob-
able due to the huge energy gap from the ground state to
the first d state. The second d state, which is experimen-
tally known to lie at about 11 eV as shown in Fig. 6, is a
prime candidate, provided we can assume that the Stark

shift is comparable to the ponderomotive shift. In this
case E, is equal to about 1.6 eV at 2Xx10" W/cm?,
which again would move this state to the vicinity of three
photons at 12.69 eV. Also it is possible that some higher
Rydberg d state is responsible, but it is difficult to deter-
mine accurate excitation energies for these highly excited
states on the grid. Again the decay rates of these reso-
nances are small enough that very narrow peaks, on the
order of a few hundredths of an electron volt, in the elec-
tron energy distributions should be observed.

The plotted ionization rates for 293 nm in this intensity
regime are approximate because the decay is not purely
exponential, as can be seen in Fig. 7. The theoretical er-
ror bars on these rates are the largest of all those rates
presented (probably no more than a factor of 2), except
perhaps for those in Fig. 2 below 10'° s~! where the ac-
curacy of the calculation suffers from numerical instabili-
ties. As was pointed out before,® when the ionization rate
drops below this value, the change in the wave function
per integration time step drops into the numerical noise
of the integration. With a time step on the order of 10~ 17
s, a change in the wave function of less than one part in
107 for the calculated properties is very difficult to detect.

The results at 1064 nm showed no resonance effects,
with the final state exhibiting a strongly collimated flux
along the direction of polarization and with a portion of
the wave function being emitted first in one direction dur-
ing the first half of the optical cycle, then in the opposite
direction in the second half. Figure 12 shows a snapshot
of the excited-state wave function, illustrating this behav-
ior from a calculation at 1x10" W/cm? This
phenomenon was first seen in our helium calculations and
is good evidence that the tunneling mechanism is in
effect.

IV. CONCLUSIONS

We have reported the calculation of the multiphoton
ionization of the outer valence shell of xenon by a linearly
polarized laser in the single-particle, frozen approxima-
tion. The results for 1- to 11-photon ionization are found
to be in quite good agreement with most of the existing
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FIG. 12. Time-dependent ionizing wave function for the 5p,
initial state at 1 X 10'* W /cm? and 1064 nm.
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measured rates. Our calculations agree well with the re-
sults of Perry et al.?*=2% at 293 and 586 nm, with Free-
man et al.?® for 1064 nm, but may be inconsistent with
those of I'Huillier et al.?” at 1064 nm. Excellent agree-
ment for the lower-order processes with other theoretical
results were obtained also.

These calculations require 200-400 s on a Cray XMP
computer to determine an ionization rate for a given
wavelength and intensity. If resonance behavior is en-
countered, longer integration times may be required to
give a complete picture of the preionization dynamics.
The method does not lend itself well to the determination
of the final-state electron energy distributions because of
the finite size of the grid. It is not practical in a two-
dimensional numerical calculation to follow the ionized
wave function into the asymptotic region to determine its
energy components, due to the long integration times re-
quired. Excellent results for these distributions exist for
several one-dimensional and Keldysh mod-
els>2425:26.31,34.35 and recently®® have been obtained for a
three-dimensional calculation for hydrogen using an ex-
pansion of the wave function in spherical harmonics and
a numerical representation of the radial degree of free-
dom. Therefore our emphasis on total ionization rates
and on the details of the preionization dynamics comple-
ments the excellent analyses available for the final-state
energy distribution.

We can, however, say something about the angular dis-
tributions of the ejected electrons. In general, for long-
wavelength multiphoton processes, we find the outgoing
flux collimated along the direction of polarization con-
sistent with the electron distributions measured. We pre-
dict, for the ionization out of the resonant states we
discovered, that the angular distribution should be dom-
inated by the absorption of one more photon, producing
a g-wave (with some d-wave) distribution from the 4f res-
onance state at 586 nm, with an energy consistent with
having absorbed seven photons. From the 6d resonances
at 293 nm, the final angular momentum distribution
should be predominantly f wave with some admixture of
p wave at an energy corresponding to four-photon ab-
sorption. Thus a signature of these resonance states will
be a significant change as a function of intensity in the
angular distributions of the electrons emitted at the ap-
propriate energies. The determination of the precise en-
ergy at which they will be measured depends on the
shape of the pulse used because of ponderomotive effects.

One important result from these calculations worth
emphasizing is that the ionization out of the p orbital
aligned along the direction of polarization was much
more rapid than for the other orbitals for all wavelengths
studied. At 1064 nm, the difference in rates per electron
was more than a factor of 20. This means that the residu-
al ion is predicted to be left in an oriented final state. It
also indicates that one should be cautious about relying
on Keldysh- or Reiss-model calculations for total ioniza-
tion rates in which the initial state is usually assumed to
be a screened s orbital rather than a particular p orbital,
although they have been remarkably successful.

The effects of relaxing the orbitals of the other valence
electrons will be the subject of future work, using the

model described above. We believe that most of the in-
teresting effects of the other electrons will be seen only at
the higher range of intensities studied here. One must
beat the single-ionization processes, either by using much
shorter pulses or by finding resonances such as the 6d
state at 293 nm in which the excitation is trapped in the
atom for some useful amount of time. The multielectron
calculations will be able to show whether this resonance
excitation energy is shared with the other outer electrons
or if several electrons are excited simultaneously before
ionization occurs. It also seems to be true that shorter
wavelengths are more likely to be effective in exciting
these states. The longer-wavelength results do not show
any propensity to exhibit resonances at high intensities.
The broadening of resonances at high intensities is clearly
much more efficient for longer wavelengths. Since the
ionization rates were all found to be in excess of 10! s~!
for intensities above 1 10'* W/cm?, pulses of a few tens
of femtoseconds may be needed to explore this regime.
For such pulses, our calculations can easily be performed
for real pulse shapes since the integration time will be so
short. Some of the calculations reported here corre-
sponded to integration times of more than 0.1 ps.

Finally, we note that in our TDHF helium calcula-
tions®*” we also found resonance structures at very high
intensities > 5 10'* W/cm?. These did not show the ob-
vious structure of a single partial wave, but appeared as
some portion of the excited wave function trapped in the
vicinity of the atom, oscillating back and forth with the
field and decaying with a rate which was different from
the excitation rate from the initial state. They appeared
to be trapped by the ponderomotive barrier and many
partial waves may have been contributing. It seems likely
that these resonance effects play very significant roles in
the preionization dynamics at high intensities in most
systems.

These calculations show that we now have a reliable
tool for studying multiphoton ionization for wavelengths
and intensities currently being used in the laboratory.
Ionization rates and the effects of Stark-shifted intermedi-
ate resonant states show good agreement with the exist-
ing experimental data. However, since our effective po-
tential is approximate, we must allow for the excited-
state energies being slightly shifted from the true values.
In the near future, laser intensities are projected to
exceed those considered here by many orders of magni-
tude. One problem in studying such high intensities with
numerical methods is that the oscillatory motion of the
free electrons due the the laser field will have an extent
far greater than the size of the atom. At 1X10'7 W/cm?
and 248 nm, a free electron will oscillate over a distance
of 100a,. Therefore, calculations of ionization using this
method must allow for this jitter motion in order to
determine whether the electron has actually left the
atom. Progress on this problem is needed before the ex-
periments from the next generation of lasers can be stud-
ied.
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