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Exact integral expressions and simple analytical estimates for the bound-bound, bound-
continuum, and continuum-continuum dipole matrix elements are derived by use of the
momentum-space eigenfunctions for a one-dimensional model of a hydrogen atom. These results
provide the essential ingredients for the numerical study of the quantum mechanisms responsible
for the chaotic ionization of highly excited hydrogen atoms in intense microwave fields. A specific
numerical algorithm for solving the Schrédinger equation for a one-dimensional hydrogen atom in
an oscillating electric field is described which uses these results for the dipole matrix elements along
with a discrete representation of the continuum. In addition, the momentum-space representation
of the Sturmian basis functions has been used to derive exact integral expressions and convenient
analytical estimates for the projections of the Sturmian basis functions onto the hydrogenic bound
and continuum states. These results are used to provide a direct comparison of numerical calcula-
tions for the ionization of one-dimensional hydrogen atoms using the hydrogenic and Sturmian

bases.

I. INTRODUCTION

Recently, there has been considerable interest in the
quantum behavior of dynamical systems, such as coupled
nonlinear oscillators or periodically driven nonlinear os-
cillators, which can exhibit chaotic behavior in the classi-
cal limit.! This research has been greatly stimulated by
the possibility of observing the manifestations of “quan-
tum chaos” in experiments with simple systems such as
Rydberg atoms in strong static and oscillating fields.! In
particular, the experiments on the ionization of highly ex-
cited hydrogen atoms by intense microwave fields
pioneered by Bayfield and Koch? have provided an ideal
opportunity to study the behavior of a quantum system
which is classically chaotic.

In the classical limit the electron executes Keplerian
motion about the nucleus which is perturbed by the oscil-
lating electric field. If the microwave perturbation
exceeds a critical threshold, then the behavior of this
classical nonlinear oscillator exhibits a dramatic transi-
tion from regular, bounded orbits to chaotic, unbounded
electron trajectories which ionize.>~> The experiments
also show a sharp threshold for the microwave field re-
quired for significant ionization, which is in remarkable
agreement with the classical numerical calculations for
the onset of chaotic ionization for a wide range of initial
quantum states, n =32-90.°

These experimental results indicate that the effects of
classical chaos can persist in simple quantum systems.
The challenge now remains to determine the quantum
mechanism which accounts for the sharp ionization
threshold as a function of microwave intensity and to un-
derstand how the classical ionization is modified by pure-
ly quantum-mechanical interference effects and resonant
multiphoton processes. The theoretical difficulty lies in
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the facts that 100 or more 9.92-GHz photons are re-
quired for ionization in the experiments and that the per-
turbing electric fields are too large, approximately 10%
of the Coulomb binding field, for conventional time-
dependent perturbation theory to be useful. Consequent-
ly, the development of the theory must depend heavily on
numerical studies of the quantum dynamics.

Fortunately, the threshold for chaotic ionization is well
described by a one-dimensional classical model of the ex-
periment*~° defined in atomic units (a.u.) by the Hamil-
tonian H (x,p,t)=Hy(x,p)+ V (x,t) with

2 o, x<0
_pP ’ =
Ho= 2 + —1/x, x>0

(1)
V =xF(t)cos(Qt) ,

corresponding to a one-dimensional hydrogen atom in an
oscillating electric field with frequency Q with a time-
varying amplitude F(z) which models the slow turn-on
and turn-off of the microwave perturbation. As a conse-
quence, we can hope that a quantum theory based on the
corresponding one-dimensional Schrodinger equation,

2
i%%: —%%—%¢+xF(t)cos(ﬂt)¢, x>0 ()
will capture much of the essential physics of the chaotic
ionization observed in the experiments. Faster comput-
ers and more efficient numerical algorithms are required
for a practical numerical solution of the three-
dimensional Schrdodinger equation which provides a full
description of the atoms studied in the recent experi-
ments by van Leeuwen and Koch.® The one-dimensional
theory also has important applications to other physical
systems which are well described by the one-dimensional
Hamiltonian, Eq. (1), such as surface-state electrons* or

711 ©1988 The American Physical Society



712 S. M. SUSSKIND AND R. V. JENSEN 38

electrically polarized states of highly excited hydrogen
atoms.’

The success of the one-dimensional classical theory has
motivated many people®~!! to investigate detailed nu-
merical solutions of the one-dimensional Schrodinger
equation, Eq. (2). However, even the one-dimensional
model calculations have proven to be surprisingly
difficult. The principal complication lies in developing
approximate numerical algorithms for the calculation of
the coupling to the continuum states which is essential
for understanding the ionization mechanism.

In Sec. II we begin by describing a numerical pro-
cedure for expanding the solutions of the Schrodinger
equation in terms of the bound and continuum eigen-
states of the unperturbed hydrogen atom. This numerical
algorithm requires accurate and convenient expressions
for the dipole matrix elements for the bound-bound,
bound-continuum, and continuum-continuum transitions.
One of the primary purposes of this paper is to present a
simple method for deriving exact formulas and useful
analytical estimates for the required matrix elements us-
ing the momentum-space representation of the hydrogen-
ic eigenfunctions. In Sec. III the exact integral expres-
sions and analytical approximations for the matrix ele-
ments are derived. In Sec. IV we describe a method for
discretizing the continuum which reduces Eq. (2) to a
finite system of ordinary differential equations with cou-
pling coefficients determined by the results of Sec. III. In
addition, Sec. IV provides an explicit description of our
numerical procedure for solving this system of coupled
equations, using both the x-E and p - 4 representation of
the interaction with the oscillating electric field.

The coupling of the bound states to the continuum for
a one-dimensional hydrogen atom has also been studied
by Bliimel and Smilanksy'® using a projection operator
method which neglects the continuum-continuum cou-
pling and by Casati et al.® using Sturmian basis func-
tions. Although these approaches may have some nu-
merical advantages, our method describes the quantum
dynamics in terms of the familiar concepts of bound and
continuum states which facilitates the physical interpre-
tation of the results. In addition, by varying the number
and density of continuum states we can easily assess and
control the accuracy of our calculation.

In an effort to determine the advantages and disadvan-
tages of our numerical procedure as well as the accuracy
of our results, we have also performed numerical calcula-
tions of the ionization of one-dimensional hydrogen
atoms using the Sturmian basis functions which also pro-
vide a discrete representation of the continuum. We use
the momentum-space representation of the Sturmian
functions in Sec. V to determine the coupling coefficients
among the Sturmian states and, more importantly, to
derive exact integral expressions and simple analytical
approximations for the projections of the Sturmian states
onto the bound and continuum states of the unperturbed
hydrogen atom. These latter results, which appear to be
new, are essential for assessing the amounts of ionization
and for comparing the two types of calculations.

In Sec. VI we provide an illustration of these numerical
methods by presenting a comparison of the results of our

numerical calculations with a discretized continuum in
both the x-E and p- A gauges with the results of a corre-
sponding Sturmian calculation for a model problem con-
sisting of a one-dimensional hydrogen atom initially in
the ny=20 state perturbed by strong oscillating electric
fields with a scaled frequency of n3Q=1.0 (a.u.).

Finally, in Sec. VII we summarize our results and we
briefly discuss potential applications of our numerical
studies of one-dimensional hydrogen atoms to the mi-
crowave ionization of highly excited hydrogen atoms and
to other problems involving the interaction on intense ra-
diation with matter, such as the process of above-
threshold ionization.

II. HYDROGENIC BASIS FUNCTIONS

The most direct approach to the solution of Eq. (2) is
to expand ¢(x,t) in terms of the bound and continuum
eigenfunctions of the unperturbed Hamiltonian H,,,

b(x 2 a, ()¢, x)+f dk a, (D¢, (x) . 3)

n=1

Then in the interaction representation with
by(t)=a,(t)e " and b (t)=a,(t)e '*', where €, ) are
the corresponding eigenvalues of H,, the Schrédinger
equation can be formally expressed as an infinite set of

linear differential equations
.db

i dt" = % anbm+f0°°dk W, b.dk , 4)
by
i—r =3 Winb, + f dk'Wy.by.dk’ (5)

where the coupling coefficients
W, =e'“®'F(t)cos(Qt)x,,

depend on the values of the Bohr frequencies
w,,=€,—€, and the dipole matrix elements
xgp=Ca |x |b) for the bound and continuum wave
functions with a,b =n, k.

In order to solve Eqs. (4) and (5) we must first compute
the bound-bound, bound-continuum, and continuum-
continuum matrix elements of x with respect to the eigen-
functions of H,. Other numerical studies of this prob-
lem3~ 10 have generally relied on the representation of the
matrix elements of x in terms of hypergeometric func-
tions derived by Gordon in 1929 for three-dimensional
wave functions in spherical and parabolic coordi-
nates.!! In particular, for large n the matrix elements
for the extremal parabolic states with n,=n —1, n, =0,
and m =0 provide excellent approximations for the one-
dimensional matrix elements. However, the computation
of the matrix elements for bound states with large princi-
pal quantum numbers and for continuum states can be
very involved, requiring explicit evaluation of the very
large order polynomials or infinite series which represent
the corresponding hypergeometric functions. Approxi-
mate formulas for the bound-bound and bound-free ma-
trix elements for large n have also been derived by Gore-
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lavskii er al.'* using WKB wave functions. They suc-

ceeded in giving a good approximation for bound-bound
matrix elements. However, they derived the bound-
continuous matrix elements by analytic continuation of
the bound-bound result which introduces an ambiguity
since the normalization of the continuum wave functions
is not specified by the prescription. Finally, no one ap-
pears to have previously derived useful expressions for
the continuum-continuum matrix elements for the
Coulomb potential.

In contrast we have derived exact integral representa-
tions for the bound-bound, bound-continuum, and
continuum-continuum matrix elements of the one-
dimensional hydrogen atom which can either be evalu-
ated by direct numerical integration or approximated by
analytical means. Starting from first principles we trans-
form the one-dimensional eigenvalue equation for H; to a
first-order. ordinary differential equation for the
momentum-space eigenfunctions which is easily solved
for both negative and positive eigenvalues. These exact
analytical expressions for the bound and continuum wave
functions are then used in Sec. III to evaluate the diago-
nal and off-diagonal matrix elements of x in terms of in-
tegrals over the momentum p. In each case useful analyt-
ical estimates for the matrix elements are derived from
the exact integral representations. The estimates of the
bound-bound and bound-continuum matrix elements for
large n are in agreement with the results derived previ-
ously by Goreslavskii et al.;'* however, our first-
principles calculation clarifies both the nature of the ap-
proximations involved in deriving these formulas as well
as the range of validity. In addition, we provide the first
useful expressions for the continuum-continuum matrix
elements which can play an important role in the calcula-
tion of the ionization of one-dimensional hydrogen atoms
in external fields.

A. Schrodinger equation in momentum space

The Schrodinger equation in x space for the eigenfunc-
tions of the unperturbed Hamiltonian H is

_14%.
2 dx?

where ¢,=0 for x <0. Introducing the p-space wave
function by

bdp)=2m) 72 [ " lx)e~Prdx )

1
b — 6
xd)e—edJE, x>0 (6)

Eq. (6) transforms to'’

(e— 2/2)%—( +0Y 8)
p dp - p €

which is an equation of first order for ¢ (p). From Eq. (7)
it follows that the integration path of the inverse Fourier
transform that recovers ¢.(x) should be, in principle, in
the lower half of the p plane.

B. Discrete spectrum (Ref. 16)

For negative energies, €e= — | € |, the direct integration
of Eq. (8) gives

¥ p) exp[iV2/| €| cot™Hp/V2|e|)],

T (|e| +p2/2)

9)
where B is a constant to be specified by normalization.
Since ¥(p) must be single valued and the cot~! function

has a period of 7, we must have
1/2

m=2nm, n integer (10)

€]

which requires that the negative eigenvalues be discrete
with values e=—1/2n2. Normalizing the associated
eigenfunction, we finally obtain

172
2n 1 . —1
Y, (p)= 7 mexp[ZUZCOt (np)]
172 -
— |2 | lmpt (an
T (np —iy"+'

One can check that the Fourier transform of Eq. (11)
gives the well-known result for ¢,(x) in terms of
Laguerre polynomials.!’

C. Continuous spectrum

For positive energies, e=k?2/2, Eq. (8) gives
i/k
A (12)

p—k

where k can assume any positive value. The integration
constant C is determined by normalizing ¢, to a  func-
tion in k, 13

7 vtp)(prdp =8(k"—k) . (13)

Finally, after some calculations described in Appendix A,
we obtain

1/2 i’k
1 1

(l_e—Zﬂ'/k)l/Z (pZ_k2)

ptk
p—k

Yilp)=

2%
o

(14)

If, instead of Eq. (13), an energy normalization for the
continuum eigenfunctions is preferred [i.e., to a 8(e'—¢€)],
then the result (14) is simply modified to ¥, =1, /Vk.
Again, it can be checked that by Fourier transforming
Eq. (14) one obtains the well-known result for ¢,(x) in
terms of hypergeometric functions.

III. MATRIX ELEMENTS OF x AND p

To compute the off-diagonal matrix elements of the x
operator using the momentum-space wave functions, Egs.
(11) and (14), we use the well-known relation to the ma-
trix elements of p,
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(e—€')€|x|e)=i{€|p|e€), (15)

which is obtained by computing the matrix elements of
[x, H]=ip between the eigenfunctions of H, with discrete
or continuous values of € and €'.

(n'|x |n)=_ 8 (nn 5/2 fwgsm[Zn cot™(n 'p)—2n cot X np)]d

A. Bound-bound (B-B)

Substituting the bound-state wave functions in momen-
tum space given by Eq. (11) into Eq. (15), we obtain an in-
tegral representation for the B-B matrix element,

(14n"*p®)(1+n?p?)

which is easily evaluated numerically. Moreover, for
large values of n,n’ with n’>n (say), we obtain a very
good approximation to Eq. (16) by splitting the integral

as
fowzfo”"#f:n,. (1n

Since the integrand is zero at p =0, the first integral can
be approximated by zero for large n'. For the second
term we neglect 1 compared with np and n'p in the
denominator of the integrand and expand the argument
of the sine to first nonvanishing order (third order) in
1/np, 1/n’p. After a change of variables we get

( , > 3——1/327/3 (nnr)ll/ﬁ
n'|x|n)~— i (n'2—_n2)s/3
xg | F 2 n—nt) |, (18)
n
where
()= ["t='sint dr . (19

For n’ —n >>1 we can replace the function g by its lim-
iting value g(o)=v"3/2I'(2/3) (Ref. 17), and Eq. (18)
can be finally reduced to

24/331/6 (nn’)]l/ﬁ

—TI QB ——= (20
m

’
(n'[x |n)=— (n2—n2)y/3

for large n,n’' (n' >>n). However, in practice we find that
J

.
Eq. (20) provides a good approximation to Eq. (16) even
for n'—n ~1. For example, Fig. 1 shows a comparison
of the exact values of the matrix elements for n,n’ ~40,
calculated by a direct numerical integration of Eq. (16),
with the approximate values given by Eq. (20).

Equation (20) also agrees with the result obtained in
Ref. (14) using WKB wave functions. Moreover, Eq. (20)
coincides, as it should because of the correspondence
principle,'® with the (n'—n) Fourier component of the
position coordinate x in the classical problem.*>

The bound state eigenfunctions of the one-dimensional
hydrogen atom also have a permanent dipole moment
given by the diagonal matrix elements of x which can be
evaluated directly using ¥, (p) by replacing x by i(d /dp)
to obtain the well-known result

(n|x|n)=3n?. 21

B. Bound-continuum (B-C)

To obtain the B-C matrix elements, we substitute Eqgs.
(11) and (14) into (15) and integrate along a path that goes
around the singularities p =tk of ¥, in the lower half of
the complex p plane. We choose as the branch cut the
segment between —k and k and perform the integral
below the real axis. We find that the contributions from
the logarithmic branch points are zero. The only contri-
bution to the integral is

5 ' p sin %ln ptk —2n cot ™~ !(np)
8 n k ) - 1 p+k
kY)=—>2 exp | ——-ar dp ,
(nlx 1) == ez (1+n%p)p2—k?) PIT% o=k | |7
(22)

where it should be regarded as a principal value integral
in passing through k.
Note that in passing right below the real axis, the

1 p+k
exp karg b —k

factor in the integrand changes the integral to

Jr=e i i [T 23)

f

while the rest of the integrand stays the same as in Eq.
(22). From this last expression, we can see that the major
contribution for k—0, correct to exponentially small
terms, is going to be given by the second integral. We
can also see that this is consistent with our choice of con-
tour in the inverse of Eq. (7). If we would have chosen
the upper p plane, we would have had an e™* factor
which diverges for K —0 and hence inconsistent with the
problem at hand.

The exact representation, Eq. (22), for the B-C matrix
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FIG. 1. Approximate formula, Eq. (20), for the absolute
values of the bound-bound matrix elements x,,., with n,n’ ~40
(dashed line), is compared with the numerical integration of the
exact expression, Eq. (20) (solid line).

elements can also be evaluated numerically, by separating
the integral between 0 and k and between k and « and
changing the variable to ¢t =(p +k)/(p — k), which sends
the singularities to +o. Moreover, a very good analyti-
cal approximation of Eq. (22) can be obtained for large n
by a procedure similar to the B-B case.

First, we divide the integral between 0 and k (or 1/n,
whichever is bigger) and between k (or 1/n) and «. For
small k and large n, we neglect the first term as before
[see also Eq. (23)], and expand the integrand in the
second term for small k /p and 1/np, to get

24/331/6 n 11765172

<n|x|k>z——7—r(2/3)m. (24)

This approximation is in good agreement with the exact
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FIG. 2. Approximate formula, Eq. (24), for the bound-
continuum matrix elements x,., for n =1 and for small k
(dashed line), is compared with the exact analytical values for
(1] x | k) (solid line) obtained from Eq. (25).

matrix elements even for n ~1 and for large values of k.
For example, Fig. 2 shows a comparison of Eq. (24) with
the exact B-C matrix element for n =1,

gk 172 e—(:z/knan“k
(l_e—ZTr/k)l/Z (1+k2)2

which can be determined from the x-space wave func-
tions and the properties of hypergeometric functions
given in Ref. 13.

(1|x |k)=— ,  (25)

C. Continuum-continuum (C-C)

From Egs. (14) and (15) and after similar considera-
tions as in the previous case regarding the singularities at
k and k' we get

(k'|x |k)=—2
7T

psin |-Lin |[2EK |1 1ptk
(k:k)l/z 1 1 fm k p—k k p——k
(kIZ___kZ) (1_e~217/k')1/2 (l_e—Zﬂ/k)l/Z 0 (pZ_kl2)(p2___k2)
1 arg 2K
Xexp —k,arg Y 1
X exp —Larg Ptk dp . (26)
k p—k

Again, for small k and k' > k, we divide the integral into two terms, neglect the first term, and expand the integrand in
the second for small k /p and k'/p, to obtain the approximate expression

3—]/327/3 (kkl)l/Z

(kll_k2)5/3g

2
3k

(k'|x | k)~—

(k’z—kz)

) (27)
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where g is given by Eq. (19). Finally, for (k' —k)/k"*>>1
we can use the limiting value of g (o0 ) to arrive at
4/371/6 NV

2T g e - @)
Figure 3 displays a comparison of Eq. (28) with the re-
sults of a direct numerical integration of Eq. (26), which
shows that Eq. (28) provides a good approximation for
the C-C matrix elements even for k' —k ~k'%.

For k'—k, Eq. (28) says that the singularity of x;.
goes as approximately (k'—k)™3/3, However, a clever
argument due to Gontier'® shows that the exact exponent
of the singularity should be 2 instead of 3. The argument
goes as follows: from [p,H,]= —i/x? we have for €'¢

(k’lx |k):—

(e—€' )€ |p |e)=—i<e' e> . (29)

x2

Now, since (€' |1/x%|e) must be positive and finite,
then (€' |p |e) diverges as (¢'—e€)~!, and by Eq. (15)
(€'|x |€) goes as (€'—e)~2 for € —¢€, €€ This
difference in the exponent between 3 and 2 explains why
the exact expression for x;., lies above the approximate
expression for k' —k in Fig. 3.

The evaluation of the contribution of the diagonal C-C
matrix elements {k |x | k) is more involved and this
quantity is divergent. In fact, a close examination of Eq.
(15) shows that the general solution for (k’'|x | k) as
k’'— k should also include a §-function term. If we think
of discretizing the continuum states by putting the atom
in a large box, the coefficient of the §-function term will
be proportional to L, the size of the box (see Appendix
B),

2

i
—2_(k'|p|k)+L8K —k) .
e VAVSES

k% k===

(30)
The first term in this expression is given by Eq. (26). This
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FIG. 3. Approximate formula Eq. (28), for the continuum-
continuum matrix elements x,, (dashed line), is compared with
the numerical integration of the exact expression, Eq. (26) (solid
line), for k, k' ~0.1.

term, as seen above, also diverges for k' —k. However,
what is really needed for any calculation (see Sec. IV) is
the integral

im [Tk (k' x (k) (31)

A0 Y k—A/2
which represents physically the contribution of the diago-
nal matrix element x;; plus the contributions of nearby
continuum states. Upon calculating this integral, using
the two term expression given by Eq. (30), both diver-
gences cancel out. This is shown in Appendix B. The
fact that both divergent and opposite terms have to give a
finite result upon integration in an interval A of k’ is
clear from Eq. (5). If it were not so, the right-hand-side
term would diverge unless the b, ’s are all zero.

IV. NUMERICAL SOLUTION USING
HYDROGENIC BASIS FUNCTIONS

A. Discretization of the continuum

Now that we have obtained useful expressions for the
matrix elements, we would like to put Egs. (4) and (5) in a
form suitable for numerical calculations by introducing a
discrete representation of the continuum.! Since the
positive-energy eigenfunctions are labeled by the continu-
ous index k, we divide the k axis between [0,k ,,] into
N, segments, each centered at k;, j=1,N,, with width
A;. Then the integral over the continuum states in Eq.
(4) can be approximated by

- Ne o kj+an
fo dk W,,kbk:jgo fkijj/z dk W, b, , (32)

and as long as W, b, varies little on the scale of A; we
can replace each term in the sum by W, b, A;.
J 7

Similarly, in Eq. (5) we approximate

_— Neo k44,02
fo dk' Wb~ 3 [ 77 dk'Wyby
J J

j=o ’
k;tk/.
k+A/2
dk'W,,..b,. , 3
+ f A2 kk'Ok (33)

where each term of the sum can again be replaced by
Wik by A as before. However, because of the divergence
7

of the C-C matrix elements, the last term in Eq. (33) must
be treated with care. (See Appendix B.)

With this scheme, we can put the bound states and the
discretized continuum on the same footing by truncating
the bound states to a finite number N, and expressing our
problem in terms of a large set of linear, ordinary
differential equations. If all of the A; are chosen to be
equal, then this prescription is essentially equivalent to
putting the one-dimensional hydrogen atom in a large
box of length proportional to 1/A;. More generally we
have the flexibility of varying A; as well as K, to optim-
ize the coverage of the range of k where most of the cou-
pling from the bound states to the continuum occurs. In
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addition, we find in practice that resonant multiphoton
processes from the bound states give rise to prominent
peaks in the distribution over the continuum states which
grow in time. Consequently, the assumptions used to
discretize the continuum fail after a period of time which
can be increased by decreasing A; and increasing the
number of states. However, by carefully monitoring the
evolution of the probability distribution over continuum
states we can easily detect and remedy any failures in the
approximations.

B. Calculations in the x - E gauge

Unfortunately, the singular off-diagonal C-C matrix
elements and the divergent diagonal C-C matrix elements
in Eq. (33) create serious numerical problems for the solu-
tion of the full set of equations using the x -E representa-
tion of the coupling to the electromagnetic field. Al-
though we show in Appendix B that the divergences in
Eq. (33) cancel in the limit A i—0, it is difficult to main-
tain this cancellation in a numerical calculation with
finite A;. As a consequence the numerical calculations in
the x -E gauge required that the C-C coupling be neglect-
ed altogether. In many cases the neglect of the C-C in-
teraction can be justified and the neglect of these trouble-
some terms is not a bad approximation.”’ However, in
other problems, such as the interaction of intense laser
radiation with ground-state atoms, the C-C coupling
plays a very important role.2"?> Nevertheless, since the
C-C coupling can be turned back on using the p- 4 gauge
or by using the Sturmian basis functions as described in
subsequent sections, the validity of this approximation
can be checked for individual cases.

Therefore, by neglecting the C-C coupling in the x-E
representation of the perturbation, we reduce the
Schrodinger equation to a large linear system of coupled,
ordinary differential equations of the form

Ny +N,

dy io
i—=F(t)cos(Qt) 3 z,e wly

ar (34)

r=1
where y, =b, for bound states, y, =A!’2b, for continuum
states, and the coupling coefficients are given by

x,, for s and r bound

z, = (35)

= 1Al%x, ., for s continuum and r bound
5

0 for s and r continuum .

Finally, we can improve the numerical efficiency of
solving Eq. (34) by eliminating the diagonal couplings
with the transformation

y,=c, exp[ —iz,, [ F(1)cos(Qt)dr] . (36)
Then Eq. (34) can be rewritten as
dce, Ny +Ne ig, (1)
i—=F(t)cos(Qt) ¥ z,e " ¢, , (37
dt ot
where

b (D=0t +(2,—2,) [ F(1)cos(Qt)dt .

This is the most convenient form from the point of view
of numerical calculations since the diagonal matrix ele-
ments are the largest coefficients and they make the
right-hand side of Eq. (34) very large, slowing down the
integration considerably.

For the interpretation of P,= |y, |  as the probability
of being in the state r, discrete or continuum, to be valid,

‘ 2

we hav}s 150 verify that the total probability
P = ,LT ©y}y, is a constant in time for any number

of bound, N, and continuum, N_, states used in the cal-
culations. This can be easily verified from the hermiticity
property of Eq. (34). Taking the derivative of P,

dPtot Nl
dt 2

r=1

dy} NooLdy,
a Ut > o

r=1

(38)

replacing the derivatives by Eq. (34) and its complex con-
jugate, and using the hermiticity of zs,e'w"t, we obtain
dP.,/dt =0 for any N,=N,+N.. We then choose
P, (0)=1 initially; this value is kept to numerical accu-
racy throughout the calculation.

Note also that the y,’s, which represent the probability
amplitudes of the discretized continuum, are invariant
under a change of the continuum label. We were using in
all of our discussions above the continuum label k such
that the energy of the continuum states is e=k?2/2. If we
want to use the € label, then y. =A.?b . But

A, =k,A,  and ber/\/k,, as seen Dbefore, so
ye,zyk"‘_“yr'

C. Calculations in the p - A gauge

If it is necessary to include the contributions of the C-
C interactions, then the numerical calculations are much
easier in the p- A representation of the interaction with
the oscillating electric field.

In the p-A gauge the Hamiltonian for a one-
dimensional hydrogen atom in an oscillating electric field
is

1

H=1p+ AP~ T=1pt4pd +342~ 1, (39

where A(t)=—fF(t)cos(Qt)dt. Since the %Az term
only contributes to a global phase factor, we will neglect
it in the integration of the corresponding equations of
motion. In this case the coupling of the atom to the os-
cillating electric field depends on the matrix elements of

p-
If we expand the wave function as

|¥) =3 b(t)e |9, ,

where r denotes a discrete or continuum state, we obtain
after substituting this expansion in the Schrodinger equa-
tion corresponding to Eq. (39)

dbs iw_t
i—=A(t) Y p,e "b,,

(40)
dt =

where the relation given by Eq. (15) says that
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pS" = iwsr'xsr'

Comparing Eq. (40) with Eq. (34), we see that each
term of the right-hand side of Eq. (40) is approximately
w,, /Q times the corresponding term in Eq. (34). When r
and s are continuum states, this is an advantage because
the divergent diagonal matrix elements are eliminated al-
together and the singularity of the off-diagonal matrix
elements for nearby continuum states is greatly reduced.
However, in situations in which the B-B and B-C transi-
tions play the most important roles and where a large
number of photons are involved, as in the microwave ion-
ization experiments, the B-B and B-C coupling in Eq. (40)
becomes very large, as w,, /) >>1, making the numerical
integration of this equation very slow.

V. NUMERICAL SOLUTION USING
THE STURMIAN BASIS FUNCTIONS

In this section we consider the numerical solution of
the Schrodinger equation for a one-dimensional hydrogen
atom in an oscillatory electric field using Sturmian basis
functions. This provides us with an alternative approach
to the problem which can be compared both for accuracy
and numerical efficiency with the algorithms using a
boxed-continuum described in Sec. IV.

As is well known, the Schrodinger equation can be ex-
pressed in any complete set of basis functions. For prob-
lems involving the interaction of an atom with a strong
static electric or magnetic field,?} the so-called Sturmian
basis functions are often preferred over the eigenfunc-
tions of the unperturbed atom. The Sturmian basis is a
particular basis set which has the advantage of being
complete and discrete. These properties makes them
convenient ta use in problems in which continuum effects
are important, without having to deal with the inconveni-
ences caused by the use of continuum wave functions,
such as discretizing the continuum for numerical calcula-
tions or dealing with singular matrix elements. Another
advantage is that the matrix elements in the equations of
evolution are very easy to evaluate and are given by sim-
ple algebraic expressions, with no hypergeometric func-
tions. However, the price paid for these advantages is
primarily the loss of the physical intuition contained in
the hydrogen basis, to which one is familiar and in terms
of which all experimental situations are described. As a
consequence the results of the Sturmian calculations must
be projected back onto the basis of bound and continuum
hydrogenic states to provide a detailed interpretation of
the results. In general this projection resurrects the
necessity of evaluating complex expressions involving hy-
pergeometric functions. In addition, because there is no
one-to-one correspondence between the hydrogenic and
Sturmian basis functions it is difficult to control the accu-
racy of the Sturmian representation of the highly excited
bound states and low energy continuum states. If these
states play an important role, then numerical calculations
require at least twice as many Sturmian functions to
achieve the same resolution as carefully chosen bound
and discretized continuum states of the hydrogenic basis.

Nevertheless, the advantages of the Sturmian basis
functions have led Casati et al.® to use them for numeri-

cal studies of the microwave ionization of highly excited
hydrogen atoms. Using up to 480 Sturmian basis func-
tions they have solved the Schrodinger equation for a
one-dimensional hydrogen atom in an oscillating electric
field. Then by recursively evaluating the hypergeometric
functions in the formal expressions for the projection
onto the bound states of the hydrogenic basis, they have
performed a number of very interesting studies of the ex-
citation of bound states in the presence of strong pertur-
bations. Unfortunately, the complexity of the corre-
sponding expressions for the projection of the Sturmian
basis onto the continuum hydrogenic states has thus far
prevented them from performing detailed studies of the
ionization.

In this section we show that by representing the Stur-
mians in momentum space, we can derive exact integral
expressions and simple analytical formulas for the projec-
tions onto both the bound and continuum states of the
hydrogenic basis. These simple expressions relating the
Sturmian and hydrogenic basis functions appear to be
new and they provide a direct means of comparing the re-
sults of the Sturmian calculations with those using the
boxed continuum. In addition, they should also prove
useful in providing a more detailed interpretation of pre-
vious calculations using Sturmian basis functions.

For completeness, we begin this section with a review
of the properties of the Sturmian functions in momentum
space before deriving explicit expressions for the projec-
tions onto the continuum and bound states of the hydro-
genic basis.

A. Sturmian functions in momentum space

The Coulomb Sturmians are defined by the eigenvalue
equation® :

1d%S a
-5 ) — xS-—e(,S, x>0 41)

with S(x)=0 for x <0. €, is a fixed parameter that

characterizes a particular basis {SZO(X)] and a are the ei-
genvalues of the equation that characterize each element
of the basis. In other words the Sturmians satisfy a
Sturm-Liouville problem where the eigenvalues are the
coefficients of the Coulomb potential.

We can easily see that by multiplying Eq. (41) by 1/a?
and rescaling x by a we reduce Eq. (41) to the
Schrodinger equation, Eq. (6), with e=¢,/a®. Therefore
the Sturmians are related to the hydrogenic eigenfunc-
tions ¢,,

SO(x)=Cé(ax) , 42)

where C is a proportionality constant to be determined by
the normalization condition.

Since the parameter ¢ is usually chosen to be negative,
the eigenvalues a are completely determined by the nega-

tive spectrum of the hydrogen problem, e=—1/2n 2 s0
defining
. 1/2
a,= ’?0] =(2] &))", (43)
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we have a discrete set of basis functions
SO(x)=Co,(a,x) . (44)

The Sturmian associated with the eigenvalue a, is ob-
tained directly from making a change of scale of a,, in the
argument of the hydrogen eigenfunction ¢,. However,
the change of scale is different for different n’s. This pro-
cedure creates a complete basis set out of the discrete hy-
drogen eigenfunctions only.?

For physical interpretation, one usually chooses
€p=—1/2n% for some initial choice of n, Then
a,=n/ny and S:(‘; is identical to the eigenfunction that

coincides with the hydrogen eigenfunction of the same
quantum number n,, up to a constant arising from the
difference in normalization.

To determine the normalization constant C we multi-
ply Eq. 41) for a, and S, by S, and subtract from it Eq.
(41) for a,, and S, multiplied by S, and integrated over
X, to obtain

= SmSn

d’s, disy
(a,,,—oz,,)f0 .

dx? " dx?

dx .

S*

dx:fooo

(45)

Therefore, since the right-hand side of this equation van-
ishes upon integration by parts, the S: % can be orthonor-

malized with the weight 1/x (the absolute value of the
potential),

<Sn0 1
"l x

S,:°> =8 - (46)

As in the case of the hydrogenic eigenfunctions, it
proves more convenient to work in momentum space for
the Sturmian description of the one-dimensional hydro-
gen atom. For that, we will need the momentum-space
Sturmians

s:°<p>=(21r)—‘/2fo‘”s,:")(x)e —Pxdy 47)

From Eq. (44) and Eq. (47) we see that the momentum-
space Sturmian is related to the hydrogenic wave func-
tion in momentum space by

(48)

So we can use Eq. (11) for the p-space hydrogen wave
function ¢, (p) in Eq. (48) to obtain S:O(p) up to a nor-
malization constant C, which is then obtained by evaluat-
ing Eq. (46) in momentum space, using the relation be-
tween 1/x to p? for the Sturmians, given by Eq. (41). Fi-
nally, with the resulting value of C, we have

172

S,%(p)=

7" exp[2in cot™Y(nyp)] .

0
(1+n2p?)

(49)

B. Schrodinger equation in the Sturmian representation

If we expand the wave function ¢(x,t) in the Sturmian
basis,

dix,0)= a,(1)S,°(x) , (50)

and substitute it in the Schrodinger equation for our
problem, Eq. (2); we det, after making the phase transfor-

. it /2 L .
mation a,,(t)=e' nob,,(t) to simplify the resulting equa-
tions,

o d
D>

b, p
dt mn

oy

- 8,, —F (1) cos(Qt)x,,, |b, , (51)
0

where d,,, =(S,°|S,°) and x,,, =(S,° | x | $,°).

C. Matrix elements d,,, and x,,,

To solve Eq. (51) we need the overlap coefficients be-
tween Sturmians d,,, and the dipole matrix elements x,,,.
Using Eq. (49), we can evaluate them by direct integra-
tion in momentum space. They can also be calculated
directly from the x-space Sturmians.?* The only nonzero
matrix elements are

ngn for m =n

dyn =8py=1—(1/2)no[n(n —1)]""% for m =n —1(52)
0 otherwise ,
(3/2)n3n? for m =n
—(1/2)n32n —1D[n(n —1)]'72

Xpm =X = for m=n—1 (53)

(1/8)ni(n —1)[n(n —=2)1"% for m =n —2
0 otherwise .

D. Projection of Sturmians onto the hydrogen
continuum states

To study the ionization problem in the Sturmian repre-
sentation, we will need to compute the probability of
@(x,t) of being in the continuum. To compute this prob-
ability, we will need the projection of the Sturmians onto
the continuum eigenstates. In this section we will deter-

mine the projection matrix elements (S,° |4, ) of the
Sturmians onto the continuum.

For calculating the projections, we take Eq. (6) with
€=k?/2 and Eq. (41) with a=n/ny and €= —1/2n3,
which are written in operator form as
2

y
2

-1k
2

‘¢k>=0 ,

n

2
B n oy L S,,°>:0.

2 hy 2n(2)

Next, we multiply the first equation by n /n, and (S:O |
and take the complex conjugate. Then subtracting the

second equation multiplied by (¥, | and solving for
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(S,°| ¥, ), we obtain
no(n —'no)
(14nngk?)

We can see immediately from this last expression that
(S, 4, ) =0 for n =n,. As discussed before, | S:;’ ) is

(S, ¢, )= (S)°1p2 ¢ ) . (55)

the hydrogen eigenfunction I¢"0> up to a constant;

therefore it is orthogonal to all hydrogen continuum
states.

By looking at Eq. (14) for ¥, we see that we will make
the right-hand-side integral easier to evaluate if we add
and subtract k% from p2. The result is

|
<Snol¢ )_m<sno| 2 kzlll} >
n R ey P ¢
5 12 exp |i—log Ptk —i2n cot~(nyp)
2 (n—ngni(nk) k= |p—k 1 p+k
_Z exp | ——-arg dp .
T (1—e M)V 214 ndk?) Y = (14+n%p?) k p—k

For large n and small k, our case of interest, we can apply
the method of stationary phase** to obtain a very good
approximation to this integral. The final result is

1/2
k
T

ny/*(n —ngy)*

X
(14+ngnk )"V 1+ n2k?)(1—e —27/k)172

(8,°] 9 ) =237

Xcos(B+m/4), (57)
where
B=—2ncot™'{[ny(14nnyk?)/(n —ny)]1""?}

+%tanh_1{k[n0(n —no) /(1 +nngk )] .

In Fig. 4 we show a comparison of Eq. (57) with the re-
sults of a direct numerical integration of Eq. (56) which
J

n (n —ny)n "
(S)0 |4, ) =———2(S" [ (1+m?pD) | ¥, )
(m?—nd)

(56)

shows that Eq. (57) provides a very good approximatior
of the projections even for n =1.

E. Projection of Sturmians onto hydrogenic bound states

In this section we will calculate the projection of Stur-
mians onto the discrete hydrogen states {S,°|¢,,). By
doing the same analysis with Eq. (6) and Eq. (41), as done
in Sec. VD, but now for the negative discrete values of
the energy, €,, = —1/2m?, we obtain the following rela-
tion between (S,° | ¢,, ) and (S,° | p2| ¥, ):

nogm*(n —n
(m?

n ) n
(8,° |9y, )= ;’ (S01p24,) . (58)

—nn,
Again, the expression above is zero for n =n, because
IS:(:’ )« |¢,,0) and it is orthogonal to all other bound

states. By looking at Eq. (11) for the discrete eigenfunc-
tion ¥,, in momentum representation, we will make the
. . . n

integral easier to evaluate if we relate (S,°|#,, ) to
(8% (14+m??) |4, ). From Eq. (58) we then obtain

Y(mp)—2in cot ' (nyp)]

=l(nm)]/2 3
T (m —nyp

Once again, in the case in which n > n,, we can obtain
a good analytical approximation to Eq. (59). For large n
and m, we can apply the method of stationary phase?* to
obtain the very good approximation to Eq. (59),

2372 ny*m
72 (mie

(S,° | ) =~
4 nno)l/4
(n —n0)3/4

2 2)

cos(y +m/4), (60)
(m°—ng

(n —ng)nd .. exp[2im cot™
2) f_w

(14-n3p?)

dp . (59)

where
y=2m cot '{[(m2—nny)/ny(n —ny)1""?}

—2n cot™'{[no(m2—nny)/m¥n —ny)]'"?} .(61)

Figure 5 shows a comparison of Eq. (60) with the results
of a direct numerical integration of Eq. (59). We can see
from this figure that Eq. (60) also provides a very good
approximation of the projections even for n =1.
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FIG. 4. Approximate formula for the projection matrix ele-
ments of Sturmians onto the hydrogenic continuum states,
(81|, given by Eq. (57) (dashed line) is compared with the
numerical integration of the exact expression, given by Eq. (56)
(solid line).

F. Numerical algorithm

To study the ionization problem in the Sturmian repre-
sentation, we choose a reference state n,, usually the ini-
tial state. Then we truncate the Sturmian basis, consider-
ing only N, Sturmians, S:O, and we set up the system of
ordinary differential equations, Eq. (51), using the over-
lapping and dipole matrix elements given by Egs. (52) and
(53). We solve for b,(t) and obtain the ionization proba-
bility as

Pin=[dk | (6|02, (62)

where

005 L . 1

FIG. 5. Approximate formula for the projection matrix ele-
ments of Sturmians onto the hydrogenic bound states,
(Si| ¢, ), given by Eq. (60) (dashed line) is compared with the
numerical integration of the exact expression, given by Eq. (59)
(solid line).

(b)) | = |3 b, (1)(S,° | |, (63)

with the (S,° | ¢, ) calculated by Egs. (56) or (57).

VI. RESULTS

To provide a comparison of our three different ap-
proaches to the numerical solution of the time-dependent
Schrodinger equation for a one-dimensional hydrogen
atom in a strong, oscillating electric field, we will exam-
ine the results of some typical calculations. For the pur-
poses of illustration we will restrict the discussion here to
a specific model problem. This case study will examine
the excitation and ionization of a one-dimensional hydro-
gen atom, initially prepared in the n,=20 state, in oscil-
lating fields with a scaled frequency of n3Q=1.0 and
with peak amplitudes greater than 10% of the Coulomb
binding field.

Although this model problem does not correspond
directly to the parameter ranges of the current experi-
ments with either highly excited hydrogen atoms in
strong microwave fields or with ground-state atoms in in-
tense laser fields, it provides a single example which ex-
hibits many of the important features of both of these two
very different experimental regimes. For example, the
ionization of an n,=20 hydrogen atom in an oscillating
field with a scaled frequency of n3Q = 1.0 requires the ab-
sorption of a minimum of ten photons. By comparison
the laser ionization of ground-state atoms, which has
stimulated tremendous excitement in the atomic physics
community, typically requires a minimum of 12 photons
(for 1096-nm light) for ionization.?> Therefore, we should
expect that our numerical calculations, which include a
detailed representation of the coupling to the continuum,
will exhibit the multiple above-threshold ionization (ATI)
peaks which are characteristic of these experiments.?
However, because of the anharmonic spacing of the low-
lying energy levels only a few bound states are involved in
this laser ionization process. In contrast for the ny=20
atom this scaled frequency corresponds very closely to
the resonant-frequencies for single photon transitions to
the n =19 and 21 states. As a consequence our numeri-
cal calculations for this model problem should also ex-
pose the role of the coupling of a large number of bound
states in the excitation and ionization of highly excited
hydrogen atoms. In these latter experiments hundreds of
photons must be absorbed to ionize and 1 to 20 photons
are required to excite adjacent bound states. Since the
primary purpose of this paper is to lay the foundations
for the numerical solution of the time-dependent
Schrodinger equation for simple atoms in strong oscillat-
ing fields, we will defer the detailed studies of these
specific applications to other works.!!:21:26:27

The algorithms described in Secs. IV and V for the
solution of the time-dependent Schrodinger equation, us-
ing hydrogenic basis functions with both the x-E and
p- A representations of the perturbation and using Stur-
mian basis functions, were implemented in Fortran codes
which were optimized to run on a Cray X-MP/48 using
standard library subroutines to solve systems of ordinary
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differential equations. These codes were first tested in
simple cases, for which analytical results are known. For
example all three codes agreed with the predictions of
Fermi’s golden rule for single photon ionization.

It is interesting to note that already in these simple
tests the differences in the effectiveness of the numerical
algorithms were readily apparent. In particular, the Stur-
mian calculations required a basis of 100 Sturmians to re-
cover the Fermi golden rule for single photon ionization
of the ground state for ten periods of the perturbation.
In contrast the same accuracy could be achieved using
the hydrogenic basis with a much smaller basis consisting
of a single bound state and ten, carefully chosen, discrete
states of the boxed continuum. As a consequence, the
straightforward numerical integration of the correspond-
ing systems of ordinary differential equations was found
to be much more efficient using the hydrogenic basis
functions than with the Sturmians.

A. Calculations using the hydrogenic basis
with x -E coupling

As indicated in Sec. I, one of the most striking features
of the experiments on the microwave ionization of highly
excited hydrogen atoms is the sharp field threshold for
the onset of significant ionization which corresponds very
closely to the onset of chaotic ionization in the classical
theory. One of the primary purposes of our numerical
studies of the solution of the corresponding Schrodinger
equation is to determine the quantum-mechanical mecha-
nism which is responsible for this sharp ionization
threshold which mimics the onset of classical chaos. To
this end we have used our codes to perform numerical
“experiments” to explore the dependence of the excita-
tion and ionization of one-dimensional hydrogen atoms
on the amplitude, frequency, duration, and overall tem-
poral behavior of the oscillating perturbation.

For example, Fig. 6 shows a graph of the natural loga-
rithm of the probability for a one-dimensional hydrogen
atom, initially in the ny=20 state, to remain in a bound
state, P;= 3, | a, |, as a function of time (measured in
the number of periods of the oscillating perturbation) for
field strengths of n3F =0.03, 0.05, and 0.07 (a.u.). (For
small levels of ionization this graph can also be interpret-
ed as a plot of the ionization probability as a function of
time by taking the absolute value of InPy and an estimate
of the ionization rate can be obtained from the slope of a
straight-line fit to these curves.)

Several interesting features of physical significance are
immediately apparent in these calculations which were
performed using a hydrogenic basis of 90 bound states
and 100 continuum states in the x-E gauge. First and
foremost is the sharp increase in ionization as the field is
increased from n$F =0.05 to 0.07. After ten periods of a
cos({2t) perturbation which was turned on suddenly at
t =0, the probability of ionization is only approximately
0.03% for n$F=0.05 and is 30 times larger for
ndF =0.07. It is also noteworthy that, despite the sud-
den turn-on of the perturbation, approximately five
periods elapsed before the ionization began to increase at
the larger field. Finally, we note that the fluctuations in
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FIG. 6. Natural logarithm of the total probability of remain-
ing bound Py is plotted vs time for ten periods of a cosine per-
turbation applied to the n,=20 state with a frequency of
n3Q=1.0 and field strengths of n$F =0.03 (dotted line), 0.05
(dashed line), 0.07 (solid line).

the ionization probability indicate that at these high fields
the probability oscillates back and forth between the
bound and continuum states during each cycle of the per-
turbing field.

In trying to understand the quantum mechanisms
which are responsible for these features, our numerical
“experiments” have a significant advantage over real ex-
periments since we can perform direct observations of the
evolution of the wave function itself. For example, Fig. 7
shows the projections of the wave function after ten
periods of the perturbation onto 100 states of the discre-
tized continuum for n¢F =0.03, 0.05, and 0.07. This

-6
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FIG. 7. Log,, of the probability of occupying each of the 100
states of the discretized continuum at the end of ten periods of
the perturbation for n$F =0.03 (dotted line), 0.05 (dashed line),
and 0.07 (solid line).
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graph plots the normalized amplitude P, = |y | 2 of oc-
cupying each of the discretized continuum states (defined
in Sec. IV B) versus the corresponding energy €, =k2/2.
In each case the distribution of probability in the contin-
uum exhibits a series of peaks and oscillations which de-
crease in amplitude with increasing energy into the con-
tinuum. The greater ionization at n¢F =0.07 is clearly
manifest in the order of magnitude increase in the projec-
tions onto the continuum states over that for n¢F =0.05.

As described in previous work,'"2! the structure in the
continuum for n¢F =0.07 can be largely ascribed to a
family of peaks associated with multiphoton excitation
from highly excited bound states which are replicated at
intervals of the photon energy €,=0.000 125 (a.u.). This
detailed structure in the continuum energy spectrum
shows many of the same features as the experimental ATI
spectra.?> In addition, the observant reader will note that
most of the peaks in the continuum do not correspond to
an integer number of photons from the initial state but
rather to an integer number of photons from a sequence
of excited bound states which are also separated in ener-
gy by approximately one photon. (See Fig. 8.) Although
this result would appear to violate the conservation of en-
ergy, the sudden turn-on of the perturbation provides a
broad spectrum of photon frequencies which can make
up the difference. A slow or adiabatic turn-on and turn-
off of the perturbation should modify the structure in the
continuum and extensive calculations are currently un-
derway to examine the effect of the temporal evolution of
the envelope of the oscillating electric field.?’

To check for numerical convergence and in particular
to check whether the number of discretized continuum
states were sufficient to resolve the wave function in the
continuum, we increased the density of boxed continuum
states in the same energy range to see if both the magni-
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FIG. 8. Log,, of the average probability of occupying each of
the 90 bound states, n = 16-105, at the end of ten periods of the
perturbation for n$F =0.03 (dotted line), 0.05 (dashed line), and
0.07 (solid line).

tude and detailed structure of the distribution remained
the same. The range of continuum energies was also in-
creased, although in this case it is clear that the higher
energies give a negligibly small contribution to the con-
tinuum dynamics. Both checks showed that 100 continu-
um states in an energy range from zero to four times the
energy of the state at which the bound-continuum matrix
element of the ny=20 state achieves its maximum, were
sufficient to resolve the detailed structure of the continu-
um dynamics for 10 to 20 periods of the perturbation.
However, for longer calculations the peaks in Fig. 7,
which correspond to multiphoton resonances from excit-
ed states n >20, grow sharper and a higher density of
discretized continuum states are required to resolve
them.

The source of the sharp increase in the ionization at
the highest field is readily apparent in Fig. 8 which shows
the logarithm of the probability of occupying each of the
bound states P,=|a, |? versus energy €,=—1/(2n?)
for each of the three field strengths. Since the probabili-
ties of occupying the different bound states exhibit
“Rabi-flopping” fluctuations in time, this graph plots a
time average of the populations over several periods of
the perturbation. For ngF =0.03 the wave function
remains highly “localized” to the vicinity of the initial
state with an average of approximately 10% probability
of occupying the n =19 and 21 states but with probabili-
ties of occupying states with n < 18 or n > 25 which drop
well below 1%. For the higher field of n{F=0.05 the
average probability of exciting states with n > 30 rises by
several orders of magnitude. Finally, for n¢F =0.07 the
average probability of populating highly excited states
rises by another factor of 10, giving population levels of
approximately 1% in states as high as n =45.

The sharp increase in the ionization as the field is in-
creased from n¢F =0.03 to 0.07 is a direct result of the
increased excitation of highly excited states. In particu-
lar, a careful examination of the evolution of these excita-
tion curves as a function of time for the highest field re-
veals that the five period delay in the onset of rapid ion-
ization occurs because several periods of the perturbation
must elapse before the probability builds up in these high-
ly excited states. After this build-up time the average
probability distribution in highly excited states remains
relatively constant except for the slow decay into the con-
tinuum.

From these calculations, we conclude that the thresh-
old field for the onset of significant excitation of highly
excited states and the associated ionization lies between
n¢F =0.05 and 0.07. Although this is a factor of 2 larger
than the threshold field for the onset of chaotic ionization
for n3Q=1.0 and the experimentally measured® thresh-
old for ny=88 (with n3Q=1.028), this discrepancy may
be attributed to the low quantum number ny=20. Our
preliminary investigations®”?® of the excitation of highly
excited states for the experimental parameters® using this
algorithm, as well as the studies of others,®~!° all indicate
that the one-dimensional quantum calculations for the
threshold field for significant excitation corresponds very
closely to the experimental measurements and the classi-
cal predictions.
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B. Calculations using p - 4 coupling and
with the Sturmian basis functions

The same model calculations were also performed us-
ing the hydrogenic basis with the p-A4 coupling to the
continuum and with the Sturmian basis functions.
Despite the significant differences in the matrix elements
and the numerical algorithms all three calculations gave
similar results for the excitation and ionization of the
no=20 state of the one-dimensional hydrogen atom. In
particular, Fig. 9 shows a comparison of all three calcula-
tions of the ionization probability (logarithm of the prob-
ability of remaining bound) as a function of time for
ndF =0.07.

The p- A calculation was also performed with 90 bound
and 100 continuum states; however, the elimination of
the diagonal dipole matrix elements permitted the in-
clusion of the full C-C coupling. The Sturmian calcula-
tions also automatically includes the C-C coupling, but
because of the inefficiency of the Sturmian calculation a
maximum of 100 Sturmians had to be used to keep the
runtime under 1 Cray hour.?

In Fig. 9 all three calculations exhibit the sudden in-
crease in the ionization probability after five periods of
the perturbation to 0.5-1.0% ionization after ten
periods. The overall agreement between the three calcu-
lations with and without C-C coupling and using both the
x-E and p- 4 gauges is quite good. The discrepancies in
the detailed time dependence should not be a cause for
concern. The Sturmian calculations are not expected to
be as accurate as the hydrogenic basis calculations, since
a comparable representation of the relevant bound and
continuum states would require at least twice as many
Sturmian basis functions. Moreover, the ambiguity in the
interpretation of probability in the p- 4 gauge when the
perturbation is on precludes a close comparison of the in-
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FIG. 9. Natural logarithm of the total probability of remain-
ing bound Py is plotted vs time for ten periods of the perturba-
tion with n$F =0.07 using hydrogenic basis states in the x-E
gauge (solid line), in the p- 4 gauge (dotted line), and using 100
Sturmian basis functions in the x - E gauge (dashed line).

stantaneous probabilities of occupying either the bound
or continuum states. In particular, this aspect of the p- 4
calculations accounts for the larger oscillations in the
ionization probability during each period.?

The overall agreement between the three calculations is
also exhibited in the average probabilities of occupying
each of the bound states from n =15 to 105 shown in Fig.
10 for the hydrogenic and Sturmian calculations in the
x-E gauge. In particular, both calculations exhibit com-
parable levels of excitation in the highly excited states
which are responsible for the large levels of ionization.
The corresponding results for the p-A calculation are
also very similar. (In fact, they were not plotted in Fig.
10 to avoid cluttering the graph.) This later comparison
provides a remarkable demonstration of the gauge invari-
ance of the quantum calculations since the diagonal ma-
trix elements, which have been shown to provide a dom-
inant mechanism for the excitation of bound states in the
x-E gauge, are totally absent in the p- 4 calculations. As
indicated in the extensive literature on this issue the
effects of the missing or reduced matrix elements are
compensated by higher-order couplings which must be
included in perturbation theory but are automatically in-
corporated in the numerical solutions.

Finally, Fig. 11 shows the projection of the wave func-
tion after 10 periods onto the states of the boxed continu-
um for all three calculations. Again the overall agree-
ment is quite good. As before, the discrepancy between
the Sturmian and hydrogenic calculations can be attribut-
ed to the relative inaccuracy of the restricted Sturmian
basis. More importantly, the close correspondence of the
x-E and p- A4 results indicate that the C-C interactions do
not appear to play an important role in the ionization of
the ny=20 state at these frequencies and fields in agree-
ment with the conjecture of Bliimel and Meir.?° Howev-
er, the neglect of the C-C coupling is not always justified,
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FIG. 10. Log,, of the probability of occupying each of the
hydrogenic bound states, n =16-105, at the end of ten periods
of the perturbation with n¢F =0.07 using the hydrogenic basis
(solid line) and using 100 Sturmian basis functions (dashed line).
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FIG. 11. Log,, of the probability of occupying each of the
100 states of the discretized continuum at the end of ten periods
of the perturbation with n¢F =0.07 using the hydrogenic basis
in the x -E gauge (solid line) and the p- 4 gauge (dotted line) and
using the Sturmian basis functions (dashed line).

since we have shown in Ref. 21 that the inclusion of the
C-C interaction can have a profound impact on the de-
tails of the excitation of continuum states for the laser
ionization of ground-state atoms. In both the Sturmian
and p- A calculations the primary role of the C-C interac-
tions for the present parameters is to distribute some of
the probability in the continuum to higher energies,
which has the effect of reducing the total ionization rate
as indicated in Fig. 9.

VII. SUMMARY

Starting from first principles, we have determined ex-
act integral expressions, Egs. (16), (22), and (26), for the
bound-bound, bound-continuum, and continuum-
continuum dipole matrix elements for a one-dimensional
model of the hydrogen atom. For the large quantum
numbers of current interest to the search for “‘quantum
chaos” in the excitation and ionization of highly excited
hydrogen atoms, these integral representations are much
easier to evaluate and approximate than those expressed
in terms of hypergeometric functions. We have also de-
rived simple analytical approximations to the B-B, B-C,
and the C-C matrix elements for large #» and small k, Eqgs.
(20), (24), and (28). The derivation of the approximate ex-
pressions for the B-B and B-C matrix elements clarifies
the range of validity of similar results derived using
WKB theory while our expressions for the diagonal and
off-diagonal matrix elements for the continuum states are
new. These results provide the necessary ingredients for
detailed numerical studies of the one-dimensional
Schrodinger equation for a one-dimensional hydrogen
atom in an oscillating electric field as well as a basis for
estimating the relative importance of various quantum
processes which affect the onset of chaotic ionization in
the experiments with real hydrogen atoms.

We have also described numerical algorithms for

studying this problem in both the x-E and p- A gauges
which use our results for the various matrix elements
along with a natural discretization of the continuum.
Since our numerical approach clearly represents the cou-
pling of both the bound states and the continuum states
on an equal footing it is easy to assess and control the ac-
curacy of our numerical calculations. For example, we
can try to achieve a convergent calculation by indepen-
dently increasing the numbers of bound and continuum
states and we can easily detect the failure of the discreti-
zation of the continuum when the density of continuum
states is no longer sufficient to resolve the fine structure
in the variation of | b, | * with k or E,.

An alternative approach to the calculation of the ion-
ization of atoms in intense fields, which has been pursued
by other research groups, is provided by the Sturmian
basis functions. Using the momentum-space representa-
tion of these basis functions for the one-dimensional hy-
drogen atom, we have derived convenient new formulas
for the projection of the Sturmian states onto the hydro-
genic bound and continuum basis states, which enable us
to perform the first detailed comparison of these different
approaches to the solution of the time-dependent
Schrodinger equation.

Together, these programs provide a computer labora-
tory for investigating the behavior of strongly perturbed
quantum systems, which should provide important in-
sight into the microwave ionization problem as well as
other physical problems which are not easily treated us-
ing perturbation theory. In particular, by directly “ob-
serving” the evolution of the quantum-mechanical wave
function in both the bound and continuum spaces, we can
measure the excitation and ionization, assess the impor-
tance of the C-C transitions, examine the different
choices of gauge, and study the effects of the temporal be-
havior of the perturbing field, all as functions of the per-
turbation frequency and amplitude. Moreover since the
method resolves the free electron energy spectrum it can
also be used to investigate the quantum mechanisms
which underlie the process of above-threshold ioniza-
tion,?® which is currently of great interest to researchers
studying the interaction of intense laser radiation with
atoms. Detailed discussions of the application of our re-
sults for the matrix elements and of our numerical algo-
rithms for the solution of the one-dimensional
Schrodinger  equation is  presented in  other
works, 11:21:26.27
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APPENDIX A: NORMALIZATION
OF CONTINUUM STATES

To normalize ¥, (p) in Eq. (12) to a 6 function as in Eq.
(13), we have to study the asymptotic behavior of ¢, (x)
in the x representation since physically the &-function
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normalization means that far from the origin the wave
function behaves as a free wave. Taking Eq. (6) for
e=k?/2 multiplied by ¢}. and subtracting its conjugate
for € =k'?/2 multiplied by ¢, , we arrive after integration
by parts and rearrangement of terms at?’

JFor08, (x)dx

1
(k'*—k?)

dé, déy
* —
bk dx by dx

(A1)

x=¢
Therefore, we only need the asymptotic expression of ¢,
for large x to evaluate the integral. For this, it is enough
to study the singularities of X, (%), the Laplace transform
of ¢,(x).%" Since we already have ¢, (p), which is the
Fourier transform of ¢,, and this latter is different from
zero only in the positive half of the x axis, we have the
following relation between the Laplace and Fourier trans-
forms of ¢, :

X, (M) =V2r,(—in)

i’k
1
(k24+m)
Then we can use Watson’s lemma®’ to obtain ¢, (x) for
large x from the expansion of X,(n) near its branch

points = *ik:

n+ik

=_V21C
2w n—ik

(A2)

—C‘/ET(n-f—l'k)i/k‘1(——2ik)_i/k_l+ e

for n— —ik ;

X ()= _ ‘ .
I eV —ik) -k ik ey . (A
for n—ik .

Since the branch points are purely imaginary both ex-
pansions contribute equally to the asymptotic form of
¢ (x). The result after applying Watson’s lemma is

e —ikX( _Zik)—i/k-—l
T(1—i/k)x/k

b (x)=—CV2r

eikX(Zik)i/k -1

. (A4)
L(1+i/k)x’%

which after some rearrangements and simplifications
leads to the familiar form of ¢,(x) for large x derived
from the asymptotic form of the confluent hyper-
geomﬁtric function representation of the continuum func-
tions

e —mw/2k

= — ‘/__——
S = =V T 0]

X sin kx+%ln(2kx)+argl“(l——i/k) .

(A5)

Finally, substituting Eq. (A5) back into Eq. (A1), and tak-
ing the limit £— <, we get after some calculations

J ot s

1T21C12e—17/2ke-—17/2k'
T kk'|T(1—i/k)| [T(1—i/k")| o

k'—k), (A6)

where we have used the fact that

Jim sin{(k'—K)f (6)1/(k" — k) =m8(k' )

when f(§)—> o as £—ow. Since |T(1—i/k)|*=m/
[k sinh(7/k)],%* we only need to equate the coefficient of
the 6 to 1 to obtain the desired value of C,

172
1

2k L
(l_e—Zﬂ/k)]/Z .

T

C= (A7)

Substituting this value back into Eq. (A5), we also obtain
the well-known asymptotic expression

172
2 .
— sin
T

G (x)=—

kx -+ %ln(ka)

+argl(1—i/k) | . (A8)

APPENDIX B: CONTINUUM DIAGONAL
MATRIX ELEMENTS

The general solution of Eq. (15) for (k'|x |k) in
terms of (k' |p | k) is

(k'|x |k)=—%mlzl2—’;—)+D(k)5(k’—k)

since the §-function term is identically zero when multi-
plied by (k' — k). Here we have simply expressed Eq. (15)
in terms of the label k corresponding to e=k?2/2.

To compute the actual value of D (k), we will proceed
in an analytical way similar to the one used in Appendix
A to calculate the normalization in the continuum. We
will use the asymptotic form, for large x, of the solution
in the continuum ¢, (x), together with an integration by
parts argument, to obtain Eq. (B1). The second term in
Eq. (B1) will arise then as the limiting form for large x of
the surface term.

We take Eq. (6) for e=k?2/2,

14 1
2 dx? X

(B1)

kZ
br="3"¢ » (B2)
2
multiply it by x@%. and subtract the conjugate of Eq. (6)
for k' multiplied by x¢,. After integrating by parts we
arrive at

£ 4 _ 1 |, 90 doi

f0¢k’x¢kdx‘“ (k’z—kz)fo dk dx b dx dx

R

(k?—k?)

do, doj
*

xX— — —_— . 3
X |drx i drx dx i (B3)
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Therefore we only need to compute the limit §— o0 of
the right-hand side of Eq. (B3) to evaluate (k' |x | k).

However, the only instance in which (k’|x | k) will
be used is under an integral over k' (or k), as in the
second term of the right-hand side of Eq. (5),

If we choose A such that for all ¢, eiw""‘lbk'(t) varies little
in the interval [k +A/2,k —A /2], we are left to calcu-
late

k+ar2 k+472 £
:dklz dk’ t'
fk—A/zxkk fk—A/z fodx¢kx¢k ; (BS)

k+A72 fwp ot ,
b ()X dk’ . B4
fk _an’ D B4 with A << k. To calculate Eq. (B5) we use Eq. (B3) to get
J
k+4/72 . k+472 1 3 dé, déi
) k’=— 1 = *’____ —_
fk—A/Z *iwd §1-nolo fk—A/Z dk (k2 —k?) fodx di dx Z dx
k+A/2 1 d¢, doi
dk' i Y - —_— . B6
+fk—A/2 gin:o (k'P—k?) dkx dx i dx |x_¢ (B0

We then compute the first term by reversing the order
of the integrals in k' and x. In this way, we need to com-
pute first

k+472 b
[5 e —— (B7)
k—as2 (k" —k?)
and its derivative with respect to x. For this we use the

asymptotic form of ¢ for large x, Eq. (A8). For A <<k
we have, neglecting terms in A /k,

*
k+4/2 ok
[ ake
k—As2

(k?—k?2)
2 1'% 1
== |7 g o8 kx+;ln(2kx)

+argF(l—i/k)]

5¢ f +A/2d77 sin(7x) .

Can . (B8)

Now, since x is large, the last integral can be approxi-
mated by 7. So

fk+A/2 . Sk
k—a22 (k" —k?)
172 :
m
=—|Z| - —In(2k
5 kcos kx+kn(2 x)

+argl(1—i/k) |, (B9)

and using this result to evaluate the first term of Eq. (B3)
we get

_fk+A/2 , 1
k—ar2 (k" —k?)

d dog.
ngdx ¢k ¢k
0

dx 'K dx

i (B10)

=—£.

In the second term in Eq. (B3), we are multiplying
asymptotic expressions by x, which requires asymptotic
expressions up to order 1/x. That is, we need one order
of correction more than in Eq. (A8). After computing an
extra term in the asymptotic expansion of the Laplace
transform X,(n) for n—0 and using Watson’s lemma
again, we have, for x — «,

12
2 . 1
Op(x)=— — | sin kx +Elnx +a;
172
+ 2 sin kx+ilnx +a
2k2x k k
12
i L cos [kx + Linx +a (B11)
™ 2k3x k k1

where we defined
ak;%ln(zk)ﬁ—argl‘(l—-i/k) .

There appear then two extra terms of order 1/x to add
up to Eq. (A8) to obtain ¢, (x) to that order. Substituting
Eq. (B11) in the integrand of the second term of Eq. (B6),
we obtain to lowest order in 1/x, after having suppressed
terms with limit zero in the generalized function sense,

1 déy déi
li e —
EAPEEETS L P =t
1 him —f in k= 11
—ﬂgler:O 0 Sin (k'—k)é+ P In§
+ai—ay
(B12)

= Jim £8(k'—k) .

Finally, after integration in k’, we get &, which cancels
out the contribution from Eq. (B10).
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