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We present modeling, measurements and analysis that extend our understanding of laser-plasma
coupling and x-ray conversion processes to shorter laser wavelengths at kilojoule energies. We have

studied the x-ray emission from gold-disk targets irradiated at 0.26-pm wavelength, using 0.5 —1.5-

kJ, 1-ns full width at half maximum Gaussian pulses at intensities of 1&(10' —2)& 10"W/cm . We
interpret measurements of the absolute broadband x-ray spectrum, the time history of sub-keV x-

ray emission flux, and the broadband hard-x-ray spectrum. We find negligible hot-electron levels

((10 E,„,.). We infer increased conversion of incident light to soft x rays (72%+15% at 1)&10'
and 38%+12% at 2)& 10"),compared with longer wavelengths, as predicted. We find good overall
agreement between the modeling and the data, but identify some areas that need to be better under-

stood, including certain aspects of the x-ray emission spectrum and the decay rate of the emission

pulse.

I. INTRODUCTION

The interaction of submicrorneter laser light with
high-Z plasmas presents a fascinating, complex interplay
of diverse physical processes. Moreover, the efficiency of
conversion of submicrometer laser light into soft x rays is

important in determining the performance of x-ray
driven inertial confinement fusion (ICF) targets. ' As a re-
sult, considerable effort has been devoted to understand-
ing the mechanisms involved in laser-plasma coupling
and x-ray conversion.

When a laser is incident on a high-Z target at high in-
tensities, a plasma corona quickly forms. For sub-
micrometer-wavelength laser light at peak intensities
below about 10' W/cm and for high-Z target plasmas,
the light is efficiently absorbed near or below its critical
density by strong inverse bremsstrahlung collisional ab-
sorption. Inverse bremsstrahlung primarily heats the
bulk of the plasma electron distribution, leading to tem-
peratures of several kilo-electron-volts (keV). The energy
deposited into the electrons is then transported to the
unheated, higher-density regions of the plasma, convert-
ed by electron-ion collisions into excitations that lead to
x-ray emission, and converted hydrodynamically into
convecting ion kinetic energy. The competition among
these energy transport and conversiop processes depends
on the temperatures, scalelengths, and charge states of
the plasma, which in turn are self-consistently deter-
mined by the irradiation conditions, i.e., intensity, pulse
width, and spot diameter, and the laser-plasma coupling
processes. Although a detailed understanding of these
processes can best be obtained using computer simula-
tions, behavior of the dominant processes can be readily
understood by consideration of their basic scaling rela-
tionships, to which we shall return jn a moment.

The earliest reported observations of laser-plasma cou-
pling for high-intensity irradiations of high-Z targets
were those of Shay et al. at 1.06-pm wavelength. They
reported efficient conversion of laser light to x rays and
noted nonuniform x-ray-emission structures that corre-
spond with structures in the incident laser beam. Rosen
et al. used greatly improved modeling and diagnostics,
and were the first to discuss the importance of both
thermal transport inhibition and non-local-thermo-
dynamic-equilibrium (non-LTE) atomic physics in model-

ing high-Z target irradiations at 1.06-pm wavelength, for
intensities of about 3 X 10' W/cm or higher. They also
showed the first accurate scaling measurements for the
intensity dependence of x-ray conversion processes,
showing that x-ray conversion efficiency decreases as
laser intensity increases. Nishimura et al. performed
experimental wavelength scaling studies and reported
high-Z target measurements showing x-ray conversion
efficiency increasing with shorter laser wavelength in the
intensity range of 10' —10' W/cm . Their work also in-

cluded high-Z thin-foil burn-through measurements.
Mead et al. reported extensive measurements and mod-
eling of 0.53-pm irradiations of gold- and titanium-disk
targets. They, too, found that x-ray conversion efficiency
for gold-disk targets increased at shorter wavelengths.
Further, Mead et al. found that the wavelength scaling
agreed with computer hydrodynamics code predictions
(using modeling similar to that of Rosen et al. ), except at
intensities below 3)& 10'" W/cm, where experiments sug-
gested a rolloff, while calculations predicted continued in-
crease.

Recently, experimental and modeling studies of laser-
plasma coupling apd x-ray conversion in high-Z plasmas
have been extended and refined at several laboratories.
Various spectrometers have been developed and used to
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obtain high-resolution x-ray spectra, allowing study of
the complex line structures of emission from high-Z plas-
mas. Measurements have shown excess emission from
gold plasmas in the 100—300-eV spectral region, com-
pared with hydrodynamics code modeling including
average-atom non-LTE atomic physics. ' ' The Z
dependence of emission has also been observed in more
detail. ' Kodama et al. "performed wavelength scaling
studies at 1.05, 0.53, and 0.26 pm, using laser energies of
about 10 J. Goldstone et al. presented detailed studies
of the "dynamics" of high-Z plasmas (i.e., hydrodynamic
scales, energy penetration depths, and time dependence
of emission), using layered gold-on-CH spherical targets.
Studies of laser-target interactions have also been per-
formed in high-Z laser-heated cavities. '

Theoretical and computational modeling of high-Z
plasmas has been developed and widely applied, as well.
As mentioned above, the effects of non-LTE atomic and
radiation physics have been found to be important in
determining plasma and emission conditions. ' ' ' Radi-
ation waves penetrating into the dense portion of laser-
irradiated targets have been studied computationally. '

Goldman and Mead studied the scaling of high-Z laser-
target interactions to large laser and plasma sizes, ' pre-
dicting that the steep plasma profiles responsible for
non-LTE effects in current experimental plasmas will per-
sist for high-intensity laser interactions with large, high-
Z plasmas of interest in future ICF applications.

As background to the present work, let us summarize
the status of x-ray conversion efficiency calculations and
data at the time when we began this work. ' The total
x-ray conversion efficiency (rl, =E„,d lE,b„where E„dis
the total radiated energy and E,b, is the absorbed energy}
is predicted by LAsNEx (Ref. 16) hydrodynamic code cal-
culations to increase as IA, decreases. Measured conver-
sion efficiencies agreed well (for the higher-intensity,
longer-wavelength points} with the power-law fit to
LAsNEx calculations using inhibited electron transport.
However, at lower intensities and shorter wavelengths,
measured conversion efficiencies were below those pre-
dicted by as much as 50%. At the outset of this work,
the wavelength scaling of this discrepancy between exper-
iment and calculations was not clear.

In the work reported here, we extend wavelength-
scaling studies to 0.26-JMm wavelength at kilojoule ener-
gies, making use of measurements performed at the
Lawrence Livermore National Laboratory's Novette
laser, hydrodynamics code calculations, and extensive
analysis of the results. The measurements include time-
integrated and time-resolved observations of the sub-keV
x-ray region, together with time-integrated measurements
of the multi-keV x rays generated in the hot corona. The
experiments used 0.5 —1.5-kJ, 1-ns Gaussian laser pulses
at peak intensities from 1)&10' —2)(10' - W/cm . We
have analyzed the soft-x-ray spectra extensively, since
they give important clues to plasma conditions and, fur-
ther, affect the behavior of x-ray-driven ICF targets.

The key physical processes in these collisional, high-Z
plasmas are inverse bremsstrahlung laser absorption, hy-
drodynamics, non-LTE atomic and radiation physics,
and energy transport. Inverse bremsstrahlung absorption

is a three-body collisional process, and the photon ab-
sorption opacity scales as

ZnnT, [I—(n/n)]

Thus absorption occurs most strongly at high electron
(n, } and ion (n; ) densities, low electron temperatures
(T, ), and at electron densities near the laser's critical
density (n, }. The radiation emission processes are most
efficient where bound-bound transitions in gold ions are
strongly excited by collisions with the plasma electrons,
i.e., at the highest densities at which the few-hundred-eV
temperatures needed to excite gold ¹hell transitions
(EE4 5=800 eV} are available. The emission processes
are strongly non-LTE, particularly at high intensities,
since, as discussed below, the plasma develops steep den-
sity and temperature profiles, so that the gold ions sweep
rapidly (-5—10 ps} through regions of violently chang-
ing plasma conditions. Radiation transport can be im-
portant when emission processes are efficient enough to
convert large fractions of the absorbed laser energy into
photons, which generally have longer mean free paths
(MFP) than electrons in these plasmas. Energy transport
by electron conduction is most important where tempera-
tures are higher (the electron mean free path scales as
A Mpp T, ), x-ray-emission processes are too weak to con-
vert the absorbed energy locally, and where other pro-
cesses create steep gradients (e.g., where the laser energy
deposits strongly near the critical density surface). It
would be useful to combine this physics in an analytic
model for high-Z plasmas, although it is difficult to treat
the various nonlinear processes involved.

Using computer hydrodynamics code simulations,
which include models for these processes, we can see
their interplay and their roles in controlling the conver-
sion of submicrometer laser light into x rays. This inter-
play is illustrated in the calculated plasma profiles shown
in Fig. 1 at the peak of a 1-ns Gaussian laser pulse. Fig-
ure 1(a) shows the plasma profiles for the low-intensity re-
gime, while Fig. 1(b) shows the same for the high-
intensity regime. At low intensities, the underdense plas-
ma can radiate rapidly enough to remove the deposited
laser energy locally. The calculations predict a cool coro-
na with an extended absorption and emission region.
Pressure gradients and hydrodynamic losses are relatively
small. Calculated x-ray conversion efficiencies are high.
At higher intensities, radiation from the underdense plas-
ma can no longer cool the corona as rapidly as the laser
deposits its energy. As a result, the corona becomes
much hotter and electron transport carries some of the
energy into the overdense plasma where radiation pro-
cesses are more rapid. Since inverse bremsstrahlung ab-
sorption is less efficient in the hot underdense plasma, the
laser deposits its energy most efficiently in the cooler,
denser plasma near the critical surface. Electron mean
free paths are short in this region of the plasma, so the
temperature, density, and velocity profiles become steep
near critical. Higher corona temperatures and steeper
gradients increase the energy transfer to hydrodynamic
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FIG. 1. Calculated plasma profiles for gold-disk targets at 0.26-pm wavelength, about 1-kJ energy, and 1-ns pulse duration.
Curves show the average ionization state (Zb ), plasma density (p), electron temperature ( T, ), laser specific deposition rate (Ed,~ ),
and net photon emission rate (E~h„).Laser enters from the left. The profile characteristics change significantly between (a) 10' and
(b) 10" W/cm . The lower-intensity case shows extended laser-absorption and x-ray-emission regions, while the gradients are steep
around the critical surface and the x-ray emission from plasma above the critical density plays an important role in the higher inten-
sity case.

blow-off, while the need to transport energy into the over-
dense plasma before it can radiate further reduces the en-
ergy available for radiation. Thus the x-ray conversion
efficiency is reduced at higher intensities.

This paper is organized as follows. In Sec. II we dis-
cuss the modeling used in this work, and present a few
predictions that are needed for analysis of the measure-
ments. Section III describes details of the experiment.
Section IV presents the soft x-ray data and analysis. Sec-
tion V discusses the multi-keV x-ray results. Finally, our
conclusions are presented in Sec. VI.

II. MODELING AND PREDICTIONS

In this section we discuss details of the calculational
modeling and present predictions of the modeling that
are used in the analysis of the experiment.

A. Modeling details

The modeling assumptions used in the LAsNEx (Ref.
16) calculations presented here correspond closely with
those used previously to model successfully the observed
high-Z laser-plasma behavior. ' As discussed above, the
dominant processes in high-Z laser-plasma coupling are
hydrodynamics, laser absorption, and non-LTE atomic
and radiation physics, with electron thermal conduction
also playing a key role at high intensities.

The calculations performed for this work used La-
grangian hydrodynamics with r-z cylindrical coordinates
(axisymmetry assumed about the z axis). Plasma pres-
sure, energy, and other thermodynamic quantities were
calculated for each zone from a tabulated equation of
state, until plasma temperatures exceeded 20 eV.

Laser energy was propagated according to geometrical
optics using ray tracing, with inverse bremsstrahlung ab-

sorption computed along the ray trajectories. The model-
ing neglected stimulated Brillouin scattering, which
should be negligible at our modest values of IA, . For
historical reasons, we modeled collective absorption pro-
cesses using a 10 % "dump" at the critical surface in
some of the calculations. However, this had little effect
on the results, and the measurements implied negligible
hot-electron generation by collective plasma processes
(see Sec. V).

A time-dependent solution of the hydrogenic non-LTE
collisional and radiative rate equations supplied rates for
ionization, atomic transitions, and radiation emission,
and provided most of the thermodynamic quantities, for
all zones in the calculations above 20 eV in temperature.
In LASNEx, a frequency-dependent "emission opacity" is
defined (by analogy with LTE) as the "opacity" by which
the local-Planckian photon density must be multiplied to
obtain the (non-LTE) emission. In this work, as dis-
cussed below, we have found it convenient at times to use
a frequency-independent emission opacity multiplier e, to
alter the calculated overall emission levels. Non-LTE
effects are important, particularly in the steepened plas-
mas associated with the higher intensities in this work.

At the higher irradiation intensities, electron thermal
conduction becomes important as a mechanism to trans-
port the deposited energy into the overdense plasma.
Electron transport was performed using flux-limited
diffusion of a single Maxwellian thermal electron group.
Except where otherwise noted, we used an intermediate
flux-limit value, ' ' ' f, =0.05, which we find fits the
current measurements with the best overall consistency.
The effect of the flux limit and the appropriate range of
values for modeling this experiment are discussed below.

For this work, thermoelectric magnetic fields and mul-
tigroup hot-electron modeling were neglected. Previous
work ' indicates that these features play modest roles in
determining the overall energetics and conditions of
high-Z, short-wavelength laser-produced plasmas. As
discussed in Sec. V, the hard-x-ray spectrum suggests
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negligible hot-electron populations, even at the highest
intensities investigated here, 2X 10' W/cm .

Calculations for this work were performed in both one-
(1D) and two-dimensional (2D) geometries. Many of the
calculations used to test the numerics, assess physics sen-
sitivities, and analyze the experiment were performed us-
ing a 1D model that agreed fairly well with the 2D calcu-
lations. We chose a 1D geometry that preserved the spa-
tially averaged laser intensity, and approximated the
blow-off divergence via a 15' expansion angle. The effects
of divergence and the differences between 1D and 2D cal-
culations are discussed in Sec. II B.

We performed zoning studies for each of the intensities
used in this work. We found no difficulty in resolving the
IX 10' - and 3X10' -W/cm cases to a convergence of
better than 5% in quantities of interest. However, for the
calculations at 2X 10' W/cm, we found that the cost of
obtaining such resolution for the strongly steepened
profiles was too high. For this intensity, we therefore
used a zoning study to determine the zero-zone-size
asymptotic value of the predicted x-ray conversion
efficiency. ' Then, for an affordable zoning, we adjusted
the emission opacity multiplier e, to the value required to
reproduce the asymptotic conversion efficiency, namely,
e, =0.7. This approximation does not fully resolve vari-
ous details of the physics, and, as a result, leads to slight
errors in details such as the x-ray spectral shape. This is
discussed further in Sec. IV B.

B. Predictions for 0.26-pm irradiations

Calculated absorption depends on many aspects of the
modeling: the inverse-bremsstrahlung-absorption model,
the electron-transport model, the calculated average ion-
ization state, and, of course, the irradiation conditions.
For the 1 X 10' -W/cm case, the calculated absorption is
nearly 100%, since the plasma is sufficiently large and
cool to provide many absorption lengths. In this case,
modeling details mainly determine where in the plasma
the energy is absorbed, rather than changing the magni-
tude of the absorption. For the 2X 10' -W/cm case, the
calculated absorption using the reference model
(f, =0.05) is 80%. Here, the absorption is more sensi-
tive to modeling details. For example, varying f,
changes the absorption considerably, increasing the ab-
sorption as f, is increased. The absorption could also be
reduced by stimulated Brillouin scattering, but we expect
this process to be weak at the modest IA. of these 0.26-
pm irradiations, and have neglected it here.

Two-dimensional calculations were performed to
evaluate the effects of lateral thermal transport and diver-
gence of the hydrodynamic blow-off, and to calculate the
x-ray angular distributions. Figure 2 shows a sample
mesh and ray trace for a 2X10' -W/cm 2D calculation
at the time of peak laser power. The laser, represented in
the calculations by 100—400 rays, is incident from the
right. We have neglected the 30' target tilt (discussed
below, Sec. III, Fig. 4), since similar calculations showed
negligible effects for such a small change in angle of in-
cidence. The peak electron temperature in the plasma is
4.8 keV in this 2D calculation.

p.1—

pp
p.p

h

Z (cm)

p. 1

FIG. 2. Snapshot of 2D LAsNEx calculation at the time of the
peak of the laser pulse for XL ——0.26 pm, ~L

——1 ns, E& ——1.3 kJ,
and IL ——2X 10"W/cm', using f, =0.05. Lagrangian mesh and
laser rays (incident from the right) are shown. Remnant of the
original disk target is seen at the left. Plasma plume expansion
shows divergence of the flow away from the laser spot.

The 2D calculations suggest that lateral thermal trans-
port is energetically negligible for the parameters of this
work. This is supported by the observed x-ray emission
images, presented in Sec. III. For the lowest intensity
case, the x-ray images reproduced details of known
beam-structure features such as the laser-disk split and
the framework supporting the frequency conversion crys-
tals. For the highest-intensity case, the x-ray image on
target corresponded with the expected beam spot size.

One- and two-dimensional calculations were compared
to evaluate the effects of divergence of the hydrodynamic
blow-off. As in previous related work, ' ' the blow-off
plasma does diverge in the 1D calculations using 15'
divergence angle, causing some additional hydrodynamic
cooling of the corona, compared with that which is calcu-
lated in 1D cylindrical geometry (blow-off constrained to
remain planar). Additional expansion in the 2D calcula-
tions leads to about 20—30% reduction (relative to pla-
nar calculations) in peak corona temperatures for the
1)&10' - and 2&10' -W/cm cases. Using our 1D diver-
gent geometry, we could account for about half of the full
2D divergence effect, leading to a mock-up of the 2D cal-
culation that was accurate to within about 10% in peak
electron temperature and 2% in x-ray conversion
efficiency, and that can be used for systematic parameter
studies in various cases of interest. Below, we discuss two
areas that are particularly sensitive to details of the mod-
eling, and for which 1D modeling is inadequate: the sen-
sitivity of the decay of the x-ray-emission pulse to plasma
expansion (Sec. IV E), and the sensitivity of the hard-x-
ray spectrum to small changes in corona temperature
(Sec. V).

We wish to infer the total x-ray emission from the
soft-x-ray measurements, but these were performed at
only one angle: 60' with respect to the target normal.
We must therefore rely on calculated x-ray angular distri-
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FIG. 3. X-ray-emission angular distributions obtained from
2D LASNEx calculations. 8 is the angle from the target normal.
These distributions have been used to infer total yields from the
single-angle x-ray measurements.

butions. This procedure has been verified in previous
work to within experimental accuracy (about 15%). An-
gular distributions obtained from TDG post-processing of
the 2D LASNEx calculations are shown in Fig. 3. We cal-
culate angle-integration factors of 6.16 and 5.91 for the
60' Aux measurements for the 1)&10' - and 2)&10'-
W/cm cases, respectively. Note that these factors are
within a few per cent of the factor 2m. expected for a cosO
angular distribution. This is a result of our choice of the
60' measuring angle and the fact that the calculated dis-
tribution is -(cose) ' . For the analysis below, we
have used the LASNEX-calculated integration factors.

III. EXPERIMENT

A schematic of the experimental arrangement is shown
in Fig. 4. The 1.05-JMm laser beam was converted to its
fourth harmonic, 0.26 pm, by repeated nonlinear dou-
bling using potassium diphosphate (KDP) crystals. Laser
output was typically 7 kJ at 1.05 pm, which yielded up to
1.7 kJ of frequency-quadrupled energy on target. The
0.26-pm beam was focused onto the target using a quartz
f /4 lens. Residual 1.05- and 0.53-pm light was
effectively eliminated from the target by using a beam-
center stop that, together with the chromatic aberration
of the focusing lens, created a shadow of about 5 mm di-
ameter at these two wavelengths around the position of
the 0.26-pm focus.

Incident 0.26-JMm energy and pulse shape were deter-
mined using a beam pick-off that extracted the entire cen-
tral segment of the frequency-conversion array, —,', of the
total beam area. Before the experiments, the beam pick-
off was calibrated against the total beam-on-target energy
measured using a 74-cm calorimeter beyond the focus in
the target chamber. Accuracy and repeatability of the
energy calibration was about 15% rms. The laser pulse
temporal profile was nearly Gaussian, with a 1-ns full
width at half maximum (FWHM).

The irradiation intensity was varied by displacing the

FIG. 4. Schematic of this experiment. Irradiations used
0.26-pm light in 1-ns, 0.5 —1.5-kJ pulses to obtain intensities of
1)&10' to 2&10"W/cm'. The Au-disk target was tilted at 30'
to the incident beam direction, allowing the soft x rays to be ob-
served by several diagnostics at 60' to the target normal.

focusing lens to change the spot size on the target. Spot
diameters ranged from 1.4 mm for the 1)& 10'"-W/cm ir-
radiations, to about 0.3 mm for the 2&(10' -W/cm cases.
On simple grounds, one can suspect that the expansions
in these irradiations could be significantly affected by
two-dimensional effects: taking a sound speed of roughly
2X10 cm/s, together with the pulse width of 1 ns, a
characteristic expansion distance should be about 0.2
mm. Thus the high-intensity case could easily be affected
by the two dimensionality of the blow-off, as discussed in
Sec. II.

Two target types were used. The targets used for
small-spot-size irradiations were gold disks, about 1.3
mm in diameter. For the large-spot-size irradiations, we
used square gold plates, 5 mm on a side. All targets were
4.8 pm thick, which is large enough to prevent significant
heating of the rear target surface or significant target ac-
celeration. The targets were generally tilted by 30' rela-
tive to the laser-beam's axis, to permit the soft x-ray diag-
nostics to view the target surface at 60' to the normal.

The main diagnostics used in these measurements are
shown schematically in Fig. 4. They include an x-ray mi-
croscope (with four broadband channels in the 1 —3-keV
range), the ten-channel Dante x-ray-diode (XRD) soft-x-
ray detector system, ' ' a grating streak-camera spec-
trograph, ' and a multichannel hard-x-ray filter-
fluorescer system (FFLEX). The angle of each of these
detector systems to the target normal is given in the
figure.

Characteristics of the laser beams on target were in-
ferred from images of the target x-ray emission. While
this approach is less desirable than optical equivalent-
plane measurements as a result of its dependence upon
target physics, nonetheless, a reasonable knowledge of
the beam characteristics can be obtained. Figure 5 shows
x-ray images of gold-disk irradiations at the two extreme
spot sizes used in this work. The large spot, correspond-
ing with the 1X 10' W/cm irradiations, clearly shows a
sharp dark band, corresponding to the occlusion pro-
duced by the segmented disks used in the final amplifiers
of Novette. Strong small-scale structures can be clearly
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FIG. 5. X-ray images and inferred intensity distributions for
(a) and (b) 2 && 10"and (c) and (d) 1 && 10' W/cm irradiations of
gold disks. Intensity distributions of the light were inferred as-
suming that the x-ray emission at few-keV energies is propor-
tional to the incident intensity, then normalizing the distribu-
tion to correspond with the total incident energy.

broadband x-ray emission spectrum and (2) the time
dependence of the sub-keV emission in selected energy
bands. Analysis of the broadband x-ray spectrum occu-
pies most of this section, since a subtle issue arose in this
area: interpretation of broadband x-ray spectral measure-
ments can be misleading if the spectrum being measured
is not well known, particularly if it has specific structures
that interact with the detector response functions. In the
present experiment, the gold M-line emission could have
interacted with the high-energy tails of the Dante chan-
nel responses to affect the inferred sub-keV spectrum for
the high-intensity case. That such effects were probably
important in this work is suggested by this analysis and
also by recent measurements performed using the Nova
laser, where Dante was modified to contain channels
that responded only to the above-1. 5-keV emission from
gold targets. Also, high-resolution spectral measure-
ments ' performed at 0.35-pm wavelength showed that
line emission from gold (especially M and 0 lines) can be
significant and is not currently well modeled by LASNEX.
As a result, the unfolding procedure normally used for
measurements such as these ' ' could be inaccurate.
Therefore more detailed analysis was performed to ascer-
tain the importance of these effects. The results of the
present analysis differ only slightly from those obtained
using the usual unfolding procedure, giving us increased
confidence in the measurements. The time-resolved sub-
keV measurements are discussed and compared with cal-
culations at the close of this section.

A. Overview of the analysis

seen, including, on some shots, portions of the 5&(5 rec-
tangular mask produced by the support framework for
the 25-segment doubling crystal arrays. The sharpness
and contrast of these structures indicates minimal effect
from thermal smoothing, so we can be confident that the
structures seen in x-ray emission represent the optical
beam characteristics reasonably well. If we assume that
the few-keV x-ray emission is roughly proportional to the
locally absorbed energy flux over a moderate range of in-
tensities, as suggested by calculations, we can use the
emission intensity distribution to infer the laser-beam in-
tensity distribution in the target plane. The results of this
are shown in Fig. 5, next to each x-ray image. The film
exposure curve has been taken into account, and the in-
tensity axis has been normalized so that the integrated
energy of the beam intensity distribution equals the mea-
sured total beam energy. The intensity spread is about a
factor of 3 —4 for the bulk of the delivered energy.

We obtained complete data sets for 1 )& 10' and
2&10' W/cm, and time-resolved x-ray emission-pulse
measurements at 3)(10' W/cm . Reproducibility of the
data obtained was good, as discussed in more detail
below.

IV. SOFT-X-RAY MEASUREMENTS
AND ANALYSIS

In this section, we present the data and analysis for the
two main soft-x-ray measurements: (l) the absolute

Since the analysis is detailed, we present here only an
overview of the procedure used. In broadband spectral
measurements, uncertainty can arise from the detector
response functions and their relationship to the spectrum
being measured. Therefore we wrote an analysis code
DET to fold trial spectra with the Dante response func-
tions and predict detector "signals. "

Input spectra were generally obtained from LASNEX
calculations with various model assumptions. However,
DET permitted changing the input spectrum before fold-
ing so that sensitivity studies based on modeling uncer-
tainties or results of related experiments could be per-
formed. Two classes of spectral modifications were incor-
porated: (l) addition of one or two Gaussian "lines, "
each with adjustable central photon energy, peak ampli-
tude, and FWHM; and (2) multiplication of the spectrum
above a cutoff energy by an exponential factor,
exp[ —a(hv —hvo)], with adjustable cutoff energy hvo
and slope a.

The predicted channel signals (S ) were compared
with the measured signals (S ) using a reduced-X (X, )

statistical analysis to obtain a quantitative assessment of
the likelihood of a particular spectrum. By using trial
spectra based on various LASNEX models, and also spec-
tra with empirical shape adjustments based on related ex-
periments, we evaluated the range of spectral shapes that
could be consistent with the measured signals. Then we
inferred quantitative uncertainty limits for the total- and
sub-keV-conversion e%ciencies. Further details of our



38 MODELING, MEASUREMENTS, AND ANALYSIS OF X-RAY. . . 5281

analysis are available elsewhere.
The spectra and detector signals input to DET were

normalized by either the incident or absorbed laser ener-

gy. The choice of normalizing energy is not an issue for
the 1&10' -W/cm analysis, since the absorption was al-
most certainly =100%. For the 2)&10' -W/cm case,
where the absorption is not known to be 100%, the
choice of normalization is potentially important. Fur-
ther, the issues are slightly different for calculations than
for the experiment. For the data analysis, we can only
normalize the measured Dante signals by the incident
laser energy, since the absorption was not measured. The
x-ray spectra and conversion efficiencies derived from
fitting the experimental signals are thus normalized by
the incident laser energy, and we use g,

' and ri't to denote
the soft- and total-x-ray conversions, respectively. Based
on related experiments where absorption measurements
were obtained, ' ' ' the absorption in this experiment
was likely to be 90—95% for the 2X10' -W/cm case.
However, the reference modeling yields about 80% ab-
sorption at 2X10' W/cm and, further, this absorption
is somewhat sensitive to modeling details. Hence we wish
to separate absorption and x-ray-emission processes to
understand the x-ray measurements. To accomplish this,
we have normalized the calculated emission by the calcu-
lated absorbed energy. There is a slight inconsistency in
this procedure, but the error is only +5% if the experi-
mental absorption is in the expected range, and therefore
probably much less than other uncertainties associated
with the measurements. We neglect this slight incon-
sistency in the analysis that follows, but restore the dis-
tinction when we return to infer x-ray conversion
efficiencies in Sec. IV D.

B. Soft-x-ray-emission spectrum at high intensity

Figure 6 shows the LAsNEx-calculated (f, =0.05)
spectrum for the 2)& 10' -W/cm case, and the results of
folding the spectrum through the Dante response func-

tions. The calculated spectrum corresponds with a total-
x-ray conversion efficiency of g, =52%, and a "soft"-x-
ray conversion efficiency (hv& 1.5 keV) of g, =43%.
The predicted signals are compared with the data by nor-
malizing to the measured signal for each channel
(S~/S ). A "perfect" prediction of the spectrum would
result in S /S =1/f, b, for all channels, to within the
uncertainty in the measured signals, where f,b, is the ac-
tual absorption fraction in the experiment. As noted
above, the expected absorption fraction f», for the
2&(10' -W/cm irradiations is about 90—95%, and the
total measurement uncertainties for the individual Dante
signals are about 15%, so deviations in S /S smaller
than 15—20% might result from experimental uncertain-
ties alone. From Fig. 6(b), we see deviations ranging over
about +25% for the predicted signals derived from the
reference LASNEX spectrum. The value of X„for the
reference spectrum is 1.5, which represents an acceptable
fit, though possibly outside experimental errors.

In spite of this encouraging first-pass agreement be-
tween the modeling and the data, we were concerned
about the uniqueness of the interpretation. We also con-
sidered possible spurious effects that could arise from (un-
measured) gold M-line emission near 2.5 keV, interacting
with the high-energy Dante channel response lobes.
Therefore we constructed and tested many additional tri-
al spectra. We took two basic approaches: (1) examining
changes of LASNEX-model parameters in those areas
deemed most uncertain; and (2) optimizing the quality of
the fit by using spectral adjustments based on related ex-
periments.

Our LASNEX-model variations included changes in two
key modeling features: electron transport and non-LTE
radiation processes. Use of an electron-transport model
based on flux-limited diffusion has usually been adequate
to describe experimental behavior, but prediction of the
required flux-limit value has been an area of repeated
surprises. ' ' ' Another area where the physics is con-
siderably more complex than available models is that of
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the non-LTE atomic and x-ray emission physics. Both
classes of physical processes affect the x-ray spectrum
and also the total emission levels.

Our calculations with varying Ilux limit f, showed
some interactions between total emission level and spec-
tral shape. With f, =0.05, we obtained a nearly ideal fit

to the integrated x-ray emission. However, using more-
inhibited electron transport, with f, =0.03, the spectrum
became flatter and fell off more rapidly above 1 keV. As
a result, even though the total emission calculated with

f, =0.03 was about 13% below that inferred from the
measurements, the overall fit improved. Flux-limit values

f, =0.02—0.07 are consistent with the data.
Similar changes in emission level and spectral shape

occur when the non-LTE emission opacity multiplier e„
is varied. As mentioned in the modeling discussion (Sec.
II A), we adopted, at the outset of this work, an emission
opacity multiplier e, =0.7 for the high-intensity case, to
allow us to use affordable zoning. When we vary e„,we
find a slight improvement in the fit using e„=0.85 as a re-
sult of improved spectral shape. However, acceptable fit

quality occurs for e„=0.6—1.2.
To investigate possible effects of spectral shapes not

produced by LASNEX modeling, we modified the reference

f, =0.05 LASNEx spectrum using prescriptions based on
related experiments and our own concerns about
spectral-shape sensitivity. Our empirical spectral
modifications included enhancement of a single broad
Gaussian line in the region of the gold M lines, addition
of two Gaussians defined on the basis of M-line spectral

3.O —g

6,0.73,0.4 1

data obtained in related 0.53-IMm irradiations, and adjust-
ing the slope of the x-ray spectral fall-off above 1.5 keV.
%'e found no significant improvements from adjustments
of the spectral fall-off, but obtained significant results
from the M-line intensity variations.

The results of adjusting the x-ray emission in the re-
gion of the gold M lines (2—4 keV) are shown in Fig. 7.
The curve shows the variation of 7, for the normalized fit

as we vary the amplitude of a single added Gaussian peak
of 0.5 keV FWHM, centered at 2.2 keV. The fit is con-
siderably improved over the reference LASNEX spectrum
by adding a Gaussian with amplitude about twice the
reference LASNEX-predicted 2.2-keV flux.

Figure 7 also shows the point that results from adding
a double-Gaussian constructed from high-resolution
spectra obtained (using the Henway crystal spectrograph)
in companion Novette experiments at 0.53-pm wave-
length. The two Gaussian peaks, centered at 2.6 and
3.4 keV, and of width 0.4 keV, were added at amplitudes
taken from a measured 0.53-.pm spectrum at the same IA,

as this 0.26-pm data. We consider use of this data plausi-
ble, since the M-line emission is most sensitive to the
corona temperature, which should be about the same for
irradiations at comparable energy, pulse width, and about
the same IA. . The high-resolution spectrum and our
two-Gaussian parametrization are shown in Fig. 8. An
excellent fit is obtained, with a X, reduction of about 0.5,
suggesting that enhanced M-line emission is present in
the 0.26-pm data at 2 X 10' W/cm .

We combined the two most promising spectral adjust-
ments found in the preceding analysis to construct a com-
posite best-At spectrum: the LASNEX spectrum using

f, =0.03 with an additional two-Gaussian component de-
rived from the 0.53-pm measured M-line spectrum. This
provided our overall best fit, decreasing g2 from 1.5 (10
degrees of freedom) to 0.42 (g degrees of freedom), which
is statistically significant. The best-fit spectrum is com-
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Also shown along the curve is the normalization constant y&
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square shows the result of using the M line spectrum taken from
0.53 pm irradiations at the same IA, as these 0.26-pm experi-
ments (see Fig. 8).
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pared with the original LASNEx f, =0.05 reference spec-
trum in Fig. 6. The effect of the spectral modifications is
to shift more of the emitted energy above 1.5 keV: the
fraction of the total emission occurring above 1.5 keV
(s, ~) increased from 15% for the reference spectrum to
25% (about 15% in the M lines) for the best fit.

C. Analysis of the soft-x-ray emission spectrum
at low intensity

The low-intensity data have been analyzed using the
same general approach discussed above, but the specific
findings are quite different. For the 1X10' -W/cm in-

tensity, electron transport is not inhibited when using
flux limits f, )0.03, since collisional mean free paths are
short and plasma scalelengths are relatively long. Also,
cooler temperatures in the corona at low intensity lead to
negligible excitation of the gold M-line transitions that
affected the high-intensity case. However, as in previous
analysis of low-intensity x-ray emission, we found
discrepancies between the data and modeling.

The spectrum from the reference 1 && 10' -W/cm2
LASNEX calculation and a comparison with the measured
channel signals are shown in Fig. 9. As expected, the cal-
culated x-ray spectrum is softer than that for the high-
intensity case (Fig. 6). Although N-line emission remains
significant in the calculation, 0-line emission can be seen
above the continuum near 250 eV for this case, showing
the importance of lower ionization states. The channel
ratios Sz/5 deviate from unity by up to 50%. The ab-
solute (unnormalized) fit of the reference spectrum to the
data is poor, with X,=2.7, a value that would occur with
only 0.5% probability if both model and measurements
were correct. We can see immediately that the poor fit is
partly caused by greater calculated emission than mea-
sured: when the fit is renormalized by multiplying the tri-
al spectrum by a factor of 0.85, P„is reduced to 1.5.
Thus the calculation overestimates the total emission by
about 15% at 1X10' W/cm . This excess calculated

emission is qualitatively consistent with the previously re-
ported low-intensity emission discrepancy, but the mag-
nitude of the discrepancy is reduced here. In addition to
this clear discrepancy in absolute emission level, there
may be spectral shape discrepancies, since the S /S
channel values still show systematic deviations from uni-

ty by +20—30 Vo.
We examined many aspects of the LASNEX modeling,

including numerical convergence and accuracy criteria,
and various aspects of the laser absorption, electron
transport, and non-LTE modeling. We found no simple
model variations that appeared relevant to either the
emission-level or spectral-shape discrepancies. Therefore
we studied empirically spectral-shape discrepancies that
might offer physical insight into possible modeling or ex-
perimental errors.

As in the high-intensity case, we constructed and test-
ed trial spectra of various forms, partly motivated by
high-resolution spectra of similar experiments, ' and
partly led by the discrepancies themselves. Two spectral
regions appear troublesome: the 0-line region, near 250
eV, and the region around the N lines and the spectrum
roll-off, near 0.8—1.2 keV. Evidence for enhanced
(greater-than-calculated) emission from the 250-eV region
has been found in 0.35-pm experiments. ' Here, we
found that adding a Gaussian of 130-eV FWHM, cen-
tered at 230 eV, significantly improves the fit to the low-
energy channels. Best fit was obtained by adding about
50% of the t.ASNEX-calculated 230-eV flux, which
represents about 5% of the total emission.

We also found that the 0.8—1.2-keV spectral region
could be fit slightly better using a combination of emis-
sion reduction near 0.8 keV and about the same amount
of emission enhancement near 1.1 keV. Spectral adjust-
ments in the 0.8-1 ~ 1-keV region were insensitive to the
exact details, but the apparent need to shift some energy
from 0.8 to 1.1 keV might point to miscalculation of an
energy level or transition energy. A possible source of
such a transition-energy shift is higher-than-calculated
ionization, perhaps caused by high-intensity portions of
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the beam spot. Better measurements in this spectral re-

gion are needed before definite conclusions can be drawn.
We have combined our two most successful individual

fitting efforts for the low intensity case. Our best-At spec-
trum for 1&(10' W/cm is shown in Fig. 9, along with
the reference spectrum. With the addition of a "line" at
230 eV, representing about 5% of the total x-ray emis-

sion, and the addition of roughly 3% of the total emission
at 1.1 keV, the spectral shape fit is considerably im-

proved. With both the renormalization and the two
slight spectral-shape adjustments, we obtained an excel-
lent fit, with g„=0.5.

g2
r

2.0— 1.1 keV Line

90% Conf.
Interval

I
I

0.8 keV Line

l
1 keV Line

230 eV Line

D. Inferred x-ray conversion efBciencies 1.0—

3.O M

ExPonential g 2.2 keV Line

fe=0.05~
fa = 0.05

fa = 0.032.0—

2
r

1.0—
90% Conf.

Interval

t
/Ixi
l

I

0.3

Henway (f~ = 0.03)

I

0.4 0.5

FIG. 10. Composite of all modeling and spectral variations
for the 2&10"-W/cm case. Uncertainty limits on q,' are
chosen such that g„remains below the value associated with a
90% confidence level.

Here, we use the results from the spectral studies above
to determine x-ray conversion efficiencies and associated
uncertainty limits. Figures 10 and 11 show composite
plots of all our fitting results for the high- and low-

intensity cases. The curves show X„asa function of q,',
the soft-x-ray conversion efficiency relative to the in-

cident laser energy. We take as the best value for the
soft-x-ray conversion efficiency the value of g,' that mini-

mizes X„overthe entire set of fitting results at each inten-

sity. Shown on the plots are uncertainty limits based on
the value of X„that corresponds to 90%%uo confidence inter-

val for the appropriate number of degrees of freedom.
Certain systematic experimental uncertainties need to

be taken into account to derive final error estimates. The
analysis to this point has included the effects of uncer-
tainties from shot-to-shot variations and channel-to-
channel calibration. The remaining sources of uncertain-
ty that must be considered are those that are systematic
and could affect all the data. This includes uncertainties
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FIG. 11. Composite of all modeling and spectral variations
for the 1&10' -W/cm case. Uncertainty limits on g,' are
chosen such that X„remains below the value associated with a
90% confidence level.

from the calibration of the incident laser energy measure-
ment, the unmeasured absorption (mainly for the high-
intensity point), and the umneasured x-ray angular distri-
bution. We have estimated these uncertainties, and take
them into account by adding in quadrature an additional
+20% to the nonsystematic error bars resulting from the
modeling and spectrum fitting. Table I summarizes the
resulting conversion efficiencies and error limits.

E. Time dependence of the soft-x-ray emission

Figure 12(a) shows the incident laser pulse shape mea-

sured for a particular irradiation at 3 X 10' W/cm using

a streak camera sampling a portion of the 0.26-pm laser
light. Also shown is the smoothed fit used as input to cal-
culations. The plots of Figs. 12(b) and 12(c) show the
measured and calculated x-ray-emission pulses for pho-
ton energies of about 200 and 500 eV (adjusted along the
time axis for best apparent fit, since the measurements
were not absolutely timed with respect to the laser pulse).
The emission pulse time dependence is mainly deter-
mined by the laser pulse shape. Agreement between cal-
culation and experiment appears good on the pulse rise
and over most of the duration. However, the measured
x-ray-emission pulses for both x-ray energies are shorter
thag calculated and, in particular, the observed emission

appears to decrease more rapidly than calculated. A
similar discrepancy was previously reported at 0.53-pm
wavelength.
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TABLE I. Total conversion efficiency (g,') and sub-1. 5-keV conversion efficiency (g,') for 0.26-pm
gold-disk irradiations, and estimated uncertainty limits.

I
Is

Low intensity
(1&(10' W/cm )

High intensity
(2&(10' W/cm )

0.72

0.52

Upper

0.87

0.69'

Limit
Lower

0.58

0.42

0.72

0.38

0.87

0.49

Limit
Lower

0.58

0.25'

'The upper limit for g'„and the lower limit for g,', in the high-intensity case, were determined by the

f, =0.03 calculation with an exponential tail adjustment. All other variations produced upper limits
for g', no greater than 0.63 and lower limits for g,' of 0.32 or greater.

The decay of the x-ray emission depends on the evolu-
tion of plasma temperatures and densities after the laser
heating is removed. The fall-off of the x-ray emission is
insensitive to some of the most-uncertain aspects of the
calculations. Reasonable changes in the electron flux
limit or the x-ray-emission opacity do not significantly
alter the decay of the x-ray pulse.

One factor, however, that is significant in determining
the cooling rate is the rate of hydrodynamic expansion of
the corona. This is demonstrated by the 1D calculations
shown in Fig. 12 for "flat" and for "spherical segment"
geometries. The divergence of the blow-off plasma in the
1D spherical calculation reduces the plasma cooling time
significantly. The 2D calculation shows slightly higher
cooling rate, since it has greater coronal expansion than
the 1D spherical geometry. However, even the full 2D
calculation does not predict rapid enough cooling to
match the experimental emission decay. The remaining
discrepancy could be caused by miscalculation of one or
more of these processes: the plasma cooling rate (either
through hydrodynamic expansion or by conduction into
dense matter), or, perhaps, the rates of free-bound emis-
sion processes in the expanding, cooling plasma.

V. HARD-X-RAY EMISSION
AND HOT ELECTRON POPULATIONS

Hard-x-ray spectra indicate the behavior of the ener-
getic electrons in the plasma. In most laser-plasma ex-

periments at moderate-to-high intensities, energetic
suprathermal electrons are generated by laser-plasma
coupling instabilities in the corona. Much work, ' us-

ing theory, simulations, and experiments, including re-
cent work at 0.53- and 0.26-pm wavelengths, has
identified stimulated Raman scatter (SRS) below the
quarter-critical density as an important hot-electron pro-
ducer. Other processes that can generate suprathermal
electrons at varying levels, depending on irradiation and
plasma parameters, include resonance absorption at the
critical surface, and absolute SRS (Refs. 25 and 26) and
the two-plasmon decay instability ' at the quarter-
critical surface. In this section, we analyze the measured
hard-x-ray spectra and roughly characterize the heated-
electron distributions.

Observed hard-x-ray spectra, shown in Fig. 13, imply
relatively low coronal temperatures and very low supra-
thermal electron populations. At l && 10' -W/cm irradi-
ance, no suprathermal tail is evident, and the observed
thermal tail appears to be extremely soft, roughly as cal-
culated. At 2X10' W/cm, the spectrum shows a dis-
tinct suprathermal tail. The slope and fluence of the tail
suggests a 28-keV electron population containing of order
0.1% of the incident energy. These implied levels of
suprathermal electrons are negligible for the purposes of
this work. They indicate the dominance of inverse
bremsstrahlung absorption, and effective damping of col-
lective plasma processes.

Even in calculations neglecting suprathermal electrons,
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a striking discrepancy is seen in the calculated excess of
10—50-keV x-ray emission for the high-intensity irradia-
tions [Fig. 13(b)]. The sensitivity of this emission to small
changes in corona temperature can be seen by comparing
the results of the 1D and 2D calculations (which differ by
about 10%%uo in maximum corona temperature), or two 1D
calculations with different spot sizes (which differ by
about 20% in maximum temperature). LASNEX generates
these x rays from the tail of the coronal "thermal" elec-
trons, under the (perhaps oversimplified) assumption of a
Maxwellian distribution. Since these electrons are at
several kT„significant deviations from a Maxwellian
could sharply reduce the electron populations in this en-

ergy range.
Such distribution-function alterations have been pro-

duced by nonlinear inverse bremsstrahlung and trans-
port. ' Since the hard-x-ray spectrum is depressed so
strongly, and calculations suggest that the hard-x-ray
emission is not sensitive to thermal transport coefficients,
an underpopulation of the electron tail by the laser ab-
sorption appears most likely. The high-energy portion of
the electron distribution function is underpopulated when
the absorption rate is substantially faster than the
electron-electron collisional rates that populate the tail.
The parameter that characterizes the amount of distor-
tion of the distribution function is Z( vo/v, ), where Z is

the average ion charge, vo is the electron oscillatory ve-

locity in the applied laser field, and v, is the electron
thermal velocity. Thus the effect occurs most strongly
for high-Z plasmas irradiated at high intensities, as in the
2&&10' -W/cm case here. We estimate Z(vo/v, ) is
about 0.4 for the high-intensity irradiations, a regime
where this effect is predicted to occur. The electron dis-
tribution function might also affect and be affected by
electron-ion collisions in high-Z plasmas. More quanti-
tative modeling of the predicted non-Maxwellian electron
distribution effects could be a fruitful area for future
research.

VI. SUMMARY AND CONCLUSIONS

In this work, we have examined the characteristics of
x-ray emission from 0.26-pm laser-irradiated gold-disk
targets, and considered some of the implications of this

emission for the heating, expansion, and atomic processes
in the plasma. We observed the absolute spectrum and
time dependence of the soft x rays, and the broadband
multi-keV emission spectrum. Probably the most impor-
tant result of this work is this: the general improvements
in laser-plasma coupling characteristics that have been
previously reported at longer wavelengths and/or lower
laser energies persist at 0.26-pm wavelength and kilojoule
plasma energies. Laser-plasma coupling at 0.26-pm
wavelength has been shown to be favorable at kilojoule
energies, with very low suprathermal electron popula-
tions and efficient conversion of laser light into soft x
rays.

We inferred suprathermal electron distributions at
2X 10' W/cm with temperature about 28 keV, contain-
ing roughly 10 of the incident laser- energy. These lev-
els are completely negligible for the present work and for
near-term ICF applications. We note, however, that
larger laser systems and the resulting longer plasma scale-
lengths could lead to increased suprathermal electron
production in the future, so it is important to continue to
study and monitor the hot electron processes.

The x-ray conversion results of this work are summa-
rized in the updated overview of x-ray conversion mea-
surements, shown in Fig. 14. Recall that, since absorp-
tion measurements were not made in this experiment,
comparing the conversion efficiencies inferred here with
other measurements (some of which also did not include
absorption measurements) in Fig. 14 could include a
slight error that could be corrected, if necessary, using fu-
ture absorption measurements. For this comparison, we
have adjusted g,

' using an assumed absorption of 95% for
the 2 g 10' -W/cm data, obtaining g, =0.40 and

g, =0.55. For our high-intensity data, we show in the
figure both the total conversion efficiency g, and the sub-
1.5-keV conversion efficiency q, to show the importance
of the emission above 1.5 keV.

We have also included in the plot of Fig. 14 several
other recent x-ray conversion measurements. ' "'
Careful inspection of the data reveals three trends: (1)
the overall tendency for the conversion efficiency to de-
crease at increasing IA, , generally as calculated; (2) a ten-
dency for measurements made with higher laser energy
(and spot or target diameter) to yield higher x-ray conver-
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sion values at low intensities; and (3) higher conversion
efficiencies from spherical targets irradiated by 24 beams
(improved uniformity, larger spheres). ' Note that mea-
surements using small spherical targets irradiated by six
beams ' agree well with earlier planar experiments with
small spot size. Although only the first of these scaling
trends is predicted by LASNEX calculations, the improved
conversion using larger planar targets or large, uniformly
irradiated spheres can be matched by calculations using
less-inhibited electron thermal transport and somewhat
improved modeling at low intensities. It is also
noteworthy that the low-intensity rolloff seen in previous
experiments ' is less apparent in the recent large-target
experiments, and thus the previously reported discrepan-
cy, discussed above, now appears to be target-size (spot-
size, laser-energy) dependent. The work currently avail-
able also strongly suggests that the low-IA, discrepancy is
mainly dependent upon intensity, and does not
significantly degrade the predicted favorable scaling of x-
ray conversion processes to 0.26-pm wavelength.

In general, we obtained good correspondence between
LASNEX calculations and the measurements. The com-
parisons performed here support the general physical pic-

FIG. 14. Summary of x-ray conversion data, including results
of this work (closed diamonds) and other 0.6—1-ns measure-
ments reported to date. The scaling parameter chosen is Ik,
based on fits to the modeling. For the 2)&10"-W/cm' data of
this work, we have plotted both the total x-ray conversion frac-
tion (q, ) and the sub-1. 5-keV conversion fraction (q, ), assum-

ing 95% absorption. The experimental data points have been
plotted using open symbols (Refs. 3-6 and 9—11) for laser ener-
gies below 1 kJ, and solid symbols (Refs. 9, 24, and this work)
for energies above 1 kJ. Recent LAsNEx calculations, using

f, =0.05 and more rigorous treatment of numerical conver-
gence of the atomic physics modeling, lie on the upper curve
shown.

ture developed in the simulations of previous experi-
ments. ' LASNEX modeling with slight transport inhibi-
tion (f, =0.02 —0.07) reproduces many features of the
experiments.

Some issues remain to be assessed and studied. The x-
ray conversion efficiency data now suggest two scaling
dependences that are not predicted by LASNEX calcula-
tions: target-size (or laser-energy) scaling at low intensi-
ties and differences between planar targets and uniformly
irradiated spheres. At present, the di6'erences between
spherical and planar targets could be produced either by
effects of the geometry change itself (which appears to be
important for electron thermal transport in low-Z plas-
mas' ) or by effects of greater beam uniformity achieved
in the 24-beam spherical irradiations. Certainly the
beams used in this work were more structured than those
of the Omega laser, which has been optimized for irradia-
tion uniformity by the staff of the University of Roches-
ter Laboratory for Laser Energetics. Another discrepan-
cy seen here, namely, that LASNEX calculations overesti-
mate the hard (10—50 keV) x-ray emission at high inten-
sities by a large factor, confirms previous results, and
suggests that accounting for a sub-Maxwellian heated
electron distribution might be important. Finally, we
have found here, as in previous work, that the measured
x-ray-emission pulse decays faster than calculated, indi-
cating difficulties in modeling either the plasma cooling
itself or the atomic physics in the cooling plasma. These
areas need continued experimental and cale ulational
work.
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