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We present a computationally efficient scheme of modeling the phase-ordering dynamics of ther-
modynamically unstable phases. The scheme utilizes space-time discrete dynamical systems, viz.,
cell dynamical systems (CDS). Our proposal is tantamount to proposing new Ansdtze for the
kinetic-level description of the dynamics. Our present exposition consists of two parts: part I (this
paper) deals mainly with methodology and part II [S. Puri and Y. Oono, Phys. Rev. A (to be pub-
lished)] gives detailed demonstrations. In this paper we provide a detailed exposition of model con-
struction, structural stability of constructed models (i.e., insensitivity to details), stability of the
scheme, etc. We also consider the relationship between the CDS modeling and the conventional
description in terms of partial differential equations. This leads to a new discretization scheme for
semilinear parabolic equations and suggests the necessity of a branch of applied mathematics which

could be called “qualitative numerical analysis.”

I. INTRODUCTION

One of the outstanding difficult problems in the study
of phase transitions is the ordering dynamics of thermo-
dynamically unstable phases, e.g., spinodal decomposi-
tion.! Many analytical?~® and numerical’~'® approaches
have been applied to this problem. Since, however, the
problem of phase separation is intrinsically highly non-
linear, it can hardly be said that approximations used in
analytical theories (especially for long-time behavior) are
well controlled. Consequently, we do not know how reli-
able they actually are. Numerical simulations (mainly
Monte Carlo simulations) are valuable. However, for a
study of long-time behavior (e.g., the so-called scaling re-
gime in spinodal decomposition), the computational limi-
tations are still appreciable.

The present exposition consists of two parts. Part I
(this paper) proposes a cell-dynamical-system approach
to phase-separation dynamics and studies general features
of the approach. In part II (Ref. 11) we study two-
dimensional systems in detail, both without and with
noise. Our main philosophy in this study is as follows:
Nature gives physicists phenomena, not equations. Hence
it is important to explore the possibility of directly
describing these phenomena by computationally efficient
means without considering the conventional analytical
formulation in terms of partial differential equations.

A cell dynamical system (CDS) is a map T:4%— 4%,
where A is a set and L is a lattice structure (in the physi-
cists’ sense, say, a d-cubic lattice). The set A is the totali-
ty of the local states of a single cell (e.g., up and down
states of spins in the Ising model). Thus A% is the set of
all the states (configurations) of the system; 4’ is the
phase space. Cellular automata!*® (CA) and coupled
maps'?®"12¢) are examples of CDS’s. The conventional
discretization of partial differential equations gives a
CDS. The CDS approach has been successfully used for
some time; notable examples are those of CA
hydrodynamics'*® and magnetohydrodynamics, **’ CA
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versions of the Ising and XY models, '*#’ a model of crys-
tal growth, '*®) chemical pattern dynamics, ' etc. As can
be seen from these examples, there are two categories of
CDS models: one is metaphorical (as in the models for
chemical pattern dynamics) and the other realistic (as in
the case of CA hydrodynamics). Models in the former
category may be caricatures of reality, but their simplici-
ty makes an in-depth study possible.'*® Models in the
latter category are devised mainly for computational
efficiency. Because of this efficiency, they can be used to
study effects which are hard to approach analytically or
by conventional numerical methods. Our modeling of
phase-separation kinetics is in the second category, as
will be demonstrated in part IT (Ref. 11).

In Sec. II, an approach whereby CDS models can be
constructed is explained. This is an ab initio modeling
with the aid of intuitive ideas about the systems. The
modeling does not give a unique model for the system we
wish to describe. However, there is a universality which
justifies the intuitive modeling, i.e., phenomenological re-
sults of the resultant models are virtually independent of
their details. Although the main body of numerical re-
sults will be presented in part II (Ref. 11), we provide
representative examples in Sec. III. In Sec. IV, we dis-
cuss the relation of resultant models and the conventional
modeling in terms of partial differential equations. A
new discretization scheme for partial differential equa-
tions is proposed and some of its mathematical properties
are discussed. In Sec. V, we end with a discussion and
summary.

II. ELEMENTARY CONSTRUCTION
OF CDS MODELS

A. General discussion

Throughout this paper we consider systems without
hydrodynamic interactions. Thus we would like to model
phase-ordering kinetics in the model A4 (with a noncon-
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served order parameter, e.g., ferromagnets) and the mod-
el B (with a conserved order parameter, e.g., binary al-
loys). '® Our original motivation in devising computation-
ally efficient models was the study of the model-H sys-
tems (with a conserved order parameter and hydro-
dynamic interactions, e.g., binary fluids), which requires a
large three-dimensional system because of the long-range
nature of hydrodynamic interactions. This study is in
progress.

In almost all analytical approaches, the starting point
for a theory of phase ordering (and separation) kinetics is
a stochastic partial differential equation. Model- 4 dy-
namics is usually described by the time-dependent
Ginzburg-Landau (TDGL) equation,

oY(r,t) I SH [yY(r,t)]
a 6v(r,t)

+o(r,t), 2.1
where ¥(r,?) is the order parameter of the system at point
r at time # L is a phenomenological parameter;
H[¢(r,1)] is usually the coarse-grained ¢* free-energy
functional; !’

.,
H[y(r,n0]= [dr §<v¢)2—5¢2+—§—¢“ . Q2

with 7,g being phenomenological parameters greater than
zero. The parameter 7 measures the depth of the quench.
The Gaussian white noise o(r,t) has the following expec-
tation values:

(o(r,1))=0,

(2.3)
(o(r,t)o(r’,t"))=2L8(r—r")8(t —t') .

Model-B dynamics is described by the Cahn-Hilliard-
Cook (CHC) equation, >

Ar,) - r SH[Y(5D]
a Y  sun

+ol(r,t), (2.4)

where symbols have the same meaning as previously.
This time, the Gaussian white noise o(r,?) has the follow-
ing expectation values:

(a(r,t))=0,

(2.5)
(o(r,t)o(r’,t"))=—2LV*(r—r1')8(t —t') .

The deterministic (without noise) version of (2.4) is
known as the Cahn-Hilliard (CH) equation. In the
conserved-order-parameter case (model B), f driy(r,t) is
a constant. It should be noted that, strictly speaking,
these equations cannot be derived from more microscopic
descriptions of the systems. This is clear if we recall the
“derivation” of the ¢* free-energy functional from the Is-
ing model;!” formal derivation may seem possible, but, as
is well known, the real-space renormalization suffers from
a proliferation of higher-order terms. Thus a mathemati-
cally well-controlled truncation is impossible. At best,
we should regard these partial-differential-equation mod-
els as Ansdtze connecting the coarse-grained free energy
with the coarse-grained description of phase-ordering
dynamics. '®®  Actually, the Cahn-Hilliard-Cook equa-

tion may not be an adequate model of binary-alloy spino-
dal decomposition. > 8%

The spatially coarse-grained description implies
coarse-graining in time also. Then, the partial-
differential-equation approach need not be the only one.
Rather, we can explicitly take into account the coarse-
graining in time. If the resolution of the spatial structure
is L, then the behavior of the model at time scales smaller
than L2/D (where D is the typical diffusion constant of
the system) need not be specified exactly. In the spatially
coarse-grained model it is natural to directly relate the
configurations at time ¢ and at time ¢ + At, where At is of
order L?/D. Therefore we should model phase-ordering
dynamics by a map connecting these two configurations.
This type of modeling is tantamount to proposing new
Ansatze.

B. Intuitive modeling of phase-separation dynamics

Modeling of phase-separation dynamics consists of two
steps: (1) modeling of each cell; (2) connecting cells. The
first step is essentially the calculation of the driving force
due to the chemical potential. Whether or not the order
parameter is conserved is not a property of individual
cells, but rather of the relationship between cells. Thus
the conservation and other extra constraints should be
considered in step (2).

We assume that the local dynamics of the system (e.g.,
the dynamics of an isolated cell) is governed by a relaxa-
tional mechanism driven by the local free-energy func-
tional. The shape of the local free-energy functional is
sketched in Fig. 1(a). The behavior of the order parame-
ter observed at time intervals of Atz can be mimicked by
an injection f of R (the set of real numbers) as is shown
in Fig. 1(b).!® We choose this map f to describe the local
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FIG. 1. (a) Coarse-grained free energy F at the scale of the
correlation length. If the local order parameter takes the value
at 1 (1'), then after one time step it takes the value at 2 (2'), etc.
This motivates the injection f:R—R shown in (b) which can
describe the behavior. (c) The flow due to this map. 4 and A4’
are hyperbolic sinks and R is the hyperbolic source.
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dynamics of each cell (without any constraints).

In Fig. 1(c) the flow due to the map f on R is de-
scribed. It should be realized that what we really need is
this flow diagram; even though we used a local free-
energy functional for a heuristic purpose in the preceding
paragraph, we do not actually need the functional to con-
struct CDS models. The important features of this flow
are that there is a single hyperbolic unstable fixed point
and that there are two hyperbolic stable fixed points
symmetrically placed on each side of the unstable fixed
point. The stable fixed points correspond to the two or-
dered states after quenching. The unstable fixed point
corresponds to the disordered state before quenching.

There are many injections with this type of flow dia-
gram, so that Fig. 1(c) cannot uniquely specify a map.
However, we believe that any (piecewise) smooth continu-
ous injection with one hyperbolic source and two symme-
trically placed hyperbolic sinks gives similar phenomeno-
logical results. This assertion of universality is discussed
in greater detail later. For the moment, let us choose a
convenient map f with a flow as shown in Fig. 1(c). The

{(t,n)» =13 (¢ in the nearest-neighbor cells)+ -5 3 (¢ in the next-nearest-neighbor cells) .

The inclusion of the contributions from the next-
nearest-neighbor cells is not necessary in the
nonconserved-order-parameter case. However, it is cru-
cial in the conserved-order-parameter case to make the
model isotropic. We see this later in Sec. III. It is easy
to introduce an anisotropy effect in the conserved case by
suitably modifying the definition of {( % )). The net gain
F[Y(t,n)]—1(t,n) of the center cell should be propor-
tional to the driving force due to the chemical potential
(including the gradient term).

To arrive at the model for the case with the conserved
order parameter, we must impose auxiliary conditions.
The conservation of the order parameter implies the local
sum rule: when there is an exchange of order parameter
values between a cell and its neighboring cells, there
should not be a net change of the order parameter inside
the neighborhood surrounding the center cell. Since the
net gain of the order parameter by the center cell is given
by F[¢(t,n)]—y(t,n), the discrete model for the con-
served case reads'®

Yt +1,n)=F[p(t,n)]— L F[Y(t,n) ] —d(t,n) ) .

A more intuitive explanation of our discrete model for
the conserved case can be found in Fig. 2. In (2.9), the
subtraction corresponds to the extra Laplacian in the CH
equation.

Thus we have arrived at deterministic CDS models.
The models are intrinsically computationally efficient and
ideally suited to a parallel computation environment.
However, we did not use array processors for any of the
demonstrations in this paper or in part II (Ref. 11). We
were able (due to computational efficiency) to get
sufficiently long-time behavior using a VAX-750 comput-
er as is demonstrated in part IT (Ref. 11).

(2.9)

single cell dynamics is described by

Yt +1,n)=f(P(t,n)), (2.6)
where ¥(t,n) is the value of the order parameter in the
cell n at time ¢. Next we must connect cells to take into
account the spatial cooperative interactions. The resul-
tant driving force on the order parameter (¢,n) should
be proportional to its difference from the average of the
order parameters in the neighborhood cells. Thus the
CDS model for the case with nonconserved order param-
eter reads'®

Yt +1,n)=f(P(t,n))+D[KY(1,n) ) —¢(1,n)]

=F[yY(t,n)], 2.7
where D is a positive constant proportional to the phe-
nomenological diffusion constant; {( % )) — % is essentially
the isotropized discrete Laplacian. We use the following
definition of {{ * )) on the two-dimensional square lattice:

(2.8)

It is generally believed that the noise effect is unimpor-
tant for the late stages of phase-separation kinetics.?’ As
far as we know, the issue has not yet been settled analyti-
cally or numerically. We have briefly addressed this
problem in a recent paper?! and will consider it in detail
in part II (Ref. 11). Our study clearly supports the ir-
relevance of noise. Furthermore, since our main aim in

FIG. 2. Intuitive explanation of our model for the conserved
case. The white arrows (I’s) denote F—¢ for each cell, the
driving force due to the chemical potential. If there is no con-
straint due to the conservation of the order parameter, each cell
has its order parameter updated by an increment proportional
to I. However, when the conservation of the order parameter
must be respected, the cell must extract the order parameter
from its neighboring cells. The driving force for this extraction
is still proportional to I and is denoted by thin arrows in the
plane. However, the same process is occurring in neighboring
cells. Thus, on each edge between two cells, two opposing
forces meet, and the cell with the longer thin arrow wins. It
gains in order parameter by an amount proportional to the
difference of I’s denoted by thick arrows in the figure. Sum-
ming over all the cells neighboring a cell, we have that the cell
has a net gain proportional to I —{I) =F—¢— (F—9 ).



this paper is to propose a new scheme for computational-
ly efficient modeling, we confine ourselves to determinis-
tic models.

C. “Structural stability”

As mentioned in Sec. II B, the choice of f (which deter-
mines the single cell dynamics) is not unique. In most of
our simulations, we choose

f(x)= A tanhx , (2.10)

where A is a parameter which is greater than 1. There
can be many other choices. To demonstrate the insensi-
tivity of our results to the choice of f, we compare the
following three representative maps:

f1(x)= A4 tanhx ,

o -

Ax for |x | <—

falx)=
sgn(x) for |x | >

1 (2.11)
7 s
_ Ax

S [14xX42—D)V2

All these maps possess the features we had required in
Sec. IIB when 4> 1. The motivation for choosing f,
(see Fig. 19 for its functional form) will become clear in
Sec. IV; it arises naturally in the implementation of the
new discretization scheme we propose in this paper. We
should point out that time scales for these maps depend
on the value of the parameter 4 which determines the
(global) rate of being ‘“‘pulled” into a fixed point. Howev-
er, we expect them to give the same asymptotic results.
All demonstrations in this paper are results obtained on a
two-dimensional 100X 100 lattice with periodic boundary
conditions. To exhibit the evolution of patterns in
different cases, we use the same random initial conditions
(unless otherwise mentioned) with order parameter values
uniformly distributed (using the same random number
seeds) between +0.125. (After one or two iterations, the
distribution becomes Gaussian.) All form factors were
obtained as averages over 20 independent runs. As ex-
plained in detail in part II (Ref. 11), this sample size is
insufficient to determine conclusively the scalarized form
factor for small values of k. However, it is large enough
to enable us to study the behavior at intermediate and
large values of k.

In Fig. 3, we show evolution patterns due to the itera-
tion of (2.7) (the nonconserved case), using maps f,, f,,
and f;, with 4=1.3 and D=0.5. The value of 4 chosen
gives rise to stable fixed points at £0.98 for the map f.
Maps f, and f; have stable fixed points at *1, indepen-
dent of the value of 4 (> 1). The top two pictures of Fig.
3 are for the map f, the middle two are for the map f,,
and the bottom two are for the map f;. They give almost
identical patterns at different evolution times. In Fig. 4
we show evolution patterns due to the iteration of (2.9)
(the conserved case), using maps f,, f,, and f3, with
A=1.3 and D=0.5. Again, the patterns evolve almost
identically.

f3(x)
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50 500

FIG. 3. Evolution patterns for the nonconserved case using
maps [, f,, and f; from the same random initial configuration.
The top two pictures are for the map f, the middle two are for
the map f,, and the bottom two are for the map f;. The num-
bers denote necessary time steps from the initial condition.
Only points with positive order parameters are marked. This
coding is also used in all subsequent evolution patterns we
display in this paper.

Perhaps the most interesting feature of the ordering
process is the observation of an approximate scaling law
in Monte Carlo simulations of the process.”’° It should
be noted that, previous to these simulation results, Binder
and Stauffer’® and Furukawa'*® had already discussed
the possibility of scaling behavior. Their arguments and

P Vi\tr :
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FIG. 4. Evolution patterns for the conserved case using maps
f1, fa2, and f; from the same random initial configuration as in
Fig. 3.
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FIG. 5. Scaled form factors for the conserved case for the three different maps. Data from times 50, 100, and 150 are superposed

the Monte Carlo results suggested that the normalized
(and scalarized) form factor S (k,t) [which is obtained by

circularly averaging the normalized form factor S(k,?)]

® a universal function, /(¢) a time-dependent length scale
has a scaling regime in which it behaves as

which behaves as /(t)~t? for some positive number ¢,
and d is the spatial dimensionality. Figures 5 and 6 show
S (k,t)=1(t)%®(kI (1)) ,

the scaled form factors for the nonconserved and con-
(2.12)

served cases using the three maps with parameter values
where k is the magnitude of the wave vector k, ¢ the time,

as previously. Here we use a somewhat different scaling
from that in our previous paper!® so as to avoid adjust-
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FIG. 6. Scaled form factors for the conserved case for the three different maps. Data from times 600, 900, and 1200 are super-
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able parameters. We scale by the quantity (k )(¢),

(k)= [ “dk kS(k,t)/wadkS(k,t). (2.13)

This is related to the typical domain size as
(k)(t)«1(t)~!. Thus we would expect that (if the scal-
ing holds good)

(k) (Boct™®. (2.14)

Note that {k )(¢) is not the true average with respect to
S(k,t),

o= ["dkkisn [ [“dekd-iskn . @19
0 0

As explained in part II (Ref. 11), this quantity is logarith-
mically divergent in the limit of infinitesimally thin walls.
Even though the walls in our simulation are not
infinitesimally thin, the quantity k() has a strong depen-
dence on the upper cutoff for k. Hence we prefer to use
(k )(¢) rather than k(z).

Numerically, we compute {k )(¢) by considering all k
values up to half the reciprocal lattice size. Notice that k
can take up values (for a lattice of size N XN)
27(m,,m,)/N, where m, and m, have integer values be-
tween —N/2 and (N/2)—1. In Fig. 5 we superpose
S (k,t){k )(¢)? for the nonconserved case as a function of
k /{k )(t) for the three different maps for times 50, 100,
and 150. The data are seen to lie on a reasonable master
curve for the different maps and these master curves are
almost identical. In Fig. 6 we present the scaled form
factors for the conserved case for times 600, 900, and
1200, again for the three different maps. Here also, we
see that the data for each map lie on a reasonable master
curve. For maps f, and f;, these master curves are not
the asymptotic curves. Rather, they correspond to the
so-called “‘soft-wall” regime, in which the thickness of
the boundary is appreciable relative to the representative
pattern size. Long-time simulations are necessary before
“hard-wall” behavior is seen and the scaled form factors
for the “hard-wall” case appear to approach an asymp-
totic result.2! We will elaborate on this in Sec. III C and
discuss it in detail in part II (Ref. 11). On the other hand,
the scaled form factor for the map f, appears to be al-
ready close to the asymptotic result. This is because the
walls ““harden” rapidly for this map. We can easily un-
derstand this if we invoke the concept of the free-energy
functional (though this is not necessary). The free-energy
functional corresponding to map f, is shown in Fig. 7. It
should be noted that, for deep quenches, this free-energy
functional is much more realistic than the ¢* functional.
Consider a binary alloy without any vacancies. The or-
der parameter is usually defined as the difference
¢ 4 —¢p, where ¢ , (¢p) is the local number density of A4
(B). Since there are no vacancies, ¢ 4+ ¢z =1, must be
constant everywhere and is the total number density of
atoms. We have ¢, =(¢y+9)/2 and ¢pz=(¢y—9)/2,
both of which must be non-negative. Thus, we should al-
ways have || <y, This requires vertical potential
walls at =11, Between these two walls the free-
energy functional should be concave for a deep quench,
since the disordered phase is unstable. Thus we have nat-

F(¥

>

fol¥)

FIG. 7. Free-energy functional corresponding to the piece-
wise linear map f,.

urally arrived at the free-energy functional in Fig. 7. The
cusps in the free energy are the result of idealization (or
simplification) and do not affect the physics of the pro-
cess. They can easily be smoothed out without affecting
the dynamics of the phase separation. This free-energy
functional leads to an interesting partial-differential-
equation model, as we discuss in Sec. V.

These results clearly demonstrate that the maps are
hard to distinguish. This may be understood as follows.
We are interested in the global phase configurations. The
majority of cells (except for those near the phase boun-
daries) have order parameter values close to those of the
sinks. The cells near the phase boundary are *“slaved” by
the cells in the bulk phase. Hence the global behavior is
determined by the hyperbolicity of the sinks. This leads
us to assert the “structural stability” of our modeling:
our CDS models with different maps but with the same
flow diagram [Fig. 1(c)] give phenomenologically similar
results. Furthermore, the difference of f,, f,, and f,
suggests that the evolution rate is determined by the
linearized maps around the sinks. We should add a cau-
tionary remark about our usage of the term ‘‘structural
stability.” In the standard usage?? this implies stability
under homeomorphisms. Our usage is somewhat
different, since we must retain not only the hyperbolicity
of the sinks but also their symmetrical positions.

As is implicit in the preceding paragraph, if the map f
is close to the line x =y, then the bulk phase is not
sufficiently stable and the origin is not sufficiently unsta-
ble. Then, as long as the typical pattern size is small, the
dynamics is strongly affected by the phase boundary.
The phase-boundary dynamics reflects the shape of the
map, so that the results at this stage need not be univer-
sal. However, if we wait long enough, the thickness of
the phase boundary becomes small compared to the
representative size of the bulk phases. At that stage, we
expect the details of the map to be washed away. This
corresponds to the transition from soft-wall to the late
stage hard-wall behavior. ?!
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III. DEMONSTRATIONS

As has already been mentioned in our Introduction,
the main body of the results obtained by our scheme will
be given in Ref. 11. Here we discuss representative exam-
ples in order to show the potential of our scheme.

A. Relation to microscopic “reality”

To compare our results with real experimental results,
we must specify two numerical parameters in the CDS
model, 4 and D. At present, there is no way to derive
the CDS models from a more microscopic description of
the systems. Hence these parameters are purely phenom-
enological. However, the same is true of parameters in
partial-differential-equation models like the CH equation.
Consequently, there is no fundamental difference between
CDS and partial-differential-equation models in their re-
lation to reality.

The true predictions of the CDS models are, therefore,
the results which are independent of adjustable parame-
ters. The situation is the same as that in the
renormalization-group theory; true predictions are those
which are free of phenomenological length scales. Hence,
if there are universal features in the phase-ordering dy-
namics, they should be captured by phenomenological
models like ours. Of course, the universal features (if
any) are described by a particular model only if the physi-
cal system is in the same universality class as the model
used. Whether our CDS models (and the conventional
partial-differential-equation models) are in the same
universality class as systems we wish to describe can be
ascertained, strictly speaking, only through a comparison
of our results with those from experiments.

From the preceding paragraph, one might argue that
results which depend on the choice of parameters 4 and
D are meaningless; since our model is not a faithful
description of “microscopic reality,” the nonuniversal be-
haviors should not be discussed with the aid of this type
of model. We should notice, however, that nonuniversal
features need not depend on the extreme details of the
system. Rather, there should be ‘“weak” universal
features which can be captured by adjusting phenomeno-
logical parameters. A good example is the Debye theory
for specific heat. The universal feature is the so-called T3
asymptotic law. The deviation from this universal law
can be successfully captured by a single parameter, the
Debye temperature. As we will see, the soft-wall effect in
spinodal decomposition is a good example of this “weak
universality.”

Since we have demonstrated the “structural stability”
of our CDS model, we choose the tanh(f,) model for all
further demonstrations in this paper. One may wonder
why we do not use the map f,, which appears to reach
the asymptotic form factor in a shorter iteration time.
Our motivation for the choice of f, is the smoothness of
the map and the analytic advantages this would offer.
Besides, the tanh map is remarkably close to the map dic-
tated by the new discretization scheme we propose in Sec.
IV. We can also choose different parameter values which
give an equally rapid evolution for the tanh map. Equal-
ly well, by choosing A sufficiently close to 1 for the map
f5, we can simulate the soft-wall to hard-wall evolution.

Parameters A4 and D fix the wall (kink) thickness and the
time scale. As discussed above, if we want to describe a
real experiment, 4 and D become adjustable parameters;
there is no reliable way to calculate them from micro-
scopic models. Here we exhibit configurations and form
factors for the nonconserved- and conserved-order-
parameter cases, in turn. Note that if we choose 4 too
large or D too small, the patterns may be frozen. This
corresponds to trapping in metastable states in Monte
Carlo simulations. The range of ( 4,D) values in which
freezing does not occur will be discussed in Sec. IV C.

B. Nonconserved-order-parameter case

For the sake of convenience, we reproduce here our
CDS model (2.7) for the nonconserved case:

Yt +1,n)=f(P(t,n))+ D [{Y(t,n) ) —Y(t,n)]
= yY(e,n)], (3.1)

where we use f(x)= A4 tanhx. As mentioned earlier, all
of our demonstrations (for both the nonconserved and
conserved cases) here are for a two-dimensional 100X 100
lattice with periodic boundary conditions. The parame-
ter values used (unless otherwise mentioned) are 4=1.3
and D=0.5. These parameter values correspond to a
deep quench. All calculations were done on a VAX-750
computer (without using any array processors). For the
nonconserved case, a single update of the lattice took
1.54 CPU seconds. (In Ref. 18, the update time reported
was 1.98 CPU seconds. The reduction in time is the re-
sult of a number of changes we have incorporated into
our programs. These do not include using a lookup table
for the dynamics. In the conserved case, the reduction is
even more appreciable. The update time for a 100X 100
lattice is now 1.77 CPU seconds, as opposed to the earlier
reported value of 3.33 CPU seconds. !°)

Figure 8 shows a typical evolution pattern using (3.1),
resulting from the random initial configuration we use for
most of the evolution patterns, i.e., with order parameter
values uniformly and randomly distributed between
+0.125 (labeled by O in the figure). As can be seen from
Fig. 8, well-developed patterns appear within 20 updates.
In Fig. 9(a), we have plotted S (k,7){k )(¢)* as a function
of k/{k )(¢) for times 100, 200, 300, 400, and 500. The
solid line is the analytic form provided by Ohta et al.?°
The agreement is not good at small values of k/{k )(¢)
due to the poor statistics at small k and the finite-size
effects [see part II (Ref. 11)]. However, the data for
longer times lie closer to the theoretical predictions, sug-
gesting that the system has yet to reach the scaling re-
gime if any. This is borne out by Fig. 9(b), in which we
have plotted In[S(k,t){k)(¢)*)] as a function of
k/{k)(t) for the same times as above. The tail of our
curve is not yet compatible with Porod’s law,? which
predicts that the tail decays as x ~3 in two space, where
x =k /(k ). The decay of the tail is stronger than x ~> as
the result of the nonzero thickness of the wall [see part II
(Ref. 11)]. Monte Carlo results, on the other hand, give a
tail that falls off as x =23 (Ref. 7) due to the raggedness of
the interface. The tail of the numerically obtained curve
moves up in time and approaches the theoretical predic-
tion. Unfortunately, for a 100X 100 system, we are un-
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FIG. 8. Long-time evolution patterns for the nonconserved
case using the tanh map (f;). The random initial configuration
is the same as that used previously and is labeled by O in the
figure.
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able to go further in time because the pattern size is a siz-
able fraction of the lattice size by 500 steps. In part II
(Ref. 11), we will present results from a larger lattice size.
We should point out a mistake in our previous letter.!®
There, we had used an adjustable parameter to compare
our numerical results with the theoretical prediction.
Scaling by this parameter, we had matched the k=0
values of our numerical results with the theoretical curve
and concluded that the only discrepancy was in the tail.
Our present results (without any adjustable parameter)
prove that conclusion to be incorrect. The true con-
clusion should be that, in both small and large k /{k ) re-
gions, our results up to 500 steps do not agree with the
formula derived by Ohta et al.;?° however, there is a
strong indication that the discrepancies diminish consid-
erably at later times.

C. Conserved-order-parameter case

For the sake of convenience, we reproduce our CDS
model (2.9) for the conserved case:

Yt +1,n)=F[Pt,n)]— L FP(t,n)]—(t,n))) .

As already mentioned, a single update of (3.2) for a
100< 100 lattice with periodic boundary conditions took
1.77 CPU seconds.

Critical quench. The case of critical quenching is the
most interesting one and is analytically the least tract-
able. It corresponds to the situation when the spatial in-
tegral of the order parameter is zero,

Jdryir,n=0.

(3.2)

In Fig. 10 we show a typical evolution pattern resulting

from (3.2) for long times. In Fig. 11 we have plotted
S (k,t){k )(t)? as a function of k /{k )(¢) for times 1800,
2400, 3000, 3600, and 4200. These corresponds to times
on both sides of an exponent crossover from ~0.28 to
~0.33.2! [Huse’® has claimed (by extrapolation) an
asymptotic exponent of ~0.33 in his Monte Carlo simu-
lations of the conserved case.] The shape of the function
seems insensitive to the value of the exponent at that
time. Unfortunately, in this case, there is no theoretical
prediction for us to make a comparison with. Again, our
numerical curve does not satisfy Porod’s law?® and falls
off faster than x —3, where x =k /{k )(¢).

Critical quench, soft-wall case. As mentioned earlier,
our parameter values correspond to a deep quench. This
quickly results in sharp domain walls, whose thickness is
negligible in comparison to the representative pattern
size. This is the so-called hard-wall case. We can also
simulate the so-called soft-wall case by considering a
quench which is not so deep, i.e., by choosing 4 close to
1. In this case, the domain wall thickness stays apprecia-
ble compared to the representative pattern size for a con-
siderably longer time. Recall that the representative pat-
tern size behaves as t%. The exponent ¢ changes in time
from ~0.27 to ~0.33.2! The soft-wall evolution results
in a delay of the crossover in the exponent.?' We will dis-
cuss this in detail in part II (Ref. 11). Here we show a
representative evolution pattern (Fig. 12) for the soft-wall
case, obtained by using 4A=1.2 and D=0.5 in (3.2). In
Fig. 13, we show the scaled form factors for the soft-wall
case for times 2000, 2800, 3600, 4400, and 5200. They
are similar to the early time form factors shown in Fig. 6
for maps f; and f; with 4=1.3.

Anisotropy effect. As mentioned in Sec. II, an anisotro-
py effect is introduced if we do not choose a proper
discretization of the Laplacian. For example, the usual
form of the discretized Laplacian for the square lattice
corresponds to the following choice of (y(t,n))):

{¢(t,n) ) =1 3 (¢ in the nearest-neighbor cells) .
(3.3)

Using this form makes no difference in the nonconserved
case. However, in the conserved case, especially with
large A, this gives rise to patterns which are preferential-
ly inclined along the [10] and [01] directions, especially at
later stages of the evolution. A representative evolution
pattern is shown in Fig. 14 from the same initial condi-
tion as previously, though with parameters 4=1.3 and
D=0.4. The parameter values we have been using earlier
(A=1.3 and D=0.5) give rise to an arithmetic overflow
in this case. We are presently investigating the stability
of (3.2) with the anisotropic Laplacian. The correspond-
ing form factors (which we do not show here) do not
show good scaling. We have also tried a form of
{(y(t,n))) with nearest and next-nearest neighbors hav-
ing equal weight. This gives rise to patterns which are
preferentially inclined along the [11] and [11] directions.

Spinodal decomposition with off-critical quench. 1t is
also possible to quench the system off-critically with

fdr P(r,1)£0 .
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FIG. 9. (a) Scaled form factors for the nonconserved case for the tanh map. Data from times 100, 200, 300, 400, and 500 are super-
posed. The solid line is the analytic form provided by Ohta et al. (Ref. 20). There are no adjustable parameters in these scaled form
factors. The best agreement between our results and the theory is for the data at time 500. (b) Semilogarithmic plot of scaled form
factors from (a) which shows the structure of the tail. It shifts upward in time, towards the analytic form of Ohta et al. (Ref. 20).
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FIG. 10. Long-time evolution patterns for the conserved case
using the tanh map. The random initial configuration is the
same as that used previously.
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Depending on whether the system is in an unstable state
or a metastable state after quenching, the phase ordering
proceeds via either spinodal decomposition or the so-
called “nucleation process.” Here, we exhibit the case of
off-critical quench with the system segregating via spino-
dal decomposition.

We simulate an off-critical quench by appropriately
biasing the random initial configuration. In Fig. 15, we
show a typical evolution pattern from an initially random
configuration with the order parameter uniformly distri-
buted between —0.310.125. Clustering, necking, and
evaporation of clusters are evident in the evolution pro-
cess. In Fig. 16, we show the scaled form factors for the
off-critical quench for times 600, 900, and 1200. Again,
there is no theoretical prediction for us to make a com-
parison with.

Nucleation regime. In a highly off-critical quench, the
uniform state of the system is a metastable state. Segre-
gation of phases can occur only if nucleation centers ex-
ist. In our deterministic model, we have to put in nu-
cleation centers (‘“‘seeds”) by hand.

We simulate the nucleation regime by considering a
random initial configuration uniformly distributed be-
tween —0.61+0.125 with randomly placed seeds (each
consisting of at least four sites each and adding up to

FIG. 11. Scaled form factors for the conserved case for the tanh map. Data from times 1800, 2400, 3000, 3600, and 4200 are su-
perposed. These times correspond to both sides of an exponent crossover from } to % (Ref. 21).
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about 10% of the lattice) of order parameter value
+ 0.98. We then bias the sites with negative order pa-
rameters so that the average order parameter at each site
is —0.6, corresponding to a minority species concentra-
tion of 20%. Figure 17 shows the evolution pattern from
such an initial condition. In Fig. 18, we show the scaled
form factor for this process for times 600, 900, and 1200.
In the limit of vanishingly small proportion of one phase,
the form factor for this process has been analytically cal-
culated by Ohta.*®’ This problem has also recently been
studied by Kawasaki et al.'*® Unfortunately, we are un-
able to compare our numerical results with these works
because their validity is limited to when the minority
species concentration is less than about 10%.

IV. RELATION BETWEEN CDS AND PARTIAL
DIFFERENTIAL EQUATIONS

As we have shown in the derivation of CDS models in
Sec. II, we do not need any partial-differential-equation

5000 description of the system to construct a CDS model.
FIG. 12. Long-time evolution patterns for the conserved case Nevertheless, it is a historical fact that partial differential

with a soft-wall evolution. Again, we use the same initial condi-  equations have been used almost exclusively to model
tion as previously. various physical phenomena. Thus, it would be useful to
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FIG. 13. Scaled form factors for the conserved case with soft-wall evolution. Data from times 2000, 2800, 3600, 4400, and 5200
are superposed. The master curve is similar to those in Fig. 6 for f, and f;, which represent the early time behavior of the deep
quench case.



3500

FIG. 14. Long-time evolution patterns for the conserved case
with naively discretized Laplacian, i.e., {(4(t,n))) defined by
(3.3). The initial condition is the same as before. The pattern at
time 3500 should be compared with the pattern at time 2500 in
Fig. 12, as the smaller value of D gives a considerably slower
evolution in this case. Comparing these patterns, we see that
the pattern at time 3500 has a tendency to be preferentially in-
clined along the [10] and [01] directions.

FIG. 15. Evolution patterns for the conserved case with an
off-critical quench. The random initial configuration has the or-
der parameter uniformly distributed between —0.3+0.125.
Clustering, necking, and cluster evaporation are evident in the
later stages.
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have a relation between partial-differential-equation mod-
els and CDS models.

In a trivial sense, the conventional discretization of a
partial differential equation yields a CDS. However, our
CDS models are not the outcome of a simple discretiza-
tion of the partial differential equations describing the
same phenomena. For example, if we discretize the
deterministic (without noise) TDGL equation by the sim-
ple Euler scheme, we get

Yt + A, n)=¢(t,n)+Af(P(t,n))

2d At
(Ax)?

+ L[(¢(t,n) ) —(t,n)], 4.1)

where Ax and At are, respectively, the space and time in-
crements; n is a vector that labels the site whose position
vector is x (n Ax =x); and d is the spatial dimensionality.
For the case where H[¢(r,t)] is the ¢* free-energy func-
tional given by (2.2), we have

Ft,n))=L[m(t,n)—gi(t,n)] .

If we choose a large time increment, then the nonlinear
term produces a map which exhibits chaos. Thus the sys-
tem is a coupled chaotic map system, which is qualita-
tively different from the original equation or from the
system we wish to model. Many pathologies in numerical
schemes can be traced to chaos.?* In our CDS modeling,
however, the map is designed to be injective so that there
cannot be any chaos.

In this section, we propose a new discretization scheme
for semilinear parabolic equations. The scheme gives our
CDS model from the deterministic TDGL equation.
Then we discuss the convergence and stability of the
scheme. The main purpose of this section is to advocate
the concept of qualitative numerical analysis, which we
try to motivate (loosely) later.

A. A new discretization scheme

Consider a general semilinear parabolic equation

Y _rwr+Lviy, 4.2)
ot

where the symbols have their usual meaning. The insta-
bility of numerical schemes is often due to the nonlineari-
ty of the function f, as we mentioned earlier. Hence, if
we can eliminate instabilities due to this nonlinearity, we
may have a more efficient scheme by being able to choose
a larger time increment than in the conventional
schemes. When f is the logistic function [f ()
=AY(1—1), where A is a positive parameter], there are
several ingenious schemes for stabilizing the iteration,
e.g., implicit schemes.?> However, it may not be easy to
find such a scheme for an arbitrary f. We propose here
an algorithm which produces a stable discretization
scheme for an arbitrary f.

Our proposal is to use the solution semigroup for the
spatially uniform problem to discretize semilinear para-
bolic equations. Let F; be the solution semigroup for the
ordinary differential equation corresponding to (4.2),
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posed.
ay _
such that
Wt +s)=F,(¢(2)) . (4.4)

This F; may not always be obtainable analytically, but
this does not present a major obstacle. After all, it is
common to use a lookup table for a function so as to ac-
celerate the computation. For the present purpose, its
existence is enough. Using the semigroup map, we
discretize the original partial differential equation. The
most naive scheme may be

Y(t +At,n)
=Fu ((t,n))+2y [ K(t,n) ) —d(t,n)] ,

where we have put ¥ =[d At /(Ax)*]L.

To illustrate the preceding paragraph, let us consider a
typical example of the well-known logistic reaction
diffusion equation (Fisher equation) with the correspond-
ing ordinary differential equation

(4.5)

%:mu-w , 4.6)

where A is a positive parameter. The Euler discretization
scheme gives
Yt +AD)=P()+AAt () [1—(1)],

where At is the time increment. With a large time incre-

4.7)
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FIG. 16. Scaled form factors for the conserved case with an off-critical quench. Data from times 600, 900, and 1200 are super-

ment, the discretized version exhibits chaos. Of course,
no chaos is possible in the original ordinary differential
equation. In the present example we can explicitly solve
the Cauchy problem to get the solution semigroup F; as

Pt +5)=F,((1))

- Y . (4.8)
YO +[1—y()]e

This is a discretized mapping as before, but in this case
the map is trivially injective due to the uniqueness of the
solution to the Cauchy problem.

The CDS model we have been using for the
nonconserved-order-parameter case is essentially the
same as (4.5). For the ordinary differential equation cor-
responding to the deterministic TDGL equation (with the
¢* free-energy functional), the solution semigroup reads

Y(t +5)=F,((1))
ay(t)

= [aZe~2L7 (1)} (1—e —2L™)]1/2

where a =V/7/g . Replacing this in (4.5) and rescaling as

(4.9)

2LTt—1",
2LT(AD—(AL")
Yy,

a

(4.10)

we have (dropping the primes)
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FIG. 17. Evolution patterns for the conserved case in the nu-
cleation regime. The random initial configuration is construct-
ed by having the order parameter uniformly distributed between
—0.6+0.125 with randomly placed seeds (each consisting of at
least four sites each and adding up to about 10% of the lattice)
of order parameter +0.98. The sites with negative order pa-
rameter are then biased so that the average order parameter at
each site is —0.6, corresponding to a minority species concen-
tration of 20%.

e +Ann)= [e_A'-i-;b(t;l;((tl)—e‘A')]I/2
+ZLT[«¢(t,n)»—t/J(t,n)]. @.11)
Putting e "%'=1/A42 and y /L 7=D we have
e +Ann)= [1+¢(x¢(¢;t2)_1>]’/2
+D[(y(t,n) ) —P(1,n)] . @.12)

This explains our choice of the map f; in Sec. IIC. We
plot this function in Fig. 19 and notice that it looks simi-
lar to the tanh map. Since we know (at least empirically)
that the system is “structurally stable,” minor differences
are unimportant.

If we use the conventional Euler scheme to discretize
(2.1) with the ¢* free-energy functional, we have

Wt +At,n)=(14+L7At)Y(t,n)—gLAt(t,n)’

+2y[ (e, n) ) —o(1,n)] . (4.13)
Using the same rescaling as previously, we have
Wt +At,n)=AP(t,n)— (4 —1D)(t,n)?
+D[{Y(t,n) ) —y(t,n)], (4.14)

where we have put 4 =1+At¢/2. For small ¥, we can
match the schemes (4.12) and (4.14) by putting 4 = 4.
For the parameter value 4=1.3, this would correspond
to At=0.6 in (4.14), which is outrageously high for the
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FIG. 18. Scaled form factors for the conserved case in the nucleation regime. Data from times 600, 900, and 1200 are superposed.
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FIG. 19. Functional form of the map f; with the parameter value 4=1.3.

Euler scheme. Alternatively, we could match the slopes
of the maps at the fixed points, as these appear to deter-
mine the rate of pattern evolution. For the parameter
value A4 =1.3 this would require 4=1.204 and At=0.408
in (4.14). This is still too high for the Euler scheme.
Thus, even though it is possible to get reasonable results
by using an appropriate cubic map in the CDS
modeling, ') the time steps involved are so large that
the justification of the model should not be in terms of a
Euler discretization of the deterministic TDGL equation.

To discretize the CH equation, the best scheme is to
discretize the term inside the outermost Laplacian ac-
cording to the above scheme and then discretize the La-
placian, interpreting it as a mere local averaging opera-
tor. Then we arrive at the CDS model used above for the
conserved-order-parameter case.

There are many other schemes conceivable even with
the use of the solution semigroup. This will be discussed
in Sec. IVC. A trivial but interesting feature common to
all these schemes is that they give (by design) exact re-
sults if the solution is spatially uniform. None of the
discretization schemes we are aware of have this proper-
ty. We may expect that our scheme has advantages over
conventional schemes when the spatial dependence is
weak.

B. Convergence of the proposed scheme

We consider the case of small time increment, which is
the major concern in conventional numerical analysis.

We construct a continuous function ¥(¢,x) by linearly in-
terpolating the solution {y(mAt,n)} where m,n are in-
tegers, to (4.5).

Proposition 1. Let T be an arbitrary positive number.
The linear interpolation of {u (mAt,n)} converges to the
correct solution of the original partial differential equa-
tion for 0 <t < T in the limit At —0, if y < 1.

The proof of this proposition is routine with the aid of
the mean-value theorem and the Ascoli-Arzela theorem.
It tells us that the scheme is at least as reasonable as the
conventional ones. Notice that the proposition is not
necessarily trivial, as there are examples of difference
schemes which give “approximate” solutions which do
not converge [(as space and time increments go to zero) to
the correct solutions to the original differential
equations,?%® e.g., some of the discretization schemes
used in lattice-gauge-theory simulations (e.g., species
doubling?*®))].

C. Qualitative numerical analysis

As was demonstrated in Sec. II, the exact form of the
map F was not crucial, only some basic features of the
map need be respected. This implies that, in the pro-
posed scheme, the time increment need not be small to
extract universal results. Clearly, if we desire to keep
small, say, the L? distance between the approximant and
the true solution of the differential equation for large 7,
then we must keep the time increment sufficiently small.
However, we are not interested in the exact numerical re-
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sults for the original partial differential equations. There
is nothing sacred about the TDGL or CH equations. Our
main interest lies in the reality (supposedly) captured by
these model equations and not in the equations them-
selves. Hence accurate numerical simulations of these
model differential equations are not crucial in under-
standing the reality. After all, nature does not give us
these equations, but rather the phenomena they attempt
to model.

Thus, for these partial differential equations, what we
need are numerical schemes which preserve important
qualitative features of the true solutions to the partial
differential equation; this suggest the concept of qualita-
tive numerical analysis. In this section we show the sta-
bility of schemes originated from the considerations of
Sec. IV B when certain (usually satisfied) conditions hold.
This property is a prerequisite for qualitative numerical
analysis. Unfortunately, the qualitative theory of partial
differential equations is much less developed than that for
ordinary differential equations. However, there are a few
mathematical results which clearly point in this direc-
tion. We will mention some of these later.

For small Az, F,,(¥)—1 is of order At, so that the fol-
lowing discretization scheme is also adequate as an al-
terative to (4.5):

Wt +At,n)=F (d(t,n))+ 2y [ { Fy (P(2,n)) )
—F,,((t,n))]
=(1—=2y)F,,(¥(t,n))

+2y (Fp, (d(t,n)) D), (4.15)

where we have put ¥y =[d At /(Ax)*]L. This scheme is in-
tuitively understandable; if the diffusion is slower than
the cell relaxation, we should use this scheme. When the
cell size is semimacroscopic, this should be true, as
diffusion only takes place on the surface of the cell. No-
tice that, unless the 9 field takes extremely big values, the
schemes (4.5) and (4.15) are numerically close.

The analog of scheme (4.15) for the deterministic
TDGL equation would be (after appropriate rescaling)

Yt +1,n)=(1—D) A tanh[y(¢,n)]

+D{ A tanh[(2,n)]) , (4.16)

where we have invoked “structural stability” to use the
tanh map. In Fig. 20, we show the evolution pattern for
the scheme (4.16) with the same parameter values as pre-
viously, i.e., A=1.3 and D=0.5. The evolution gives rise
to similar patterns, as in the previous case. The interest-
ing fact is that the parameter domain in which we can
have qualitatively satisfactory results is considerably ex-
panded over that for the scheme (4.5), especially for the
important region of D < 1. In Fig. 21, we compare the
“safe” regions of simulation in the (A4,D) plane for
schemes (3.1) and (4.16). These regions were obtained by
simulations (using a number of different random initial
conditions) on a 40X 40 lattice; we expect the “safe” re-

i

300

FIG. 20. Evolution patterns for the nonconserved case using
the scheme (4.16) with the same initial condition as in Fig. 3,
etc.

500

gion to be larger for a 100X 100 lattice, as it is harder for
the pattern to freeze on a bigger lattice. In Fig. 21, the
upper frame corresponds to the scheme (3.1) and the
lower frame corresponds to the scheme (4.16). The vari-
ous regions are as follows: S, the safe region for simula-
tions; F, the patterns freeze into metastable states; C, the
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FIG. 21. Empirically obtained “safe” (denoted by S) regions
of simulation for schemes (3.1) (upper frame) and (4.16) (lower
frame), respectively. The behavior of the system in the various
regions is explained in the text. A linear stability analysis sug-
gests a “‘checkerboard” instability for parameter values to the
right of the dotted line.
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system goes into an unphysical, nonstationary checker-
board pattern (but without an arithmetic overflow); oo,
there is an arithmetic overflow in the simulation.

The regions C and oo for the scheme (3.1) may qualita-
tively be understood as the result of a “‘checkerboard” in-
stability in the bulk phase.'?® If we linearize (3.1) about
a stable fixed point of the tanh map (say, ¥;) we have

A4

cosk, +cosk, +cosk, cosk,

AP~y
S(t+l,n)=——A—8(t,n)+D[«8(t,n)»—8(t,'1)] )
4.17)
where we have put 8(¢,n)=1y(t,n)—1v,. Applying a

discrete Fourier transform to both sides of this equation
yields

8(t +1,k)= o(t,k)+D

3

The maximum danger to the bulk stability is presented by
the “checkerboard” fluctuation, where the fluctuation at
a point is opposite to that of its nearest neighbors, with
wave vector k= (,7). This fluctuation grows when

A*—Y5 4D
s —20_ 22 4.19
> Y, 3 ( )
or
3 3 A9
D>>4>— 10 4.2
> 4+4 1 (4.20)

This region corresponds to the right of the dotted line in
the upper frame of Fig. 21. Notice that there are points
in S which lie to the right of the dotted line also. These
parameter values are linearly unstable, but the growing
fluctuations are stabilized by the nonlinear term. Of
course, it is a different question as to whether or not non-
linear stability is sufficient to give realistic results. The
scheme (4.16) does not have the problem of arithmetic
overflow because the solutions are bounded for all time.
This follows from Proposition 2, which is proved shortly.

For D <1, which is the region of interest to us, the
scheme (4.16) has an expanded [over scheme (3.1)] range
of parameter values where freezing does not occur. In
Fig. 22 we show the evolution pattern for a 100X 100 lat-
tice with 4=1.9 and D=0.5, using the scheme (4.16).
This set of parameters would have given rise to a frozen
pattern for the scheme (2.7), due to much harder phase-
boundary walls and to an oscillatory local dynamics for
(4.14). Notice that even parameter values (e.g., 4=2.1,
D=0.7) which give chaotic local dynamics for (4.14) are
in the safe region. The ‘‘safe” region for simulations of
(3.2) and the conserved analog of (4.16) lies within the
safe region for the corresponding nonconserved cases.
We should emphasize that the behavior indicated in the
various regions of Fig. 21 holds only for a majority, and
not all, of the initial conditions we considered; there are
certain initial conditions which give rise to behavior oth-
er than that which may be expected on the basis of the
parameter value for the simulation. We believe that the
study of numerical schemes which are not always reliable
but work for a majority of cases is practically important.
This is quite parallel to the study of approximate algo-
rithms.

The scheme (4.15) has a theoretical (and maybe practi-

—1 |8(t,k) . (4.18)

r

cal) advantage over the scheme we have been using: for
moderate values of diffusion we can explicitly show a
comparison theorem for the scheme (4.15). This theorem
is one of the keys to many assertions about the qualitative
features of the solution to a numerical scheme. The sta-
bility (i.e., the boundedness of the solution for any ¢> 0)
follows if we impose some additional conditions (which
are usually satisfied) to the comparison theorem.

Proposition 2 (comparison theorem). Given any two ini-
tial conditions {4,(0,n)} and {¥,(0,n)}, such that
¥,(0,n) > ,(0,n) for all n, then the corresponding solu-
tions to (4.15) satisfy ¢,(¢,n) > 9,(¢,n) for all t>0 and n,
if (1) 0<y <4 and (2) the solution semigroup F,, is
monotonically increasing.

Proof. Let {#,(t,n)}({¥,(t,n)}) be the solution to
(4.15) with the initial conditions {,(0,n)}({v,(0,n)}).
Suppose that ,(¢,n) > 9,(t,n) for all n. Then

500

FIG. 22. Evolution patterns for the nonconserved case using
the scheme (4.16) with the same initial condition as in Fig. 3,
etc. The parameter values used for this evolution (i.e., A=1.9,
D=0.5) give rise to frozen patterns for the scheme (3.1) and to
an oscillatory local dynamics for the Euler scheme.
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it +Atn)—y(t +At,n)=(1=29)[F o, ($,(t,n))—F 5 (5, n)) 1+ 2y [ {{ F 5 (¢1(£,n)) D) — L F 5, (h5(£,n)) N ] .

Since F,, is monotonically increasing, F,,(¢,(t,n))
> F,(,(2,n)) for all n. Hence, as long as 0<y <1, we
have  ¥,(z +At,n)>y¢,(t +At,n). By assumption,
¥,(0,n) > ¥,(0,n) for all n, so that ¢,(z,n) > 9,(t,n) for all
t>0and n.

If we require, further, that the solution semigroup F,,
have real numbers a and B8 (a>f) such that F,,(a)<a
and F,,(B)>p, then we can easily prove the stability of
the scheme (4.15) for initial configurations satisfying
a>y(0,n) > for all n.

In the original scheme (4.5), neither Proposition 2 nor
the stability proof holds in general. However, if the ini-
tial condition is close to the origin in the TDGL case,
F,,(Y)—1 is, in general, larger than —e (where € is a
small positive number), since overshooting beyond the
stable fixed point is difficult. Hence, practically, the
above proposition is applicable. Of course, stability of a
scheme does not imply accuracy or even qualitative relia-
bility. Nevertheless, it is a prerequisite for a qualitative
analysis, e.g., the study of the number of peaks in the
solution. ?®

A slightly different scheme is also possible. When we
make the wall hard enough, the patterns often freeze into
metastable states. The freezing is due to the relative
ineffectiveness of the intercell coupling. Hence it is
reasonable to take the intercell coupling term into ac-
count (in a mean-field way) for the calculation of the
semigroup. This results in the following scheme:

Yt +ALn)=F, (P, n)+2y[(t,n))) —¢(£,n)]) .
4.22)

Again, for small At, it is easy to show the equivalence of
this to the original scheme. We should point out that this
scheme may be considered as being a step out of phase
with scheme (4.15), which can be written as a two-step
process,

¥ t+%,n —F,,($(t,n))
(4.23)
At
Yt +At,n)=(1-2y) t+-2—,n
+2y «zﬁ t+%,n >>

However, in general, the schemes (4.15) and (4.22) give
rise to different evolution patterns from the same initial
condition. We do expect them to have the same range of
nonfreezing values, though. The comparison theorem
also holds for this scheme for 0 <y < 1.

We believe that all these schemes are in the same
universality class, at least for the study of phase-ordering
kinetics. The advantage of schemes (4.15) and (4.22) over
(3.1) lies in the fact that these can rapidly give rise to a
hard-wall evolution without freezing. As we have argued
briefly here [and explain in detail in part II (Ref. 11)], the

(4.21)

[
asymptotic regime is reached faster with a hard-wall evo-
lution.

Although, empirically, our schemes do appear to be
qualitatively reliable, we are unable to theoretically assert
anything about their qualitative reliability, due mainly to
two reasons: (1) the qualitative theory of partial
differential equations is not yet highly developed,?’ and
(2) we do not precisely know what we mean by “qualita-
tively good.” However, there are mathematical results
which will be useful in qualitative numerical analysis.
They are almost all on the subject of semilinear parabolic
equations. The work of Tabata®® discusses a finite-
different scheme which preserves the number of peaks in
the solution to semilinear parabolic equations. The paper
by Weinberger?® already captures the spirit of qualitative
numerical analysis. Mimura’s paper? clearly discusses
the problem of numerical analysis of asymptotic behav-
iors.

V. DISCUSSION AND SUMMARY

This paper is part I of an exposition of a cell-
dynamical-system approach to phase-ordering dynamics.
Part I is mainly devoted to methodological questions. It
should, however, be apparent that our approach is
sufficiently realistic and powerful. This conclusion will
be amply demonstrated in part II (Ref. 11).

As we have stated in the Introduction, our fundamen-
tal approach toward analytical models is determined by
the following observation: Nature gives us phenomena,
not equations. Consequently, there is nothing sacrosanct
about conventional continuum models. We have intro-
duced discrete space-time models which can be construct-
ed without invoking the corresponding partial-
differential-equation description. This elementary con-
struction of CDS models is generally easy to apply.

Historically, however, it is true that the first attempts
at modeling various phenomena have been in terms of
partial differential equations. Thus, it would be nice to
have a systematic method of deriving efficient CDS mod-
els from the corresponding differential equation. In this
paper we have proposed a new discretization scheme
which gives rise to efficient CDS models for the class of
semilinear parabolic equations. Furthermore, we em-
phasize that since there is no fundamentally justifiable
way to derive partial-differential-equation models from a
“microscopic reality,” there is no deep meaning in solv-
ing analytical models precisely. Rather, we need solve
them only qualitatively. This leads us to request that the
attention of applied mathematicians be directed towards
a discipline that could be termed qualitative numerical
analysis. Although such a discipline is a desirable goal,
at present there may exist many technical and conceptual
difficulties.

An example of modeling along the lines of this paper is
provided by the modeling of phase-separation dynamics
in block copolymer systems.*® A recent CDS modeling
of tricritical systems by Ohta et al.,?! which seems to be
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reasonably successful, should be justified from this point
of view also.

Reversing the procedure above, we can construct
partial-differential-equation models from CDS models in
cases where the CDS models are easier to construct. A
good example is that of block copolymer systems,°
where the CDS models have motivated a new class of
partial-differential-equation models,

aY(r,t) . 2 8H[Y(r,1)]
ot =LV SyY(r,t)

—by, (5.1)
where b is a positive parameter and other symbols have
the same meaning as previously. The innocent-looking
modification (the term —b) of the Cahn-Hilliard equa-
tion drastically changes its behavior; nonuniform (e.g.,
striped) patterns become stationary solutions. Another
example is motivated by our observation in Sec. IIC
about the free-energy functional which can be associated
with the map f,. Replacing this functional in the Cahn-
Hilliard equation gives (after suitable rescaling)

ad;(r’t) —V2¢(r,t)_v4¢(rvt) for |¢| Sd}c

5.2
8t |—vir,n) for | %] > v, 5.2

where 3. is a positive constant. We expect that this
piecewise linear partial differential equation describes
spinodal decomposition as a C? solution to (5.2).

We may summarize our assertions as follows: we want
to describe macroscopic phenomenological behavior of
phase ordering essentially free of microscopic details. We
call the totality of successful models which describe the

features of a set of macroscopic behaviors the universality
class of models belonging to the set. The idea is parallel
to the one used in the renormalization-group approach.
We assert that each such class contains not only partial-
differential-equation models but also our CDS models.
We have qualitatively demonstrated in this paper that
our CDS models capture the salient features of phase-
ordering dynamics; the demonstration in part II (Ref. 11)
will be much more extensive and quantitative. We be-
lieve that there are vast possibilities for studying non-
linear phenomena using CDS models. For example, in-
troducing a complex-order-parameter CDS system, we
can study coupled rotator systems*? or phase transitions
in the g-state Potts model.>* Furthermore, by choosing
asymmetric maps, we can study, e.g., liquid-gas phase
transitions or polymer-solvent systems. Many of these
are currently being studied by our group.
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FIG. 10. Long-time evolution patterns for the conserved case
using the tanh map. The random initial configuration is the
same as that used previously.
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FIG. 12. Long-time evolution patterns for the conserved case
with a soft-wall evolution. Again, we use the same initial condi-
tion as previously.



FIG. 14. Long-time evolution patterns for the conserved case
with naively discretized Laplacian, i.e., {{4(t,n))) defined by
(3.3). The initial condition is the same as before. The pattern at
time 3500 should be compared with the pattern at time 2500 in
Fig. 12, as the smaller value of D gives a considerably slower
evolution in this case. Comparing these patterns, we see that
the pattern at time 3500 has a tendency to be preferentially in-
clined along the [10] and [01] directions.
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FIG. 15. Evolution patterns for the conserved case with an
off-critical quench. The random initial configuration has the or-
der parameter uniformly distributed between —0.3+0.125.
Clustering, necking, and cluster evaporation are evident in the
later stages.
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FIG. 17. Evolution patterns for the conserved case in the nu-
cleation regime. The random initial configuration is construct-
ed by having the order parameter uniformly distributed between
—0.6%0.125 with randomly placed seeds (each consisting of at
least four sites each and adding up to about 10% of the lattice)
of order parameter +0.98. The sites with negative order pa-
rameter are then biased so that the average order parameter at
each site is —0.6, corresponding to a minority species concen-
tration of 20%.
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FIG. 20. Evolution patterns for the nonconserved case using

the scheme (4.16) with the same initial condition as in Fig. 3,
etc.



FIG. 22. Evolution patterns for the nonconserved case using
the scheme (4.16) with the same initial condition as in Fig. 3,
etc. The parameter values used for this evolution (i.e., A=1.9,
D=0.5) give rise to frozen patterns for the scheme (3.1) and to
an oscillatory local dynamics for the Euler scheme.



FIG. 3. Evolution patterns for the nonconserved case using
maps f, f3, and f; from the same random initial configuration.
The top two pictures are for the map f, the middle two are for
the map f,, and the bottom two are for the map f;. The num-
bers denote necessary time steps from the initial condition.
Only points with positive order parameters are marked. This
coding is also used in all subsequent evolution patterns we
display in this paper.
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FIG. 4. Evolution patterns for the conserved case using maps

f1, f2, and f; from the same random initial configuration as in
Fig. 3.
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FIG. 8. Long-time evolution patterns for the nonconserved
case using the tanh map (f,). The random initial configuration
is the same as that used previously and is labeled by O in the
figure.



