
PHYSICAL REVIEW A VOLUME 38, NUMBER 8 OCTOBER 15, 1988

Simulating flow in porous media

Derek Y. C. Chan and Barry D. Hughes
Department ofMathematics, University ofMelbourne, Parkville, Victoria 3052, Australia

Lincoln Paterson
Division of Geomechanics, Commonwealth Scientific and Industrial Research Organization,

P.O. Box 54, Mount Waverley, Victoria 3149, Australia

Christina Sirakoff
Department ofMathematics, University of Melbourne, Parkville, Victoria 3052, Australia

(Received 20 May 1987; revised manuscript received 10 May 1988)

The problem of two-phase fluid flow in statistically homogeneous but random porous media is ad-

dressed. Particular emphasis is placed on the role of the stochastic nature of the porous medium in

the development of unstable interfaces at large mobility ratios. A formalism is developed in which

the random nature of a real porous medium can be incorporated quantitatively into a numerical
simulation scheme based on a discretization of the continuum fluid-mechanical equations. In par-
ticular, it is not necessary to set the discretization length close to the pore scale and to perform a de-

tailed structural analysis of the microgeometry in order to characterize the random nature of the
porous matrix. The formalism is based on the concepts of tubes and chambers which give rise, on
the discretization length scale, to random hydrodynamic conductivity and fluid capacity, respective-

ly, and on larger scales to the macroscopically determined permeability and porosity, respectively.
In the absence of detailed information about the statistical properties of the random medium at the
discretization length scale, a maximum entropy criterion is used to deduce the most random distri-
bution of properties of tubes and chambers consistent with macroscopically observable quantities.
This criterion reveals the fundamental significance of an exponentially distributed fluid capacity. A
number of numerical experiments are reported. The relation of the present simulation algorithm to
diffusion-limited aggregation (DLA) and related algorithms for the simulation of two-phase flows is
revealed, and exponentially distributed fluid capacity is again found to be of fundamental
significance. In particular, it is found that a number of further assumptions which are physically
plausible but difficult to justify rigorously are required to relate the DLA and similar "random-
walk" models to a fluid-mechanical model based on the equations of continuum mechanics applied
to a stochastic medium.

I. INTRODUCTION

Porous media encountered in nature vary widely in
their structural characteristics. In this paper we address
the practical quantitative modeling of flow in microstruc-
tured porous media, with particular reference to unstable
two-fluid displacements. The treatment is based on the
continuum equations of hydrodynamics as applied to a
random medium, rather than phenomenological stochas-
tic rules. In principle, one may treat microstructure by
making a detailed model which includes the chaotic
geometry and topology of the porous medium resolved
down to the length scale of an individual pore. While
such an approach is valuable in providing insight into the
local behavior of flow, it is impracticable for the analysis
of flow on the scale of oil reservoirs, aquifers, or packed-
bed reaction systems. Our goal is to incorporate the
effects of the random nature of the microstructure
without having to resolve to the finest length scales.

The structural characteristics of porous media are
manifested only very crudely in the classical continuum
equations governing flow: the continuity equation for the

volume flux (superficial velocity) q,

V q=0

and Darcy's law relating the volume flux q of a Newtoni-
an fluid to the gradient of the pressure P:

q= —(k/p, )VP . (1 2)

The constants p and k are, respectively, the shear viscosi-

ty of the fluid and the permeability (a property of the
porous medium, with the dimensions of the square of a
length). For flow of a single fluid within a fully saturated
porous medium, the overall modeling of gross features of
the flow along these lines requires only the simultaneous
solution of Eqs. (1.1) and (1.2), which reduce to Laplace's
equation V P =0. For multiphase flows, it is necessary to
supply a boundary condition at the interface between two
fluids, if the fluids are immiscible, or to prescribe the mix-

ing mechanism for the transition from one pure fluid to
another in the miscible case. In the present paper the dis-
cussion of multiphase flow is confined to the simultaneous
flow of two effectively immiscible fluids through a porous
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v=q/P . (1.4)

The volume flux q is an underestimate of the interface ve-
locity.

Another consideration in multiphase flows is the
different wetting characteristics of the driving and driven
fluid on the porous matrix. Such capillarity effects may
assist or hinder the displacement process as well as alter
the detailed nature of any unstable fluid interfaces. In
this paper we shall defer addressing this issue and assume
that the wetting properties of different fluids as are negli-
gible compared to the driving pressure gradients.

Conditioned upon the foregoing assumptions, Eqs.
(1.1), (1.2), and (1.4), together with the condition of con-
tinuity of the pressure field at the interface, appear to
give a complete description of two-phase flow in a porous
medium. However, when a less viscous fluid displaces a
more viscous one, the interface between the fluids may
become unstable to small-amplitude disturbances. This
instability may be suppressed or enhanced by surface ten-
sion or wetting effects and buoyancy effects. It is intrinsi-
cally a low-Reynolds number problem entirely contained
in the linearized Navier-Stokes equations and its bound-
ary conditions. It has no direct connection with the in-
stabilities associated with the transition to turbulence for
high speed flow governed by the nonlinear Navier-Stokes
equations. The instability phenomenon has long been
known in the petroleum industry as an impediment to the
enhanced recovery of oil by water flooding, and is now
usually described as fingering The severity of t.he insta-
bility is governed by the mobility ratio, defined as

where p, is the viscosity of driven fluid and p2 the viscosi-

ty of driving fluid. The greatest fingering occurs at
infinite mobility ratio, i.e., an inviscid fluid displacing a
Newtonian fluid.

material. Immiscibility requires the existence of an inter-
facial tension, but we shall ignore the dynamical effects of
the interfacial tension for the time being. As a result the
pressure is continuous across the fluid interface. ' If the
interfacial tension a is large, the neglect of its dynamical
effects requires the assumption of a sufficiently rapid typi-
cal flow velocity V. More explicitly, the capillary number

Ca =@V/cr

must be large. When the interfacial tension is low, the
flow process must be restricted to timescales over which
diffusional mixing may be neglected. Equivalently, we
must not attempt to resolve the structure of the flow on
any finer length scale than the maximum separation be-
tween the pure fluids, i.e., the maxirnurn width of the
transition zone. For incompressible fluids, the only case
treated here, the volume flux normal to the interface
must also be continuous. The instantaneous velocity v of
the moving interface in a porous medium should be dis-
tinguished carefully from the volume flux q. The relation
between them involves the porosity P, the void fraction in
a macroscopic sample of the porous medium:

In two dimensions, the differential equations governing
flow in a porous medium coincide with those governing
flow in a Hele-Shaw cell, i.e., flow between two closely-
spaced parallel plates. The boundary conditions at the
interface between two fluids in a Hele-Shaw cell may be
written down for arbitrary capillary number, and reduce
to the boundary conditions stated above for the porous
medium in the limit that the capillary number becomes
infinite. For finite capillary numbers, the Hele-Shaw cell
boundary conditions are inappropriate for porous media.
The hydrodynamic instability which arises when a less
viscous fluid displaces a more viscous one in a Hele-Shaw
cell was first studied by Saffman and Taylor and is usual-
ly called the Saffman-Taylor instability.

The ability of the continuum equations to predict
fingering for both porous media and Hele-Shaw cells is
gratifying. However, since these equations contain only
two medium-dependent properties, the permeability k
and the porosity P, they predict that for a given pair of
Newtonian fiuids (i) all porous media with the same
values of k and P should yield statistically identical
fingering patterns, and (ii) two-dimensional unstable dis-
placements in porous media should yield patterns indis-
tinguishable from those which may be generated in Hele-
Shaw cells with the appropriate plate spacing (at least at
large capillary number, so that the effects of surface ten-
sion in the Hele-Shaw cell, which do not represent the
effects of surface tension in a real porous medium, are
suppressed). This prediction is contradicted by experi-
ments.

The reasons for the discrepancy are now understood.
In the classical modeling of flow in porous media, the
medium is regarded as a structureless continuum com-
pletely characterized by a porosity and a permeability.
Real porous media usually have a chaotic microstructure
to which the classical continuum treatment pays no at-
tention. The neglect of microstructure restricts the appli-
cability of the continuum equations and indeed the no-
tions of permeability and porosity to sufficiently large
length scales. In quantifying the concepts of a porosity
and a permeability to be used in a continuum description
of fluid flow in porous media, Bear and Bear and Bach-
mat discuss the concept of the representative elementary
volume (REV). A REV is defined so that it contains solid
phase and void space no matter where it is placed in the
porous medium under consideration. The length scale
defining the REV must be taken to be large enough so
that the microstructure cannot be resolved, but must be
small enough so that systematic variations in properties
(associated in a geological context, for example, with
stratification) are also not encountered. For the problem
of two-fluid displacement in porous media, it has been
found that fluctuations in the material properties are cen-
tral to the development of instabilities in the form of fluid
fingering. Not all naturally occurring porous media con-
tain the same degree of microscopic randomness, so that
it is as inappropriate to work with a single model of the
randomness as it is to ignore the randomness completely.
It is only for the least random porous media (if at all) that
the Hele-Shaw cell analogy may be relevant to fingering
in porous media.



4108 CHAN, HUGHES, PATERSON, AND SIRAKOFF 38

As a consequence of the preceding considerations, it is
clear that a particularly severe test of any simulation
scheme for two-phase flow in porous media is the quanti-
tative prediction of the interface motion for unstable dis-
placements. A continuum limit of the Witten and
Sander diffusion-limited aggregation (DLA) algorithm is
identical to the equations governing flow in a Hele-Shaw
cell or a structureless classical porous medium, so that
one might expect a similarity in shape between DLA
clusters and fingers in a Hele-Shaw cell. Paterson no-
ticed that this is not the case. Rather there is a striking
similarity between the shape of diffusion-limited aggrega-
tion clusters and the shape of fingers observed in random
porous media. This again demonstrates the importance
of a correct treatment of microstructure in a porous ma-
terial. To characterize two-fluid fingering completely, we
need to arrive at an understanding of the role of porous
medium structure and of the role of the fluid combination
(wetting or miscibility properties). In this paper we do
not examine fluid properties. We concentrate only on the
properties of the medium. This enables us to emphasize
the difference between Hele-Shaw cell fingering and
porous media fingering. As a consequence of our
analysis, we are able to make some precise statements
concerning the physical basis and range of validity of
DLA as a simulation scheme for Hele-Shaw cell and
porous media fingering.

Some preliminary investigations of these issues have
been made in earlier papers of the authors. ' In particu-
lar, we introduced the concept of fluid capacity at a
specified length scale of a porous medium ' which al-
lows us to characterize quantitatively the degree and na-
ture of the structural randomness of a porous material at
any operationally convenient length scale. In this paper,
we show how this concept can be incorporated in numeri-
cal simulations based on the continuum equations of fluid
flow in porous materials. This represents a consistent
way of marrying together the structural randomness of a
porous material with deterministic equations of hydro-
dynamics and provides a physically based alternative to
phenomenological stochastic simulation schemes. We
shall be concerned here only with statistically homogene-
ous porous materials, so that there are no systematic vari-
ations on large length scales; all variations are associated
with microstructure, and amenable to statistical descrip-
tion.

As a corollary to our analysis, we are able to provide a
quantitative explanation for the observed applicability of
the diffusion-limited aggregation model to simulation of
unstable flows in some real disordered porous media.
The applicability rests on (i) the microstructure of the
material at the simulation discretization length scale be-
ing close to an exponential fluid capacity distribution;
and (ii) the discretization length scale coinciding with a
natural length scale in the porous material set by the wet-
ting or miscibility properties of the fluids.

II. MODELING A POROUS MEDIUM

In the continuum description which ignores the details
of microstructure, the properties of a porous medium are

A. Illustrative examples

Consider first the oversimplified but illustrative prob-
lem of a one-dimensional displacement in a composite
classical porous medium which consists of a large num-
ber N of slabs of equal thickness L/N, but differing per-
meabilities k;. The volume flux q is the same in each slab,
and if we denote the pressure drop across the ith slab by
P;, we have from Darcy's law that q =k, P, N/(pL ). The
total pressure drop is

P =gP; = (pLq /N )gk; (2 I)

and we obtain an equivalent Darcy's law for the compos-
ite system:

q=k, &P/(pL) where k,&' ——(I/N)gk, (2.2)

so that the effective permeability k,s and the slab per-
meabilities k; are related like the total resistance of a set
of resistors in parallel. The law of large numbers"
guarantees that if the slab permeabilities k, are indepen-
dently and identically distributed random variables, then
k tr' converges with probability I to (k '), the average
of the inverse permeability of a slab. The effect of any
one slab, whether very permeable or scarcely permeable,
is hardly felt in the overall resistance to flow; only the
spatial average of the permeabilities matters. While this
strong spatial-averaging effect is not so easily demonstrat-
ed in two- or three-dimensional composite porous media,
it still occurs, and the value of the effective permeability
of a sample can be estimated provided the sample size is
sufficiently large compared with the length scale associat-
ed with permeability fluctuations. '

While the hydrodynamic drag on a macroscopic quan-
tity of fluid is strongly influenced by the large-scale prop-
erties of the porous medium, the instantaneous velocity
of the interface between two fluids senses the small-scale
structure of the porous medium. This comes from the
inequivalence of the interface velocity and the volume

modeled solely in terms of two constants, the permeabili-
ty k and the porosity P. These two constants arise re-
spectively from the resistance the porous medium offers
to the flow and from the ability of the porous medium to
store fluid. Ultimately, both properties come from mi-
crostructure and are interrelated, but there is no univer-
sal relation between them. In nature, k and P can vary
over many orders of magnitude for different types of
porous material, but for a given macroscopically homo-
geneous sample, k and P are constant. Within a given
material, the flow resistance and the ability to store fluid
(or which the permeability and porosity are macroscopic
manifestations) fluctuate over small length scales. We
contend that so far as fingering is concerned, the inhomo-
geneity in flow resistance may be less significant than the
inhomogeneity in the ability to store fluid. We begin by
advancing arguments in support of this claim and subse-
quently turn to the question of the definition of the ability
of a material to store fluid, introducing the notion of
"fluid capacity, "which is not synonymous with porosity.
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flux [Eq. (1.4)], and is most easily demonstrated in the
case of an inviscid fluid displacing a viscous one. Consid-
er two points on the interface at which the pressure gra-
dients in the displaced viscous fluid are equal. If the
porosity fluctuates, then of the two positions on the inter-
face, that entering the region of lower porosity travels
faster.

We illustrate here the distinction between the effects of
hydrodynamic resistance, which are averaged over space,
and the purely local effects of fluctuations in the ability to
store fluid in the vicinity of the advancing interface, with
a simple one-dimensional problem in which a Newtonian
fluid of finite viscosity is displaced by an inviscid fluid.
The viscous fluid is withdrawn from the origin and the in-
terfaces between the fluids are located at points
x= l(t)&—0 and x=r(t)&0. (See Fig. 1.) A constant
pressure drop Pp is maintained between each fluid inter-
face and the origin. Since the pressure satisfies Laplace's
equation, the pressure gradients on the left and right of
the origin have magnitudes Poll and Polr, respectively.
The magnitudes of the volume fluxes vI and v, on the left
and right of the origin are given by Darcy's law (1.2), so
that

and (2.7)

dr PO ~ dg
dt pP(r) 0 k(g)

It is now quite explicit that in this simple problem the in-
stantaneous velocities of the interfaces are determined by
the instantaneous porosities and globally averaged per-
meabilities. If the permeability is a random function of
position, with suitable stochastic translational invariance
and correlation length 5 for permeability fluctuations, so
long as l gy5 and r gy5 we will have

1 J.o d( 1 r dg 1 1

I "
J k(() r 0 k(g) k k,Jr

(2.8)

These equations hold on the intervals —l(t) &x &0 and
0&x &r(t) .Applying the boundary conditions P=O at
x=0, P=PO at x =r(t), and P =Po at x = —l(t), and
noting that q(r(t), t ) =P(r(t))dr Idt and q( 1—(t), t )
= —P( l(t—) )dl Idt, we readily show that

dl Po J.o dg
dt pP( —I) " t k —(g)

v, =(k Ip)(PoII ),

v„=(k/p)(Pair�

), (2.3) The differentia1 equations governing the motion of the in-
terfaces become

where k is the permeability and p is the viscosity of the
displaced fluid. The instantaneous velocities of the inter-
faces are given by

dI oker dr
and

dt pl(J)( —I ) dt

Pok

prP(r)
' (2.9)

dl Idt = —vt /P, dr /dt = —v„/P, (2.4)

(2.5)

In a statistically homogeneous rather than ideal porous
medium the interface will not move in this deterministic
manner, as there is a stochastic element in the displace-
ment process. One way to build in randomness is to
make the permeability k and porosity P erratic functions
of position, k (x) and P(x), respectively. Equations (1.1)
and (1.2) now become

Bq =0 and q(x, t)=- k (x) BP
Bx p Bx

(2.6)

where P is the porosity. In an ideal porous medium
where there are no fiuctuations in material properties, k
and P are constants and the motion of the interfaces can
be found by solving Eqs. (2.3) and (2.4) for 1(t) and r(t).
One finds that

and so even if we begin with the left and right interfaces
equidistant from the origin, the relative speeds of the in-
terfaces may be very different. Consider two displace-
ment processes in different one-dimensional random
media. When are these two displacement processes sta-
tistically equivalent? So far as the permeability is con-
cerned, it suffices that the two media have the same
effective permeability k,&. However, it is essential that
the two media have not merely the same average porosi-
ty, but the exact same porosity distribution.

Our illustrative examples are one dimensional, but in
two- and three-dimensional systems, the same general
conclusion holds. The total resistive force on a large re-
gion of fiuid is derived from the sum of the resistive
forces over many small parcels of fluid, and will reflect
the average properties of the porous material. However,
the motion of the interface between fluids remains highly
sensitive to small-scale fluctuations in the ability to store
fluid.

B. The notion of fluid capacity

FIG. 1. A one-dimensional displacement process.

In the preceding examples, we considered idealized
porous continua with variable porosities and permeabili-
ties. One cannot really take the notions of permeability
and porosity down to arbitrarily small length scales, since
they are essentially macroscopic or "Darcy scale" con-
cepts forced on us by the modeling of the porous material
as a continuum. The notion of a variable porosity is
physically sensible only if the length scale on which the
porosity is asserted to change far exceeds the typical size
of the individual pores. We can, however, replace the
porosity with a new quantity which may be defined and
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measured on any preassigned length scale. We define '
the fluid capacity, a dimensionless quantity, to be the
void space per specified length A, in one dimension, the
void space per specified area k in two dimensions, and
the void space per specified volume k in three dimen-
sions. In principle, our characteristic or resolution
length scale A, can be assigned any desired value. In prac-
tice, as discussed below, it is the grid or mesh size in a
standard discretization of the continuum equations of
fluid mechanics. We shall denote the fluid capacity of a
porous medium by P; it is a random variable, not a deter-
minate number. Its statistical distribution may be mea-
sured. ' For the usual porosity we introduce the symbol
( P ); the ( ) serves to remind us that porosity is a mac-
roscopic or Darcy scale quantity, and a determinate num-
ber. If A, is on the Darcy scale, i.e., in the limit A, ~~,
the fluid capacity P becomes identical to the porosity
(P). In other words, in the limit A.~ oo, P converges to
(P) in an appropriate probabilistic sense. In three di-
mensions, fluid capacity, like porosity, is constrained to
be less than unity; no such constraint exists in one or two
dimensions. If A, is on the pore scale, the fluctuations in
the fluid capacity correspond to the pore size distribu-
tion.

It is possible to define as a companion for the fluid
capacity an analogous flow resistance random variable
which converges to the usual permeability as A, ~ m. In
view of the examples discussed above, which indicate that
the effective resistance to flow only appears in some aver-
aged sense and hence only has secondary influence upon
the fingering phenomenon, the need for such a concept is
perhaps less pressing than the need for the concept of
Quid capacity, and we do not pursue it. We shall, howev-
er, take the precaution of inserting ( ) to remind us that
permeability (k), like porosity ((t ), is a Darcy scale
concept.

C. An algorithm for numerical simulations

For our numerical modeling of porous media, we use a
simple discretization scheme on the continuum equations
of fluid flow. However, we introduce two fundamental
elements: tubes and chambers. The tubes are assumed to
be of small diameter, and so give rise to a hydrodynamic
drag or resistance to flow, but hold a negligible volume of
fluid. These tubes connect the grid or mesh points a dis-
tance A, apart at which the chambers are located. The
chambers are assumed to have volumes much greater
than those of the tubes, thus making a negligible contri-
bution to the hydrodynamic resistance of the porous
medium, but holding virtually all of the fluid. At macro-
scopic scales, the tubes give rise to the permeability ( k )
and the chambers to the porosity (P). Here, as
remarked above, the ( ) are inserted to emphasize that
permeability and porosity are macroscopic observables
obtained by averaging over the microstructure. If k is
taken to be on the pore scale, then the tubes may be ten-
tatively identified with pore throats and the chambers
with pore bodies, but it is not necessary to take A, on the
pore scale, and indeed such an identification of k would
not be practical for reservoir-scale simulations nor might

it always be appropriate on physical grounds, as dis-
cussed below.

The joint statistical distribution of chamber volumes
and tube resistances is dependent on the length scale A,

one chooses. As a general rule, the perceived degree of
randomness of the medium is reduced as A, increases, as
discussed below. It is conceivable that for some porous
media, a distribution with simple scaling properties might
sufFice for several decades of A, values; such a porous
medium would have "fractal" properties. It is more like-
ly, though, that the shape of the distribution will change
with A, , since porous media often exhibit statistical
heterogeneities with different physical origins on different
length scales. The modeling approach we propose is nei-
ther intended nor able to resolve any details of the Qow
on length scales smaller than A, . The range of possible
values of A, for simulating a given porous material is
clearly limited by physical considerations. At very small
length scales, the location of the interface may become
ill-defined due to diffusional mixing of the fluids, or to the
presence of a capillary fringe zone. The assumption of in-
dependence of the fluid capacities of different chambers
also limits A, to lengths exceeding the correlation length
of the microstructure. These and other considerations re-
strict us from making A, too smaI1. At the other extreme,
aquifers and oil reservoirs often exhibit a systematic
stratification, so that A, must be kept somewhat smaller
than the length scales associated with stratification, and it
may be necessary to subdivide the porous material into a
number of regions, each with its own characteristic value
of A, .

For simulations using the tubes and chambers ap-
proach, the chambers are placed on the sites of a linear
chain (for a one-dimensional simulation), a plane square
lattice (for a two-dimensional simulation), or a simple cu-
bic lattice (for a three-dimensional simulation). Our nu-
merical simulations reported in Sec. III are confined to
one and two dimensions, but the approach is equally
applicable to three-dimensional problems. The tubes
form the bonds of the lattice. Each bond has length k
which corresponds to a lattice spacing in a finite
difference approximation. It is the incorporation of
chambers each having a random volume at the lattice
sites which distinguishes the present approach from the
usual numerical simulation of Darcy's law, and from oth-
er models based on networks of random tubes. We shall
denote the dimensionless volume of a chamber by P.
Physically, P corresponds to the fluid capacity introduced
above. The length scale A, used to define the fluid capaci-
ty is precisely that to be used for the lattice spacing in the
simulation. The optimal choice of A, is the natural length
scale associated with the wetting and miscibility proper-
ties of the fluids. The prediction of this value of A, is a
separate issue, not addressed here.

D. Entropy considerations in fluid capacity distribution

Let us defer for the moment the discussion of the as-
signment of hydrodynamic resistance to the tubes, and
address the problem of selection of the probability densi-

ty function f(P) to be assigned to the dimensionless
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A suScient condition for the functional

S'lf I = f~ F(f(4'»0)d4

to be (locally) maximized by the function f is that

"dF B F=0 and
z &0.

df 2

With F(f,g)= f lnf+af —we find that

BF BF 1

ay'
=a —1 —inf and

(2.13)

(2.15)

Thus, imposing only the normalization constraint (2.11),
we see that a maximum in the entropy is attained when

f (P) is the uniform density

f(p)= I

max min
dmin & 0 & (t max ' (2.16)

The Lagrange multiplier a is determined by the normali-
zation condition (2.11). The entropy for the uniform den-
sity (2.16) is

SIuniform density on (P;„,P,„)j =in(P, „—P;„) .

(2.17}

In the preceding discussion we have inserted only one
piece of physical information about the fluid capacity P,
viz. , an interval (P;„,P,„}of allowed values. For a sam-
ple of porous material we may at least measure the poros-
ity (P&, so that it is appropriate to restrict the class of
functions in which the entropy-maximizing density is
sought, by imposing the constraint that the mean of the
fluid capacity coincide with the porosity:

f, 'e(o)do=&a& (2.18)

%'e now maximize the functional

chamber volumes or fluid capacity. Intuitively, one ex-
pects the effects of microstructure to be greatest when the
fluid capacity is distributed as randomly as possible. A
measure of the randomness of the probability density
function f (P) is the (Shannon) entropy' '

S(f I
= —

f~ I(4)»lf(4)]dk

where (P;„,P,„) is the interval of allowed values of the
fiuid capacity P, so that our criterion for the most ran-
dom density f(P) supported by the interval (P;„,P,„) is
that f(P) maximize the functional (2.10). The maximum
must be sought not over the class of all differentiable
functions, but only over those functions which are non-
negative and satisfy the normalization condition

f f(4)dd= I (2.11)
&min

Introducing a Lagrange multiplier a in the usual fashion,
we extremize the quantity

S*
If I = —fq™xf(4)»(tf (0))~0+&fq™xf(4)d 0

(2.12)

S*I&l= —f~™xf(0)»[f(4)]de+~f™xf(4)dp

+I3 f~ 0f(0)d0

where a and P are Lagrange multipliers, so that in Eq.
(2.13) the integrand becomes

(2.19)

and

F(f,g) = f l—nf +af +I3$f (2.20)

BF BF I=a —1 lnf —+PP and (2.21)

For a prescribed mean fluid capacity (P & and interval of
allowed fiuid capacities (P;„,P,„), we deduce that the
entropy is maximized when the fluid capacity has the
probabihty density function

f($)=A exp(PP), (2,22)

where the constants A and P are determined from the
normalization constraint (2.11), and the prescription
(2.18) of the mean fluid capacity. In the special case in
which the fluid capacity P is permitted to take any posi-
tive value (i.e., P;„=0, P,„=oo ), we find for the
entropy-maximizing probability density the exponential
law

f(P)=(ll(P&)exp( —P!&P&) .

The entropy of this density is

(2.23)

Srexponential density on (0, ~ )I =1+in((P&) . (2.24)

Additional constraints may be imposed on f (P) if fur-
ther experimental data is available, so that at any level of
knowledge of the properties of the fluid capacity distribu-
tion it is possible to find a "most random" medium con-
sistent with the data at hand. Typical data would involve
higher moments of the fluid capacity. For example, if the
variance of P is known in addition to the mean, one finds
a truncated Gaussian density for the most random f(P).
In the simulations discussed in Sec. III, we afford the ex-
ponential density (2.23) special emphasis, not only in view
of its appearance as the most random distribution if only
the mean fluid capacity is known, but also because of of
connections between the tubes and chambers approach
and other stochastic simulation schemes discussed in Sec.
IV—which is most evident for the exponential fluid
capacity distribution.

Fluid capacity distributions are experimentally measur-
able. Their form depends both on the material being
studied and on the length scale A, chosen. The distribu-
tion of fluid capacity becomes narrower as A, is increased.
The authors have i11ustrated these points recently, ' ob-
taining fluid capacity distributions of random two-
dimensional structures corresponding to micrographs of
cross sections of real porous materials. For some of the
structures studied, a length scale can be found on which
the fluid capacity is exponentially distributed; for other
materials no length scale gives a good fit to an exponen-
tial distribution. When A, is increased, an exponential dis-
tribution of fluid capacity is replaced by a I distribution.
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This is easily proved' and is seen in experiments. ' In-
creasing the value of A, corresponds to a grouping of
chambers to form a, composite chamber, similar to the
notion of the tunable noise in simulation algorithms. ' '

E. Hydrodynamic conductivities

We have not yet addressed the assignment of hydro-
dynamic conductivities to the tubes. In suitably scaled
variables, each tube can be associated with a random hy-
drodynamic conductivity k, with units the square of a
length and mean value the macroscopic permeability
(k). It is straightforward to generalize the preceding
maximum entropy argument to find the most random
joint density for the fiuid capacity P of a chamber and the
conductivities k; of the tubes which are connected to it.
If we prescribe only the mean values of k; and P, we find
that for the most random case, the random variables k;
and P are independent, and exponentially distributed.
The independence holds for a wide variety of constraints
and is only destroyed if we impose experiment-based con-
straints linking k; and P.

While for the purposes of realistic modeling of random
porous media one should allow both the chamber
volumes and the tube resistances to be random, we shall
consider here only the simpler case in which the tubes all
have identical hydrodynamic resistance, and the chamber
volumes are independently and identically distributed. It
is this case which is most easily connected to diffusion-
limited aggregation and related algorithms —see Sec. IV.
Moreover, as we have noted above, the effects of variabil-
ity in hydrodynamic conductivity above the pore scale
may be smaller than the effects of variable fiuid capacity.
Also, again as noted above, for the "most random"
media, the variations in fluid capacity and hydrodynamic
conductivity are independent.

III. NUMERICAL SIMULATIONS

In an earlier paper' we have demonstrated how the
fluid capacity distributions of some natural and artificial
porous materials can be readily measured and thereby
provide a direct description of the stochastic properties
of random media in terms of our tubes and chambers
model. In this section we present some sample calcula-
tions of fluid displacement studies in random media.
These will serve as illustrations of how our tubes and
chambers model of characterizing the stochastic proper-
ties of porous media may be combined with the macro-
scopic equations of fluid flow. We report simulations in
one and two dimensions for the displacement of one
Newtonian fluid by another. The fluids are treated as im-
miscible.

A. One-dimensional simulations

In our one-dimensional simulations, we have a with-
drawal point at the center site of a finite linear chain. On
either side of the center site are placed the same number
of chambers. Chamber volumes are independently and
identically distributed random variables. Here we have

considered only exponentially distributed chamber
volumes. (Some simulations for other distributions of
chamber volumes have been reported elsewhere. ) Initial-
ly all chambers are filled with the driven fluid, and no
driving fluid is present. Driving fluid is now introduced
at each end of the chain, and driven fluid is consequently
forced out through the withdrawal point. The pressure
drop between the ends of the chain and the withdrawal
point is specified and held constant.

One-dimensional simulations have carried out for a
range of mobility ratios [Eq. (1.5)]. This enables us to
study the interplay between the size of the system and the
mobility ratio. The results are shown in Table I. For the
range of system sizes considered here, ratios exceeding
1000 may clearly be taken as infinite, while those smaller
than, ~ may be taken as zero.

We consider now, for the case of an infinite mobility
ratio, the effects of a change in the value of the length
scale A, . Increasing the value of A, corresponds to group-
ing chambers together and treating them as composite
chambers. These composite chambers do not have ex-
ponentially distributed volumes, but rather gamma distri-
butions. ' We commence with the random assignment of
exponentially distributed volumes to N chambers on each
side of the withdrawal point. This defines a realization of
the random medium. We select the length scale A, (& I)
by grouping together A, adjacent chambers to form a sin-
gle composite chamber. The results from averaging over
20 realizations of the model system with different values
of A, are shown in Table II. It will be observed that the
recovery efficiency is substantially unaltered by a change
of an order of magnitude in the value of the length scale
A, , at least until the groups of chambers become so large
that there are only a couple of chambers on each side of
the withdrawal point.

B. Two-dimensional simulations

For our two-dimensional studies, we confine ourselves
to the problem of displacing a Newtonian fiuid by an
inviscid fluid —this is the classic problem of displacement
at infinite mobility ratio. According to stability analysis
of the continuum Darcy equations, the displacement
front in this problem is maximally unstable. ' The appli-
cation of our method to Newtonian displacements with
finite mobility ratios as well as displacements involving
non-Newtonian fluids will be considered elsewhere.

The displacement geometry will be that of a "quarter-
five-spot" configuration in which a random porous ma-
terial, initially saturated with the Newtonian fluid, is
confined with a square boundary. The inviscid driving
fluid is injected at one corner of the square and the dis-
placed fluid is withdrawn at the opposite corner. Im-
permeable boundary conditions are imposed on all four
sides of the square. The displacement problem is treated
in the usual quasistatic approximation in which the pres-
sure distribution P in the Newtonian fluid is governed by
the solution of the Laplace equation V P =0 with the fol-
lowing boundary conditions. At the impermeable boun-
daries, the normal derivative of the pressure BP/Bn van-
ishes. We can without loss of generality assume P =0 at
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TABLE I. Displacement inefficiencies (%) for one-dimensional displacements simulated by a tubes-
and-chambers model with exponentially distributed chamber volumes. The mobility ratio M is defined

by the viscosity ratio of driven fluid divided by the viscosity of driving fluid. The displacement
inefficiency is the percentage of the initial volume of fluid remaining on one side of the withdrawal
point when the driving fluid breaks through on the other side. The reported inefficiencies are averages
over 20 realizations of a system of given size and mobility ratio.

10
Number of chambers on each side of the withdrawal point

100 1000 10000 32 000

10
10-'
10-'
10-4
10
10
10-'

1

10'
10
10
10'
10'
10'
10'
10'

20.75
20.75
20.75
20.75
20.76
20.78
21.04
29.09
41.49
44.42
44.72
44.75
44.75
44.75
44.75
44.75

6.084
6.084
6.084
6.084
6.086
6.112
6.447

10.54
25.03
30.10
30.80
30.87
30.88
30.88
30.88
30.88

2.261
2.261
2.261
2.261
2.261
2.267
2.336
3.593

12.81
18.55
19.33
19.41
19.42
19.42
19.42
19.42

0.7558
0.7558
0.7557
0.7559
0.7561
0.7593
0.7911
1.309
5.935

10.53
11.30
11.38
11.39
11.39
11.39
11.39

0.3728
0.3729
0.3729
0.3728
0.3729
0.3747
0.3920
0.6871
3.471
7.363
8.127
8.210
8.219
8.220
8.220
8.220

TABLE II. Variations of the displacement inefficiency with

changes in the length scale A, at a mobility ratio of 10 . The tab-
ulated displacement inefficiency is the percentage of the initial
volume of fiuid remaining on one side of the withdrawal point
when the driving fluid breaks through on the other side. The re-

ported inefficiencies are averages over 20 realizations shown

with +1 standard deviation. There are 8192 chambers (with ex-

ponentially distributed volumes) on each side of the withdrawal

point.

Length scale A,

{numbers of chambers
grouped together)

2
4
8

16
32
64

128
256
512

1024
2048

Displacement inefficiency
(%)

14.28+4.28
14.28+4.28
14.28+4.28
14.25+4.27
14.20+4.28
14.12+4.27
13.94+4.28
13.60+4.28
12.91+4.29
1 1.60+4.26
9.01+4.50
5.16+2.98

the withdrawal corner and I' =1 everywhere within the
inviscid fluid and at the fluid interface.

We solve the boundary value problem by a finite
difference algorithm based on the method of successive
over-relaxation. ' A grid of XXX nodes, numbered
n =1,2, . . . , N, is placed on the square domain. The
grid is taken to have unit spacing, which corresponds to

measuring all lengths in units of the resolution length
scale A, . These nodes are assumed to be connected by
tubes of equal resistance to flow. The tubes are assumed
to have negligible volume. The stochastic nature of the
porous material is modeled in terms of its ability to store
fluid. With each node, we associate a fluid chamber of a
particular volume or fluid capacity. The values of the
fluid capacities P„are assigned to each of these chambers
according to some statistical distribution. The exponen-
tial distribution of fluid capacities is used for most of the
calculations given here. This is because, as discussed in
Sec. II, when the mean porosity of the porous sample is

specified, the exponentia1 distribution corresponds to the
most random distribution of fluid capacities. Also, as we
shall see in Sec. IV there is a special relationship between
the exponential distribution of fluid capacities and the
method of simulating flow in porous media based on the
diffusion-limited aggregation algorithm.

The fluid displacement process is envisaged as the driv-
ing fluid replacing the content of the chambers which
were originally occupied by the displaced fluid. At any
time during the displacernent process, there will be a set
of chambers which either have the potential to be fi11ed

with the driving fluid or are already partially filled with
the driving fluid and partially fi11ed with the displaced
fluid. We ca11 these the boundary chambers as they
define the fluid interfacial boundary [see Fig. 2(a)]. How-
ever, in our discretization scheme to determine the pres-
sure at each node in the displaced Newtonian fluid we
have the choice of assigning those nodes associated with
the partially filled boundary chambers to be in one phase
or the other. When such nodes are assigned to the
viscous displaced fluid, we call this choice method l [Fig.
2(b)]; otherwise, when they are assigned to the inviscid
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driving fluid, we call the choice method 2 [Fig. 2(c)].
These two choices give different values to the pressure at
the boundary nodes and correspond to the two possible
ways of implementing the diffusion-limited aggregation
algorithm to simulate fluid fingering. The case in which
the walker is added to the cluster only if he actually steps
on to the cluster (the "Kadanoff method") corresponds to
method 1 here. Method 2 is like the standard diffusion-
limited aggregation algorithm in which the walker is
stuck to the aggregate as soon as he lands onto a site ad-
jacent to the cluster (the "Witten-Sander method"). A
more detailed comparison of these and other methods of
simulating flow in porous media is given in Sec. IV.

Since time does not appear explicitly in the governing
equations, the fluid interface evolves according to the fol-
lowing recipe. For a given fluid interfacial shape, we first
identify the set of boundary nodes labeled Ii I whose
chambers are either partially filled by the driving Auid or
have the potential of being filled by the driving Auid at
the next time step. In method I, Fig. 2(b), the boundary
nodes are in the displaced Newtonian fluid while in
method 2, Fig. 2(c), the boundary nodes Ii I are in the
driving inviscid fluid. We now solve the discretized La-
place equation for the pressure distribution P in the
driven Newtonian fluid. The interface is then advanced
to the next time step by locating, among the set of bound-
ary nodes ti I, the node which has the minimum value of
(p;I

~

VP ~;)—we call this node j. Thus node j is the
first boundary node whose chamber will be completely
filled by the driving inviscid fluid under the pressure field
corresponding to the current fluid interface configura-
tion. We now update the fluid interface by setting node j
to be totally within the invading inviscid fluid and all its
neighboring nodes whose chambers still contain the origi-
nal Newtonian fluid will now be identified as part of the
new set of boundary nodes. The cycle of solving for the
pressure distribution corresponding to this new config-
uration of the interface is repeated until the interface
breaks through at withdrawal point.

At each time step, apart from advancing one transition
node, we also partially jill each of the remaining
chambers in the set ti ) of transition nodes by the invad-
ing inviscid fluid. This corresponds to replacing the fluid
capacity of every transition node by

FIG. 2. The two versions of the tubes and chambers algo-
rithm employed in this paper for the simulation of displacement
of a Newtonian viscous fluid by an inviscid fluid, using a two-
dimensional square lattice. (a) A typical configuration in the
neighborhood of the two-fluid interface for the tubes and
chambers model. Black circles denote chambers filled entirely
with the inviscid fluid, and white circles denote chambers filled
entirely with the Newtonian fluid. The remaining (shaded) cir-
cles denote chambers in which both fluids are present. (b)
Method 1. With the fluid configuration shown above, for calcu-
lations of the pressure field, a boundary chamber is regarded as
belonging to the Newtonian fluid. (c) Method 2. With the fluid
configuration shown above, for calculations of the pressure field,
a boundary chamber is regarded as belonging to the inviscid
fluid.

(Pi I ~

VP
~

)
~

V—P

The results of the displacement of a Newtonian fluid by
an inviscid fluid are summarized in Table III. Here we
display the recovery efficiency —defined as the fraction of
chamber volume containing the driving fluid at break-
through. The results are based on an average of 20 runs
using different sets of chamber volumes obeying the same
exponential distribution. Of the total amount of Auid
driven out of the porous material, about 60% from
chambers which have been totally filled by the driving
fluid while the remaining 40% or so comes from the
boundary chambers which are only partially filled by the
driving Auid. In order to make comparison with recovery
efficiencies obtained using simulations based on random-
walk algorithms we also list the recovery eSciences based
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TABLE III. Simulation of recovery efficiency for displacement of a viscous fluid by an inviscid fluid

in a quarter five-spot configuration. The simulations (on an N)&N square lattice), are based on the
"tubes-and-chambers" model introduced in Sec. II, with an exponential probability density function for
the chamber volumes. In method 1 the boundary nodes are in the displaced Newtonian viscous fluid.
In method 2 the boundary nodes are in the driving inviscid fluid. The recovery efficiency is calculated
by two different definitions: node % is the percentage of nodes from which the viscous fluid is dis-
placed, and volume % is the percentage of the original volume of viscous fluid which is displaced. For
each value of N, the recovery efficiency is the average over 20 realizations of the random system. The
errors stated are +1 standard deviation.

10
20
30
40
50

100

Node %

37.5+6.8
29.3+3.5
23.9+3.0
21.9+2.6
21.1+2.8
15.9+1.3

Method 1

Volume %

39.7+7.7
30.0+4.8
24.0+3.0
22.0+3. 1

21.4+2. 8

16.1+1~ 2

Node %%uo

27.3+4. 1

20.2+2.4
15.9+2.4
14.2+1.5
14.1+1.7
10.9+1.0

Method 2
Volume %

28.4+5.7
19.8+3.2
15.9+2.7
14.0+1.5
14.2+1.5
10.9+1.2

on the fraction of nodes that are in the driving inviscid
phase at breakthrough. The two estimates of the
recovery efficiencies are indistinguishable within statisti-
cal fluctuations. This is perhaps unexpected, given the
large number of partially-filled chambers at the two-fluid
interface when the inviscid fluid reaches the withdrawal
point. We have also performed some simulations with
the exponential fluid capacity density replaced by a uni-
form density on the interval (0,1). The results appear in
Table IV. With the uniform density of fluid capacities or
chamber volumes, the recovery efficiences estimated from
percentages of nodes from which viscous fluid is dis-
placed and from percentages of total volume of viscous
fluid displaced are no longer close together.

The approximate equivalence of node- and volume-
based recovery efficiencies is one of the many remarkable
consequences of an exponential fluid capacity density.
We collect in Table V the results of simulations of
recovery efficiencies based on two diffusion-limited aggre-
gation algorithms. The algorithms used, the Kadanoff al-
gorithm and the Witten-Sander algorithm, are described
in more detail in Sec. IV, but we note for the present the
equivalence, within statistical fluctuations, of (i) the Ka-

danoff algorithm recovery efficiency and the recovery
efficiency of a tubes and chambers simulation by method
1 with exponential fluid capacity density, and (ii) the
Witten-Sander recovery efficiency and the recovery
efficiency of a tubes and chambers simulation by method
2 with an exponential fiuid capacity density. In contrast,
comparing Tables IV and V, neither diffusion-limited ag-
gregation algorithm gives recovery efficiencies close to
tubes and chambers simulations for uniform fluid capaci-
ty density for methods 1 or 2, with either of the two
definitions of recovery efficiency.

A detailed comparison between the present physical
method of simulating fluid displacement, based on tubes
and chambers, and the various heuristic random-walk al-
gorithms is given in Sec. IV.

IV. LATTICE GROWTH MODELS AND FINGERING
IN POROUS MEDIA

In Sec. III, we have discussed the practical implemen-
tation of our tubes and chambers simulation approach,
and reported some representative calculations. We now
summarize a number of stochastic simulation algorithms

TABLE IV. Simulation of recovery efficiency for displacement of a viscous fluid by an inviscid fluid
in a quarter five-spot configuration, as in Table III, but with the exponential probability density func-
tion for the chamber volumes replaced by a uniform density on the unit interval. In method 1 the
boundary nodes are in the displaced Newtonian viscous fluid. In method 2 the boundary nodes are in
the driving inviscid fluid. The recovery efficiency is calculated by two different definitions: node % is
the percentage of nodes from which the viscous fluid is displaced, and volume % is the percentage of
the original volume of viscous fluid which is displaced. For each value of N, the recovery efficiency is
the average over 20 realizations of the random system. The errors stated are +1 standard deviation.

10
20
30
40

100

Node %

44.6+5.6
35.9+4.7
30.7+3. 1

28.5+2.9
19.8+0.6

Method 1

Volume %

52.2+7.3
43.0+5.4
36.0+4. 1

34.2+3.7
24.0+0.9

Node %

30.6+3.9
22.6+3.0
18.6+1 ~ 5

16.7+2. 1

12.5+1 ~ 3

Method 2
Volume %

37.4+5. 1

28.9+3.8
23.7+2.5

21.7+2.8
16.5+1.6
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TABLE V. Simulation of recovery efficiency for displace-
ment of a viscous fluid by an inviscid fluid in a quarter five-spot
configuration by diffusion-limited aggregation. In the simula-
tions (on an N & N square lattice) two DLA algorithms are used.
In the "Kadanoff algorithm, " the walker is added to the cluster
at the site he occupied immediately before stepping onto the
cluster. In the "Witten-Sander algorithm" (standard DLA), the
walker is added to the cluster immediately he steps onto a site
adjacent to the cluster. The recovery efficiency is calculated
from the percentage of nodes (lattice sites) from which the
viscous fluid is displaced. For each value of N, 20 runs were
made. The efficiency displayed is the mean and the errors stated
are +1 standard deviation.

10
20
30
40
50

100

Kadanoff algorithm

38.7+6.9
28.4+3.8

26.7+3 ~ 9
22.7+2.8

20.2+1.8
16.1+1.5

Witten-Sander algorithm

29.2+3.9
20.3+3.0
16.9+2.4
15.2+1.8
14.1+1.5
11.2+1.1

which have been used to describe fingering in porous
media and compare them with our present simulation
method. We are specifically interested in flow in porous
media here and we shall not discuss stochastic algorithms
that have been designed to model Hele-Shaw cells rather
than porous media.

A. PhenomenologN:al algorithms

The Witten-Sander algorithm
(classical diffusion limited ag-gregation or DLA).

In the algorithm proposed by Witten and Sander for
the simulation of aggregation processes, random walkers
are released one at a time from a source point or source
line, and diffuse until they reach a site adjacent to the
cluster, where they stick. Paterson noted the identity
between the continuum limit of the diffusion-limited ag-
gregation process and the Darcy equations for describing
simultaneous flow of a Newtonian fluid and an inviscid
fluid through a porous medium. This suggests the possi-
bility of simulating stable and unstable displacements in
porous media and Hele-Shaw cells using diffusion-limited
aggregation. Paterson's simulations, based on the
diffusion-limited-aggregation algorithm, reproduced dis-
placement patterns that are very similar to fingering in
porous media, but much less like Hele-Shaw cell flow pat-
terns. The qualitative explanation is that in Hele-Shaw
cells fluctuations in the physical parameters that control
flow are very small compared to those in porous media.

2. The Kadano+algorithm

This algorithm' is very similar to the Witten-Sander
algorithm. The walkers are released one at a time, and
move at random until they step onto an occupied site, at
which time another random walker is released. Walkers
are added to the cluster at the sites they occupied im-
mediately prior to stepping onto the cluster. Other as-

pects of Kadanoff's algorithm and its generalizations,
concerned with the problem of incorporating surface ten-
sion effects into Hele-Shaw cell problems, are inappropri-
ate for porous media, and we shall not discuss them here.

3. The Niemeyer-Pietronero- Weismann
algorithm (dielectric breakdown model)

As a model of dielectric breakdown, Niemeyer et al. '

proposed the following algorithm governing stochastic
interface growth. A discrete version of Laplace's equa-
tion is solved subject to a prescribed constant value of the
unknown function at the boundary. In the context of the
two-phase flow problem, the unknown function is the
pressure, so the simulation is appropriate only to the case
of a viscous fluid and an inviscid fluid. For the unstable
case, inviscid displacing viscous, it is customary to speak
of the displacement as occurring at infinite mobility ratio.
At each step one site on the boundary is selected at ran-
dom for growth, the probability of selection being pro-
portional to the gradient of the unknown function, i.e., to
the pressure gradient or volume flux. The algorithm of
Niemeyer et al. is sometimes called the dielectric break-
down model (DBM). It should be noted that the same
acronym is used by Ben Jacob et al. , to denote dense
branching morphology, which is their view of the experi-
mental outcome of a fingering experiment.

4. Gradient-governed growth

As a specific model of flow in porous media, Sherwood
and Nittmann introduced an algorithm they called
gradient-governed growth. The name diffusion-limited
growth (DLG), is sometimes also used for this algorithm.
This algorithm is the extension of the Niemeyer-
Pietronero-Weismann algorithm to the case of two
viscous fluids, rather than an inviscid fluid displacing a
viscous one, i.e., to the case of finite mobility ratio. A
discrete version of Laplace s equation is solved in the re-
gions occupied by each fluid to yield the pressure, which
is constrained to be continuous at each point on the two-
fluid interface. One point on the interface is advanced at
each time step, with the selection probabilities propor-
tional to the local pressure gradient. As the viscosity of
the injected fluid increases, i.e., as the mobility ratio is re-
duced, in the algorithm of Sherwood and Nittmann the
fingers become thicker and grow more slowly in length.

5. Algorithms with tunable noise

The Hele-Shaw cell corresponds, in a sense, to a porous
medium with no microstructure induced noise, though of
course one needs some source of noise in the system to set
off the instability. The Witten-Sander and Niemeyer-
Pietronero-Weismann algorithms described above are
found to be too noisy, and for qualitatively correct simu-
lation of flow in Hele-Shaw cells, it is essential to reduce
the noise of the diffusion-limited-aggregation algorithm.
Methods of reducing the noise have been discussed by
Daccord et al. ' and by Liang. Typically, the noise of
the algorithm is reduced by insisting that random walkers
must strike a site several times before the interface ad-
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vances. Liang also models the effect of surface tension in

a Hele-Shaw cell by allowing walkers to originate not
only at the pressure sources or sinks but also at the two-
fluid interface itself; this treatment of surface tension is
not applicable to chaotic porous media.

As we noted at the end of Sec. III from our simulation
results for the quarter five-spot configuration (Tables III
and V) with an exponential fluid capacity density, the
recovery efficiencies for Kadanoff's algorithm are statisti-
cally equivalent to a tubes and chambers simulation by
method 1, and the recovery efficiencies for the Witten-
Sander algorithm are statistically equivalent to a tubes
and chambers simulation by method 2. The equivalence
of a phenomenological rule (DLA, with no medium mi-
crostructure, only one point on the interface evolving at a
time, and an efficiency based on the percentage of sites
displaced) and a physically based algorithm (the tubes
and chambers model, with medium microstructure, all
points on the interface evolving with time simultaneous-
ly, and an efficiency based on percentages of volume dis-
placed) merits explanation. The explanation must
highlight the special significance of an exponential fluid
capacity density, since it is for this special microstruc-
ture, rather than for arbitrary microstructure, that the
two fundamentally different approaches yield statistically
equivalent results. For the differences between an ex-
ponential fluid capacity density and a uniform density in
two-dimensional simulations, one need only compare
Tables III and IV. One-dimensional tubes and chambers
simulations have been reported previously. Of the
variety of densities chosen in the earlier paper, only the
exponential distribution gave recovery eSciences close to
those for a diffusion-limited-aggregation simulation.

B. Connecting random walks with physics

We shall now establish a quantitative connection be-
tween fingering in random porous media (where the
length scales involved with the fingering are heavily cou-
pled to the microstructure), and stochastic algorithms
phrased in terms of uniform media (where all randomness
enters from the tortuous trajectories of random walkers
or from phenomenological rules coupling advance proba-
bilities to the shapes of boundaries). To develop the con-
nection, we first consider two purely phenomenological
rules, one of which is divorced from microstructure,
while the other is coupled to microstructure, but not yet
tied to hydrodynamics. We develop precise conditions
under which the conceptually distinct rules are
mathematically identical. The microstructure-based rule
is then shown to coincide approximately with the tubes
and chambers simulation algorithm. The analysis brings
out the special significance of exponentially distributed
fluid capacity.

1. A relation between two phenomenological rules.

The setting for both the phenomenological rules is the
same. We consider any connected set of sites on a d-
dimensional lattice, with a single new site about to be
added to the cluster in a random fashion. We label the
possible bonds along which the growth may occur, i.e.,

all bonds adjacent to the cluster, with an index
i =1,2, . . . , N. With each of these bonds is associated a
deterininistic positive number v; (called for convenience a
"flux" ) and a positive random variable P;. For the fluid
displacement problem under consideration v, denotes the
volume flux calculated on the basis of Darcy's law (1.2),
P; is a fluid capacity associated with site i and v;/P; is
the instantaneous velocity of the appropriate interface.
We consider two prescriptions for the probability that the
bond labeled i is the bond chosen for growth: the "flux
rule"

V
Pr[bond i chosenI =

Vj

(4.1)

and the "speed rule"

PrI bond i chosen] =PrI v, /P; =max[vj /P~]], (4.2)

respectively. In the degenerate case in which all of the
fluxes v; are equal, the speed rule becomes

PrIbond i chosen) =Pr[P; =min[PJ ]I . (4.3)

For the special case in which the random variables P;
have the exponential density f ( P ) =a exp( —aP ), where
a is an arbitrary constant, the integrals in Eq. (4.4) are
easily evaluated and the probability found to be v;/g~vj.
Hence the two growth laws (4.1) and (4.2) are exactly the
same, irrespective of the precise values of the determinis-
tic quantities v, and the value of N, provided that the
random variables P; are exponentially distributed. This
result may be significant for the modeling of a variety of
processes in which there is both a deterministic field and
a random transport coefficient governing interface
motion. For the particular problem of fiuid displace-
rnents in porous media it will enable us to construct a
direct connection between diffusion-limited aggregation

Equation (4.3) is the defining equation of the invasion
percolation model of Lenormand and Bories and
Chandler et al. . In the context of the fluid displace-
ment problem, the speed rule is thus a generalization of
the invasion percolation model.

In an earlier paper, the flux rule and the speed rule
were called hypothesis A and hypothesis B, respectively;
the present names convey the essence of the algorithms.
The flux rule is the basis of the Niemeyer-Pietronero-
Weismann algorithms, and has been in use for some
time. "' ' When the fluxes are derived as the gradients
of solutions of Laplace's equation, the flux rule is well
known to be equivalent to diffusion-limited aggregation.
The speed rule was proposed by the authors only recent-
ly. Let f denote the probability density function for the
independent random variables P, . The event "v, /P,
=max( v~ /P~ )" is exactly the same as the event
"PJ.) (vj /v; )P; for all j," so that Eq. (4.2) becomes

Pr I bond i chosen)
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and fingering in a tubes and chambers model of a porous
medium with exponentially distributed fluid capacity.

g(P) =2f f(g+P)f(()tip . (4.5)

2. The essence of a tubes and chambers simulation

In a tubes and chambers simulation, fluid is allowed to
flow at all positions on the interface, so that the process
takes place in continuous time and something is happen-
ing at all interface sites. This is in apparent contrast with
the flux and speed rules above, in which only one site
evolves at each discrete time step. However, we can con-
vert the tubes and chambers algorithm into a discrete
time process, as follows. Let the chambers at the inter-
face sites have unfilled volumes P; and fluxes v; feeding
them. (The asterisk is to remind us that the random
volumes remaining to be filled to not in general have the
same statistical distribution as the virgin volumes P, .)
Nothing happens to the position of the interface until one
of the partially filled chambers is filled. The time to fill

chamber i is simply P;/v, , so that to convert the tubes
and chambers simulation to a discrete-time process, we
need only locate the chamber which fills first, by finding
the minimum of P~ /vi as the index j runs over the
boundary sites. Let us assume that the ith chamber is the
quickest to fill. We now fill this chamber instantaneously
and advance the interface to a new virgin chamber, while
reducing the volumes of all other chambers at the inter-
face appropriately: P' is replaced by PJ* —v P;/v, . Al-
though this observation enables us to reduce the simula-
tion to a discrete-time process, it is in general, at the cost
of pushing the statistical distribution of the volumes to be
filled further and further from the distribution governing
virgin chambers. While this complication applies at all
sites, it is well established by simulation and experiment
that the growth process in fingering (and similar process-
es) is almost exclusively confined to tip regions. In ap-
propriate geometries, the fluxes near the growing tips
may exhibit radial or other symmetries, so that all points
at which interface advance is reasonably likely to occur
experience approximately equal fluxes (vj/v;=1). The
growth step thus consists of selecting the smallest value

of the unfilled chamber volumes at the preferred
growth sites, filling the associated chamber, and reducing
the volumes of all other chambers at the interface by P;.

3. Restoration ofinnocence

The exponential density has a remarkable property
which one may describe colloquially as "restoration of in-
nocence. " Let us consider two independently and identi-
cally distributed random variables P, and Pz, with a com-
mon probability density function f. The variables P, and

Pz may be envisaged as the volumes of two virgin
chambers. Let us being filling each of the two chambers
with fluid entering at the same rate. In general, the two
chambers will not have equal volumes, and

~ P&
—$2 ~

will be the volume remaining to be filled in the larger
chamber when the smaller chamber has just been filled.
The quantity P=

~ P, —$2 ~

is itself a randotn variable,
and it is straightforward to show that its probability den-
sity function is

In general, f(P)&g(P), so that the random volumes of
virgin chambers and partially filled chambers have
different distributions. For example, if f(P)= 1, 0 & P & 1

[and f($)=0 otherwise] we find that g(P)=2(1 —P),
0&/&1 [and g(P)=0 otherwise]. However, in the spe-
cial case in which P, and $2 have the exponential density
f(P)=a exp( —aP), we find that g(P)=a exp( —aP), so
that the random unfilled volume P=

~ P, —Pz ~

is indis-

tinguishable from a new random chamber. With ex-
ponentially distributed chambers and a constant value of
the flux vj at the preferred growth sites, the tubes and
chambers model corresponds to a simulation based on the
speed rule with "fluxes" v . The only error in this
identification is associated with sites not close to the
growing tips, which are of small statistical significance.

It may be remarked in passing that we have not used
any property of the v beyond approximate consistency at
the growing sites, so that the argument should apply to
non-Newtonian flow problems as easily as to Newtonian
ones. The simulations reported in Sec. III are for in-
compressible Newtonian fluids, and the volumes fluxes in
the tubes are determined by the solution of the discrete
Laplace equation. To extend them to non-Newtonian
fluids requires the specification of a flow law nonlinear in
the pressure gradient for each tube, so that the discrete
Laplace equation is replaced with a nonlinear system of
equations. The present tubes and chambers algorithm is
thus as applicable to non-Newtonian fluids as the algo-
rithms based on the dielectric breakdown model. For
Newtonian fluids, the tubes and chambers approach is
not especially cheap to run; neither are the dielectric-
breakdown model algorithms or other simulation
schemes ' proposed for porous media or the Hele-Shaw
cell. Algorithms based on diffusion-limited aggregation
are much cheaper to run, but are not applicable to all mi-
crostructure distributions. For instance, for the tubes
and chambers simulation of two-fluid displacement, the
diffusion-limited-aggregation alternative is available only
for an exponential fluid capacity distribution. Since we
are at liberty to vary the length scale in simulations, it is
in principle possible to select a length scale on which a
random-walk-based simulation is least in error, by adjust-
ing the length scale to obtain to fluid capacity distribu-
tion as close to possible to exponential. In this context,
the natural emergence of the exponential distribution as
the distribution of greatest entropy at fixed mean fluid
capacity is most satisfying.

In attempting to explain the statistical equivalence be-
tween diffusion-limited-aggregation and two-fluid dis-
placement processes in structurally random porous
media, we have used a number of intermediate phenome-
nological models, including the essentially new speed rule
[Eq. (4.2)] and the previously proposed flux rule [Eq.
(4.1)]. It is possible to decorate these phenomenological
models in many ways, but such an exercise is more one of
mathematics than one of physics, and detracts attention
frown the key issue. The key issue addressed in the
present paper has been the development of practical,
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physically-based simulation schemes for two-phase
porous medium flow, in which structural information is
quantitatively included. The concept of fluid capacity
and its incorporation into the tubes and chambers algo-
rithm captures the essential physics of two fluid displace-
ment processes in random porous media. The use of the
diffusion-limited-aggregation method to visualize flow
patterns is appropriate only under very special conditions
as outlined above.
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