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In the following we present a new set of phase-space equations, based on Haken’s laser model, for
dealing with atom-cavity situations such as the laser or optical bistability. The most important
feature of these equations is that they do not require a scaling in terms of the number of atoms to
obtain results, and hence can be used in few-atom situations outside the applicability of other equa-
tions. There is a mathematical emphasis in the paper as we develop our equations, but we also use
the equations to determine the leading noise terms for the one-atom laser as well as outlining their

possible usage in other problems.

I. INTRODUCTION

Most of the theoretical works on lasers and optical bi-
stability are based on Haken’s derivation of the laser
equations.! These have proved very successful for
many-atom problems where the derivatives of order
greater than 2 can be scaled away in terms of the large
parameter N (the number of atoms). However, this scal-
ing assumption means that problems involving a small
number of atoms cannot be treated using these equations.
In this paper we present a different phase space expansion
which leads to a Fokker-Planck equation (FPE) for the
laser which no longer contains derivatives of arbitrary or-
der. For these equations in large-N situations we can em-
ploy a scaling assumption and arrive at Haken’s result for
the dominant noise term in the laser operating at thresh-
old. However, using our method we can show that this
assumption is not necessary as we have a finite-order gen-
eralized FPE, and thus we can always write exact corre-
sponding stochastic differential equations (SDE’s) for any
N. It is only necessary then to use the assumption of adi-
abatic elimination of the atoms to arrive at Haken’s re-
sults.

In Sec. II we develop our laser equations using a
characteristic function equivalent to Haken’s but, using
one more parameter, obtain a new partial differential
equation for the characteristic function. In Sec. III we
define a transformation of the characteristic function into
a quasiprobability function which has a Fokker-Planck
equation (FPE) containing only first and second deriva-
tives. This function is not the standard Glauber-
Sudarshan-Haken P function of laser theory which can be
shown to have a nonpositive diffusion matrix in this situ-
ation, but the positive P function developed by Drum-
mond and Gardiner which has been shown to always give
rise to positive-definite diffusion. The transformation
used then is no longer a Fourier transform but there is
now a large body of knowledge on the treatment of such
situations.? Indeed under an appropriate change of vari-
ables the Fokker-Planck equation obtained by this pro-
cedure can be shown to be equivalent to an equation ob-
tained by Gordon® in the case where N is not a constant.

In Sec. IV we eliminate the extra variable in the
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characteristic function by fixing the number of atoms as
N. We now apply our transformation to obtain the gen-
eralized FPE which is the central result of this paper.
There are now second- and third-order derivatives but
these can be easily interpreted as stochastic differential
equations with second- and third-order noise.* At this
stage (Sec. V) it is possible to employ Haken’s large-N
scaling argument and obtain agreement for the dominant
noise terms obtained by both methods.

In Sec. VI we investigate other scaling arguments
which do not rely on N being large. It proves possible to
find certain small parameters present in the equations and
scale the noise in terms of these. Hence results can be ob-
tained for the one-atom-laser and other few-atom prob-
lems. These results suggest regimes for which the one-
atom laser behaves in very much the same way as the
many-atom laser.

Finally we present a short conclusion in which we out-
line other problems which may be solved, or more easily
solved, using the techniques and equations developed in
this paper. These areas include optical bistability for
both small and large-N situations, Jaynes-Cummings
problems involving passive atoms in a cavity,> and prob-
lems involving squeezed inputs.

II. THE LASER MODEL AND CHARACTERISTIC
FUNCTION EQUATION

We begin with the usual model for the laser consisting
of an ensemble of N two-level atoms inside an optical cav-
ity. We consider there to be a single cavity mode of fre-
quency o described by the operators a and a’. The atoms
are all assumed to have the same resonant frequency w
and are represented by the pseudospin operators o, , & ,f ,
and o, , which obey the commutation relations

[of, 0;1=20,,8; and [0, a}-’]:ta,iﬁij .

Hence in the electric-dipole and rotating-wave approxi-
mations the Hamiltonian for the laser system may be
modeled as!
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where the constant g represents the dipole coupling
strength between the field and atoms. The field reservoir
[, describes the loss of energy by dissipation through the
cavity mirrors, which we assume to have a decay rate of
value k. The atomic reservoir describes the energy losses
of the atoms, and is related to the rate at which the atoms
are pumped (pumping rate of ®,,), and losses due to
spontaneous emission (with decay rate w,,).

Using standard techniques''® one obtains the master
equation for the density operator p of the atom-field sys-
tem in the Markov approximation

)
Lo+ 2| 2
A4

EYRT (2.2)

F

%% =Y [0, pof —ofo, p—poio,)
A Iz

+30,20,po, —0o, 0 p—po, o], (2.3)

= kn(2a'pa—aa®p—paa®)
F

+k(n +1 )(2apa*—aTap—paTa)
—Km(Za*paT—aTan—pafaT)
—km*(2apa —aap—paa) . (2.4)

The situations where m and m™* are nonzero allow for
squeezing of the cavity-field reservoir. Now introducing
the characteristic function

X=Tr[Op], (2.5)

where O =0 407, then the characteristic function usual-
ly used is defined by

N . . e -

04— I " e tme S n (2.6)
p=1

OF=cif*a'giba 2.7)

Although this characteristic function has an ordering
which readily allows the finding of averages when the
atomic operators are normally ordered [readers are re-
ferred to the recent paper by Carmichael, Satchell, and
Sarkar? for a full explanation of this, and the general re-
sults obtained by the use of (2.6)] it is still quite singular.
In fact, O 4 can be written explicitly as
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N
0= T (1+i&*a})
=1

X[cos(§o,, ;) +isin(fo, ) )(1+i8o, ) (2.8)

whose Fourier transform [to be defined in (3.2)] will con-
tain terms of the form

8™(v)8(D —m’)8"(v*) (2.9

for all m,n such that 0 <m,n <N and for all m’ such that
—N<m'<N.

The P function conventionally obtained by Haken’s
truncation procedure amounts to a smoothed version of
this quite singular distribution. This is an approximation
in the sense that physical averages evaluated with a
smooth distribution can be quite close to the exact result
obtained with the exact, nonsmooth distribution, al-
though the smoothed distribution is not a good pointwise
approximation to the exact distribution.

It is clear, however, that O 4 is, in fact, simply a linear
combination of the Pauli spin matrices and the identity
matrix, so a simpler way of looking at the characteristic
function is to change to a new set of variables and define

N
04= H] (b+ctof+c 0o, +co, ;)
p—

N
II (b+co, (2.10)

Notice that we have a characteristic function defined in
six variables rather than five as previously. The charac-
teristic function obtained by the use of (2.10) is not
bounded —indeed it is a polynomial of order N, which
could be very large. Only in the sense of a distribution
will it have a Fourier transform, but we have already seen
that even the exact P function for the better-behaved
characteristic function (2.6) is a singular distribution so
this need not be regarded as a disadvantage. What is im-
portant is the simplicity of the resulting equations of
motion—they are now much simpler than those obtained
by the use of (2.6).

We can of course use our new definition of the charac-
teristic function with (2.10) to calculate operator aver-
ages. In general the results for normally ordered opera-
tors are not as straightforward as those obtained via the
use of (2.6), however in the case of simple averages we
still have

aX
<20#>= 2.11)
H dc b=1, ¢c=0
and
ox
N=—" . (2.12)
ab b=1, ¢=0

More extensive results on how to calculate correlation
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functions and moments of the atomic operators are given  sical variables of the Fokker-Planck equation.

in Appendix B. In Appendix C we similarly show how Using much the same methods as usual, we can derive
general results for multitime averages may be obtained  an equation of motion for the characteristic function (2.5)
using (2.10). These demonstrate clearly the correspon- with the operators O and OFf as defined in (2.7) and
dence which exists between the quantum-mechanical  (2.10). Then as is shown in Appendix A we obtain the
operator averages, and the averages obtained for the clas- equation
|
X o0 ... 9 s o ez e | lontoy) | 3 _ 9 )
or _ip—=2__ — 2c—
o K l lBBiB iB 3B +2niB*iB+(iB)y'm +(iB*)m 2 c et +c Py + cac
(0, —wy;) 3’ 3’ 9 13 9
L LA _ 2c~ P bh—1L + |12 Y 2
2 S T8 acraig T vcaip TP [T T ac
a9 0 1 .23 193 .9
—c———42ct———+iB* | (b——¢) ‘T T+ X . (2.13)
dc ~aip* dc i pB* b 2 93t 23b  oc
III. THE TRANSFORMATION TO THE FOKKER-PLANCK EQUATION
For simplicity we make the change of variables
b—1+b',
3.1
ER ‘
ob ab'’

which means that the expectation values (2.9) and (2.10) are evaluated at b'=0.
The standard approach following Haken’s method is to define a quasiprobability function P(x)=P (a*,a,v*,D,v) via

X(B,B*,g*,§,§)=fda*fdafdv*de fdveiB*“*eiB"e"g*"‘e1/2i§Dei§”P(x) . (3.2)

In this case we have two independent complex variables and one real variable in both X and P, so that (3.2) defines P (x)
to be the five-dimensional Fourier transform of the characteristic function. We may then define P(x) via the inverse
Fourier transform

P(x):det fdﬁfd?' fdgfdge_,-g*a*e_iﬁae—ig*v*ev1/2igDe—igvx(Bt’B,gt,g’é-) ] (3.3)

However, a major problem arises with the Glauber-Sudarshan-Haken P representation defined in this way for the
laser theory, in that the diffusion matrix of the Fokker-Planck equation obtained is not positive definite in the five-
dimensional physical space. To overcome this problem we follow the work of Drummond and Gardiner’ and consider
all the variables in both the characteristic function and the P function to be independent complex variables. Thus we no
longer have a* =(a)* but must treat @ and a* as independent complex variables. To make this clear in the following
we shall adopt the notation a* =a™ to explicitly display the lack of conjugacy. So making all the notational changes to
the variables, we define the characteristic function X in a ten dimensional phase space by

X=[d%* [d% [d** [d?D [d*vexpli(B*,B,6%,16,6)x]P(x), (3.4)

where x=(at,a,v*,D,v).

It is now no longer possible to uniquely define the quasiprobability function P (x) by the inverse Fourier transform, as
was done between (3.2) and (3.3). However it is this nonuniqueness which makes the guarantee of positive-definite
diffusion possible. The flexibility that arises in choosing a positive quasiprobability function with which to expand X, al-

lows us to find one such function which satisfies a Fokker-Planck equation. We therefore make the particular choice
for the P function of

P(x)= [d?B* [d*B [ d%+ [d% [d*Eexpl—i(B*,B,6%, 16,6 xX(BY,B,EV,6,6) . (3.5)

With this definition of the positive P function it was shown by Drummond and Gardiner that the Fokker-Planck
equation obtained in the double-dimensioned space always has positive-definite diffusion, and yet leads to the same sto-
chastic differential equations as if the normal P function had been naively employed.

So for the characteristic function given by (2.7) and (2.10) we then use the positive P representation and make the
particular choice for the quasiprobability function P (x) in twelve-dimensional space as

P(x)= [a?* [d?B[d%* [d% [d%~ [d® exp[—i(B*,B,c*,4e,c,b')xX(BT,B,c *,c,c,b") , (3.6)
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where x=(a*,a,v*,D,v,B).
Now applying this transformation to the differential equation for X we arrive at a generalized Fokker-Planck equa-
tion, which is equivalent to making the following transformation in variables:

i3 B,
da’ dip ’
d d
it — — , at,
P =% g~
C —>—i a —V
SO (3.7)
+ d 0 + '
c - ’ v ’
vt dc™t
d d
c—>—2—aB, a— %D s
,,_ 98 98
¥~=38" B
We thus obtain the Fokker-Planck equation
3 9 9 d? 9’ (@p+@y) | 3 9 9
—P(x)= - + 2n +— * —_— | 42—
a “ aaa+8a+a +8aaa+ n+8a2m+aa+2m 2 avv+av+v + aDD
d ) d 9’ 3’ 9’ d
— — ——B 2——avt——aD —— - 1 —a™t
(=) gy Bt e — 5,2 = 3 Y 3830 " aDda T gyt aa D TP T 255 Y
J . d 9’ 3’ 2
— atD— vt 4 vt — vty4l (B+D) | |P(x).
v+ da*’ T 8Bda* oDaat ' ’avda' *
(3.8)
|
The important thmg to notice is that this .Fok.ker- ip(;): d A% 4 a 47+ d d dx d’
Planck equation contains only second-order derivatives, ot axx H T axy TH T axx oaxy MOV
and hence does not require a truncation of the higher- # # K
order derivatives through a large-N approximation. We . d 3 ,x x
now rewrite the FPE by explicitly using the independent *2 dx* gxx Mo T
complex nature of the variables and so divide into real o
and imaginary parts. Thus (3.8) can be written in the d 4
general form T 3x7 ax? dio de | |P(x), G.1D
u v

3 d d

which can be seen explicitly to always have positive-

—P(x)= T A,(x)+ -;—ai 3 D, (x) |P(x), definite diffusion. The new FPE (3.11) is equivalent to the
ot X Xp Xy following set of (Ito) stochastic differential equations

)
A,(x)=AX(x)+id(x) (3.9) e = T A+, (08D, 312

D, (x)=(dd"),,=(d*+id”),(d*+id”),, .

Now due to the analyticity of the characteristic function
it can be shown that for each of the x, there is the
equivalence relation’

d d )

<> —>—1
ax, Ox> ox?,

) (3.10)

where x, =x, +ix’. Hence (3.9) is equivalent to the fol-

lowing equation:

where (£,(1)E,(1')) =8,,8(t —1t').
Thus corresponding to (3.8) we have the following set
of SDE’s:

a=—ka+gv+T,,
¢ =—ka*+gv*+T .,
v=—yv+gaD +T,,
(3.13)
1'/+=-—yv++ga+D+I"v+ ,
D=-2yD +(w,,—w,)B—2g(atv+avt)+Tp ,
B——"FB >
where ¥ = 1wy, + ;) and (T,(O)T;(¢')) =d,;8(t —1t'):
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2km 2khn 0 s8(B+D) —gv gv
2kn 2km* 1g(B+D) 0 —gvt gvt
0 1g(B+D) 0 0 0 0
d=l1gB+D) 0 0 0 o o (3.14)
—gv —gv™t 0 0 0 0
gv gv’t 0 0 0 0

It is important to notice that since none of the second-
order coefficients depends on its respective derivatives, it
can be moved inside or outside the derivatives and hence
has both an Ito and Stratonovich noise interpretation.
Thus the Eqgs. (3.13) can be interpreted as Ito or Stratono-
vich SDE’s to suit different circumstances.

The drift terms are identical to the standard laser equa-
tion drift terms (i.e., the single-mode Maxwell-Bloch
equations) if we interpret B as N, the number of atoms.
However, the equation for B has a nonzero diffusion term
indicating that B is not constant, and hence does not ex-
actly represent the number of atoms (although all mo-
ments of B are equal to those of N). This formulation
then could equally accommodate the situation where N is
not precisely known, as was treated by Gordon® in his
model of a two-level laser (with varying populations) in-
teracting with a ground level. Indeed, making the change
of variables

aianC L (3.15)
B =N2+N1 N

the FPE which Gordon obtained can be seen to agree ex-
actly with (3.8) when all the transitions between the
upper two levels and the ground level in his model are set
to zero. This equivalence is not too surprising when it is
considered that the quantity Gordon defines as o ,(X;)
works in essentially the same way as our new characteris-
tic function (2.10) in order that they both lead to
Fokker-Planck equations that contain only second-order
derivatives. The major difference is that Gordon works
from a direct expansion of the density operator in terms
of 0,(X;) (requiring a slightly different model of an extra
ground level with an effectively infinite number of atoms
in addition to the atomic reservoir) whereas our method
used a characteristic function to introduce our positive P
function.

To solve the system (3.13)—(3.14) it is best to write
'y Fa+, etc. in terms of linear combinations of indepen-

dent white noises, with the coefficients determined so that
the correlation properties (3.14) are maintained. This re-
quires 14 noises and can be written as (assuming

m,m*=0),

T =Vkn (&,+iE)+1VE (B + D) & +i€)— Vg V(& +ik)— (& +iE)],

Fa+=\/7<7(§1—i§2)+%‘/§(3 +D)(Es+ife) —1VEVI[(E+ii)—(E3+i&1a)]

T,=Vg (&5—if) ,T +=Vg (§5—i&,)

(3.16)

FD=‘/§[(§7—i§8)+(§9—i§xo)] yrg:VE[(511—i§12)+(§13—i§x4)] )

where the £;(¢) are independent real white Langevin
sources, with the correlation properties

(E(0E;(1"))=8,;8(1 —1") .

It is, of course, possible to write the equations in terms of
twelve noises corresponding to the twelve equations but
then the noises would not be independent. We can see
immediately that the equation for B is that of a complex
Wiener process*

B=FB=‘/E[(§1l+§13)"i(§12+§14)]

which can be integrated with the initial condition
B(t=0)=Nto give

B=N+ [Tyt .

(3.17)

(3.18)

(3.19)

[

We then have a system of differential equations involving
five complex variables

a=—ka+gv+T,,
at= —Ka’L-i—gv*“+l"a+ ,

v=—yv+gaD +T,,
(3.20)
vi=—yv +ga*™D 4T .,

D= —2y(D —Dy)—2g(a*v+av™)

DO t ’ ’
+2y7f01“3(t )dt +Tp,

where we have used the usual laser definitions®
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(@01, —wyy)
Y =30+ 0),) Do=—“”——~12 2N

(3.21)
(@134 @,)

These equations are relatively simple although the equa-
tion for D contains a nonwhite noise term. This creates
problems in solving the system as can be seen in Appen-
dix D where techniques to be developed in Secs. V and VI
are used. A more conventional and familiar method of
solution then, is to eliminate the extra variable as is done
in Sec. IV,

IV. ELIMINATION OF THE EXTRA VARIABLE

To eliminate the extra variable B we introduce the new
characteristic function f(if3,i*,x,y,z) via the substitu-
tion
]

0 d d ot 32 3?2
= — L 2 L
atP(X) aaa+ 8a+ _*-aozanr n+8a2m+
(0,+@y) | 3 Y d d
2 ov ovt oD
0 9
ZaD(v a+vat —avDa—— e
2 3v¥at 2 9vdvToa™
1 @ 13
- (D+N)+—-——"7—
+ 2 dvtoa 0+ 2 8v8v+8a

This means we can write directly the SDE’s correspond-
ing to (4.3) as

a=—ka+gv+T,+X,,
d+=—Ka++gv++I“a++Xa+ ,
v=—yv+gaD +T +X, , (4.4)

t=—yv*+ga™D +rv++XV+ ,

D=—-2y(D —Dy)—2g(vta+va®)+Tp+Xp ,
where
(T(OT (1)) =2knd(t —1t') ,

(T()T (1)) =2km8(t —t")=[{T ()T _('})]*,

(T ()T (1)) =1g(D + N)8(t —t")=(T (T (¢")) ,
(T p(t")) =—gvd(t —t'),

4.5)
(T (T p(t") =—gvtsit —1'),

D
<rv(t)rD(t'))=—2y7°v5(t —t'),

DO
<I‘V+(t)I‘D(t’))=—27—N—v+8(t —t'),

D,
DT (1)) = —4y =2D8(t —1") ,

r
(Tp( N
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X=b"f(iB,iB*,c~ /b,c* /b,c/b), 4.1)

where N is fixed as the number of atoms. Then using re-
lations such as

i)( bN-1 —xi 9 zi f

db ox _y?a;_ oz “2)

we can convert Eq. (2.13) into a partial differential equa-
tion for the characteristic function f. Now employing
the positive P representation as in Sec. III, we use a
transformation similar to (3.7) to obtain a FPE in five in-
dependent complex variables P(x) x=(a,a™,v,v*,D),

a2
aa+2’"* l
8 32 d? d?

— (@ —wy;) N 3vaD " av+aDv++aD2D
3 9 S+ d ?’

_ - — (D +N)
da™t v dDda™ + 2 3voa™t

I SO DR

0voDda™ da dD da

83

3
& L 1@
2 9v+toDda

4w
2 3v*t2a
[

P(x) . (4.3)

and

(X (DX, (t)X (1) =

v

—1gvd(t —t")8(¢'—t")

=X (DX, ()X (1),

(X (X ()X L (t") = —gvF8(t —t)8(t'—1")

=2(X_, (X ("X (t")) ,

(4.6)
(X (X (t)Xp(t"))=—1gD8(t —1t")8(t'—1")
=<Xa+(t)XV(t’)XD(t")) .

Equations (4.3)-(4.6) are the major results of this paper,
and may be easily adjusted to solve for the laser or optical
bistability situations. The drift or deterministic terms are
exactly those obtained by Haken and others,® but there
are now also second- and third-order derivatives which
we can interpret as second and third-order noises in the
SDE’s, and which have correlation properties given by
(4.5) and (4.6). The use of third-order noise terms was
first treated by Gardiner and Chaturvedi!® and its possi-
ble usage in quantum optics has been recently indicated
by Tombesi and Mecozzi. !!
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V. SOLUTION BY ADIABATIC ELIMINATION
OF THE ATOMS AND SCALING

To solve the system (4.4)—(4.6) we assume
K<<y (5.1

and hence adiabatically eliminate the ‘“‘fast” atomic vari-
ables.* That is, we set

v=0=v=LDat+ (T +X,), (5.2)
¥ ¥
v+t—0—=v=8Dat4+ T . 4Xx,), (5.3)
Ay ﬂ;/ v v
. Tp+X
D=0—D=Dy— S (vat $vta)+ 22, (5.4
14 2y

and obtain the equations for a and a™
d=—k(l1—CIll)a+F, ¢ *=—k(1—CIDa*+F™* ,
(5.5)

where C =g2D, /v« is the cooperativity parameter,
—1

+
M= 1+aa )
no
no=14(y /g)?
is the saturation photon number, and
2
F=T +X,+ |[&||1—- |& | aa* T |(T +X,)
1 2 3
+5 | & | allTp+Xp)— % MaXT . +X,.),
(5.6)
2
Fr=T_+X_.+|&||1-|&|a*n|(T  +Xx )
1 2 3
+5 £ | o Iy +Xp)— % Ma*XT,+X,) .
(5.7)

The deterministic equation is (one equation only since
at=a* in the deterministic part)

a=—k(1—-CIlha , (5.8)
J

(F(OF*(2")) =(T ()T (') +[{T ()T (")) +(T ()T (¢"))]

2

1— aa™ll

4079
hence the steady-state field has two solutions,
a=0, C<1;
+ (5.9)
@ _c-1, C>1.
no

Initially we assume that N is large and so follow Haken’s
analysis around threshold by scaling

D=D,=N ,
gzN—l/?. ,

(5.10)
a~N>

val/ZXNl/Z .

For xz% this means that the dominant second-order

noise terms in (4.3) are
3? d?
+
dvoat  Ov't da

2
1

28

(D +N) and 2kn

a dat

with the third-order terms always being at least an order

of N smaller than the second-order terms. Thus the
SDE’s are, in this scaling,

a=—ka+gv+T,,

v=—yv+gDa+T,, (5.11)

D=—2y(D—Dy)—2g(atv+av*t).

Here and in what follows we have not explicitly written
out the equations for the variables a* and v* (and later
we do not write out the equations for F*); they can be
simply written by treating them as pseudo complex-
conjugate equations to the a and v variable equations. It
is important to remember though that in the positive P
representation they are equations of independent complex
variables, and so are strictly not complex conjugates.
Hence adiabatically eliminating v, v*, and D one obtains

ad=—k(l1—CIha+F , (5.12)
where
2 3
F=T,+ |&||1- % aa*ll|T,— | & | 22T, .
So calculating the leading noise term,
2
& 1—- |8 aetnn
Y Y
(5.13)

g?
2Kkn +—7/—(D +N)

£
14

]S(t——t’).

We now make a first-order approximation for the atomic variables in this fluctuation term, by using the semiclassical
values of the atomic variables in the steady state. This approximation is justified in the large-N approximation, where
the fluctuations which are of lower order in N are small, and gives

D :Doﬂ,v=%aD0H , (5.14)
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In the standard laser it is usual to think of the atoms as all being in the excited state (being completely pumped), and so
in Haken’s analysis the inversion is set as D,=N. Equation (5.13) is of course valid for any choice of D, but to com-
pare with Haken’s result we now use (5.14) and set Dy =N to give

2
2
(F(OF*(t")) = 2Kn+&yﬁ(1+n) - aatTl | (e —1") . (5.15)
Now Haken’s leading noise term is
2 2 4
(F()F*(t")) = |2kn +g7(D0+N)(1—2 % aa*t T+ % a2 |80t —1t') (5.16)

so if we expand II via [justified as 2aa*(g /¥ )? < 1 around threshold]
2 4

M=1-2aa™ +4a’at? 4+ -

£
14

£
Y

we see that (5.15) and (5.16) agree exactly to at least sixth power in the parameter g /y. Similarly, the other noise terms
(F(t)F(t')) and (F*(¢)F*(t')) obtained from (5.12) can be seen to correspond to the large-N noises resulting from
Haken’s equations. Thus we have evidence of the correctness of our equations in that for the large-N situation they
produce identical results to those already established by Haken. However, as will be seen in Sec. VI our equations do
not require the large-N scaling, and hence results can be obtained for few-atom situations.

VI. ADIABATIC ELIMINATION WITHOUT SCALING

If we no longer assume N is large then we must include all the second- and third-order noise terms in (5.5). However
it is still perfectly possible to work out the correlation functions of F and obtain general results for any particular situa-
tion, whether large or small N, whether near threshold or well above, or whether a laser or optical bistability
configuration.

Defining
r==% ,
Y

it is possible to write the second and third-order noise terms in the following way in terms of the parameter r:
(F(OF*(t"))= (Fa(t)r‘a+(t'))+r( 1—r2aa+H)[(Fa(t)I“v+(t’))+(Fa+(t)l‘v(t’))]
+ 3 [a* (T (T p(t")) +alT () p(2'))]

+1r’ (1 =2r%aa ID[a ™ (T (T p (1)) +afT (T p(t')) 1+ 1riaa I T p ()T p(2'))

2kn +rgN

P—O—H+1 ](l—rzaa“LH)
N

D D
14— +—17° [1—2r2aa+n ]

—2r3gM?aa*D
rgllifaa™D, N

1
2

]S(t—t’) , (6.1

where we have replaced in the correlation functions the atomic variables with their steady-state values using (5.14)

D =DyIl, v=%aD=raD,I .
1

Again this first-order approximation is justified if the fluctuations are small. This will be seen to be the case if 7 is small,
a condition which is seen later to follow from the assumptions of the adiabatic elimination. Similarly the other second-
and third-order correlation functions for F can be calculated as

(F(OF(t"))=[(FHOF*"))]*

1 D ,
S(DoIl+N)+ 1= (1= 2r%aa T+ 11D,

= lZKm —2rigla?

o . 8(r —1¢’ (6.2)
+ —N— (t—t"), .

(F(OF(t")F(t"))=[{FY()FT(t")F*(t")) 1t
=[3r3%¢M2a’Dy(1—2r2aa* )+ 2r°ga’ 1Dy 18(t —1")8(¢' —1"') , (6.3)
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(F(OF(t"F*(t"))=[{F(OF*(t)F*(¢'")1*

=[—r’glaDy(2—3r’aa™)(1—2r’aa I+ 111)]18(s —")8(¢'—1t") .

To reduce the number of equations we have to write, we
have adopted the notation

X=(*

which means that the equation for Y is obtained by tak-
ing the quasi-complex-conjugate of X; that is replacing a
with a™, v with v*, and vice-versa.

The expressions for the noises (6.1)-(6.4) are complete-
ly general, but do not allow the system to be easily solved.
However in certain regimes it is possible to make one of
two scaling assumptions and hence find an easier approxi-
mate solution.

A. Scaling assumption (i)

Assume r is small, that is the coupling constant g is
much less than the atomic decay rate y. Now assuming a
fully pumped laser then we may rewrite the expression
for the cooperativity parameter as

2
C _I'N where u= x (6.5)
u Y

is the ratio of the cavity to atomic dampings, which has
been defined to be small in the adiabatic elimination limit.
Close to threshold we must have C =O(1) so that assum-
ing r to be small is consistent with having adiabatically
eliminated the atomic variables. If we are near threshold
[i.e., 2r2aa™* << 1], we can expand II as

M=1-2r2aa®+4r’a’a*?+ - - - . (6.6)
So substituting (6.6) into our general expressions for the
noises we obtain to O (r?)

(F()F*(t")) =[2kn +rg(Dy+N)18(t —1t') ,

6.7)
(F(F(t")) =2kmd(t —t')=[{FY(O)F*T(¢t"))]",

with all the third-order terms vanishing at this order.
For the standard laser problem Dy=N, m =m*=0 and
hence the leading noise term is
(F(OF*(t'))=(2kn +2rgN)8(t —1') . (6.8)
This noise is identical to (5.15) [and (5.16)] to O (r2),
indicating that for this particular regime the few-atom
laser has exactly the same noise properties as the many-
atom laser. Assuming r is small corresponds to having a
large saturation photon number. Hence these results sug-
gest that even with only a single atom, for sufficiently
large n( the semiclassical predictions for the laser are still
valid. Thus we still have the dominant noise term arising
from spontaneous emission, and existing results on pho-
ton statistics, etc. for the laser could be applied to the
one-atom laser. This is in accordance with recent results
obtained numerically by Savage and Carmichael'? which
showed that for large n, the semiclassical theory for opti-
cal bistability was valid for one atom.
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(6.4)

B. Scaling assumption (ii)
As we go further above threshold, while we still have
2rfaat «<1

then the expansion (6.6) in II is still possible and we have
the leading noise term given by

(F()F*(t"))=[2kn +rg(Dyg+N)18(t —t') . (6.9)

However, as the approximations used become less strictly
correct, this noise term becomes less dominant and other
terms begin to contribute. Eventually though we reach
what is called the high-intensity limit where C and thus
the field have increased so that
2rfaat >>1 (6.10)
and we may then consider the alternate expansion for I1

1

2riaat

1 1
2riaat  4r*atat?

+ (6.11)

Now substituting this into (6.1)—-(6.4), and discarding all
terms of O [(r’aa™)~!/?] and lower, we obtain

(F(OF*(t')) = 2Kn+% S(t—t')
(6.12)
(F()F(t")) = 2xm — T8N 8(t —1t)
2at

=[{(FH()F*t"))],

where all third-order-noise terms are of lower order in
this approximation and hence do not contribute.

This is not the standard constant laser noise, and since
the noises are independent of D, this indicates that the
same noise limit is attained in both the laser and optical
bistability configurations. These noises are in fact the
same as those obtained previously in the high-intensity
limit for optical bistability.!* This can be seen to be con-
sistent, as for very large fields the condition (6.10) must
eventually be satisfied, and so regardless of the exact
value of r the noise terms in (6.12) will give the right
high-intensity limit. This approximation was also in-
dependent of the number of atoms, which would indicate
that even for one atom, as we go far enough above
threshold these noise terms will dominate. Their effect
on the photon statistics for the laser and optical bistabili-
ty will be discussed in forthcoming work.

VII. CONCLUSION

This paper has mainly been concerned with the method
in obtaining the Egs. (4.3)-(4.6) and hence possible uses
of these equations have only been briefly examined.
However, it is clear that not only are these equations
equivalent to Haken’s equations in the large-N situation,
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but they also establish new results for single or few atom
problems which were previously difficult to handle.

Applications with the one-atom laser were discussed in
Sec. VI and more work will be done with these in later
publications. However, by adding an extra term to the
Hamiltonian

H=ifila'ee ~"*'—ae*e™) , (7.1
we can easily examine the phenomenon of absorptive op-
tical bistability using our equations. This new term only
affects the cavity field (in a manner already known) and
so we can carry out the transformation (3.7) and then adi-
abatically eliminate to obtain

a=e—k(1+C'INNa+F ,

(7.2)
at=€*—k(1+C'Ia+F+ ,
where
2
D
C’:—g 0 50,
YK

as we now consider the majority of the atoms to be in the
ground state, that is, we require a negative inversion to
analyze optical bistability. Again it is standard to consid-
er total inversion, Dy= —N.

Now the region of interest in optical bistability is
where the parameter C’ has the value C’' > 8. There are
then two metastable field states for each value of the driv-
ing field e. However, we can still make the scaling as-
sumption (i), and for not too large a field [so we can ex-
pand II via (6.6)] the leading noise terms can be calculat-
ed from (6.1)-(6.4). Notice that as in other results on op-
tical bistability!> the spontaneous emission term which
dominates for the laser is zero and we have to drop down
to the next-order terms. Thus the leading noise terms to
O (r3) with m,m* being zero are

(F()F*(t'))=2xknd(t —t'),

(7.3)
(F()F(t'))=—2r3ga®N&(t —1t')
=[{(FT()F+*t")) ],
(F()F(t')F(t"))=0=(FH()Ft(')Ft(")) , 7.4
7.

(F()F(t")F*(t"))=3r3gaNs(t—t')
=[{(FOF*(t"\Ft@t'"))]* .

The most important thing to notice is that we can now no
longer disregard the third-order terms as being necessari-
ly small compared to the second-order terms. It is how-
ever possible to use the different a dependence in (7.3)
and (7.4) to scale away either the second- or third-order
terms in certain regimes. Techniques using these results
to solve the optical bistability problem for arbitrary N
will be dealt with in a future paper.

Another potential application of these equations is in
analyzing the full Jaynes-Cummings atom-cavity problem
where we allow for both atomic and cavity decay. This
situation corresponds to a passive atom in a cavity (i.e.,
Dy=—N) but with no classical external injected field
(i.e., e=0). Hence, in scaling assumption (i) this situation
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is describable by Eq. (7.2) together with the correlations
(7.3) and (7.4). The most noticeable difference is that
since €=0 the steady-state solution for the cavity field is
a=0, therefore we have no threshold. However, if r is
sufficiently small we can satisfy scaling assumption (i),
and hence use the correlations to obtain results.

Finally in deriving the equations we have allowed for
possible squeezed inputs in introducing m and m*.
These are zero in the traditional laser and optical bistabil-
ity problems but using our equations it is a simple matter
to consider for example a laser where the cavity field is
damped by a squeezed bath. In the recent work by Marte
and Walls'* equations were developed which correspond-
ed to the atoms being damped by a squeezed bath. These
equations lead to a laser with a definite phase, but in rela-
tion to this paper it can be shown that the equations are
reached far more simply by the use of (2.10), than via
Haken’s characteristic function. Similarly Jaynes-
Cummings problems where the cavity interacts with
squeezed fields could be treated in this formalism.

To conclude, we hope we have demonstrated a simpler
way to deal with atom-cavity situations such as the two-
level laser. In particular our equations enable scalings to
be made which do not rely on the number of atoms N be-
ing large, and hence allow theoretical consideration of
the one-atom laser problem. In further works stemming
from the theory in this paper we hope to expand on this
and other problems to obtain more extensive results.

APPENDIX A

Taking the partial derivative with respect to time of
(2.5) gives [using (2.2)]

X _

AnF
3 o“o

T

)

1 9
i 2 P15 3t

(A1)

A F

It is best to look at each term individually.

(i) The cavity-field part is dealt with in the same
fashion as Haken'’

2D D
~P5is P i

9
Oat

Tr

F

+2niBiB* +m (iBY+m*(iB*)? |X .
(A2)
(i) To determine the atomic contribution we write O as
0 =Q4Ho 4 | (A3)

where

QA,#=0F.(I_I )OA,i and OA’“=b +c,0.“ ,
i (#£p
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2 0] App Ap

m

X3 0320, pof —ofo p— poio.)

+101(20, po, —og 0 p—potol)] ] ,

(A4)
so using the properties of the trace and of the Pauli ma-
trices we deal with each term individually, e.g.,
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Tr [ 3 Qb +c-0, )00, po,l
m
=Tr [EQ"'“wzlo:(b +co,)o,p (A5)
u
=Tr [ S 0 “Faw,y(b —c )(oz,“+%)p] (A6)
n
=Tr EQA'“a) (b —1Lc) i—}-l—a‘ 0 *Hp
" 2 277 13dc b
(A7)

Following a similar method for all the other terms we
then substitute into (A4) to obtain

9 __ a d 9 KA
Tr O—a'% ) =Tr EQAIJ' —%— a)21+a)12) c F+ + ac+ +2C§ +%(a)12—a)21) ab OAHP (AS)
Now using the product rule for differentiation we can turn the sum of derivatives of O “'* into one derivative of the
product O,
9 _ 9 d ) d
Tr O—a% ) =Tr| | —Hoy +w,) |c ac—7+c+5::+2c§ +Hwp—wy)e— 3% Op
(A9)
= | —Hwy +),) c‘i+c 9 +2c-a~ +Hop—oy)e= |X . (A10)
: dc~ dct dc | ab
(iii) Expanding out the commutator the interaction term can be evaluated as
gTr[0(a'Sp—pa’S—+paSt—aStp)],
where
“=30,ad S*=3F o,
Iz Iz
g Tr[0(a'S~p—pa'S—+paSt—aS+p)]
=g Tr[04S~0fa"p—S-04a'0"p+5+0 a0 p— 045 +0%ap] (A11)
=g Tr 9 o04s-0fp— o 40Fp + —a—+zB‘ s+to1of ——a—oAS+0F (A12)
dip* dip* dif dip
Now following a procedure similar to (AS5)-(A10) for the atomic operators gives Eq. (A12) equal to
. d o 4 x| O 10
gTr (b lB +IB*ac—+‘+(1/3c +iB*c) T2
9 ad d d d d
+ — - T 20— . (A13
+e dip* | I dc +e i | ¢ adct X (A1)
[
Combining (A2), (A10), and (A13) we obtain (2.13). dard way. For example,
X ¥ X
=Tr (b +c-o,)
APPENDIX B 3 -2 e 2 #Hl +co,)p
In addition to (2.11) and (2.12), by making use of the N
properties of the Pauli matrices and of our new charac- 21 Tu kz' Tk L(I (b+co;)p (BI)
teristic function, we can easily calculate higher moments K weo Jrkn
of the collective atomic operator averages— we treat only Now evaluating the derivative at b=1, ¢=0 (with

the atomic parts as the field part is dealt with in the stan-

B,B* =0 for the field part) gives
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2 N N
9 )_(2 =Tr| ¥ 0, 3 orp (B2)
dc b=1, c=0 u=1 k=p
N N
=Tr| Yo, | X ox—0o, |p (B3)
p=1 k=1
N 2
=Tr S a, el (B4)
p=1
where we have used o e =0. Hence, defining
N
S =3 o, (B5)
p=1
2
(s—s)=22% (B6)
dc b=1, c=0
Similarly, defining
N N
St= 20;, S, = 20#,2, (B7)
p=1 p=1
then it is easily shown that
2
(S+S+)=8—X2 ,
dc* b=1, c=0
R (B8)
N
(S,Sz)=a—)—(2— += .
9c” |51, c=0 4

Cross correlations can also be simply worked out using
the operator rules, e.g.,

2
(s*ts-y=—3X_ +(s)-Y By
9c 3¢t |5-1, =0 2
X N
(S~ §t)=r""— +——(S,). (Bl10)
0¥ |y, cm0 2

Higher moments and correlations cannot always be im-
mediately specified as with the usual characteristic func-
tion, except in the special cases,

—a—{i :<(S_)I> ’
dc b=1, ¢c=0

j ) B11
X —((SHY) 5 1y
oct/ b=1, ¢c=0

J

<A0(SO)A1(51 ) st Bl(tl )Bo(to))=Tr[frV(Tr)Tr_l)fr—lV(Tr_])Tr—Z)fr—Z Tt
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however, in all cases by applying the operator rules, any
correlation may be calculated up to Nth order, and there
is the advantage over the previous characteristic function
that specifying non-normally ordered operator averages
is as simple as specifying normally ordered averages.

In a similar vein to (2.12) the extra variable b may be
utilized to find the higher-order moments of N, i.e.,

2
NN —1=3X (B12)
ab b=1, ¢c=0
and, in general,

i

NN—1-- [N—(i—1)=2% (B13)
ab b=1, ¢c=0
APPENDIX C

Multitime averages of the collective atomic operators
can also be calculated (at least theoretically) and these
also illustrate what is called quantum classical correspon-
dence. Now suppose we wish to calculate general multi-
time correlations of the form

(Aolso)dy(sy) "~ A, (s, )B,(2,)B, _(t, 1) " Bolto)),
(CDhH

where t,>t, ;> ' >tgands,, >5,, ;> >S5, then
we order the times ¢ and s in sequence and rename them
T, so that

To<T 1< " LT, 1 &7, (r=n+m+41).

Letting F; be the Schrodinger operator which is evalu-
ated at 7;, and defining the operator f; by

fip=F;p if F; is one of the B’s ,

For the usual two-time correlation function this gives the standard result

(A(t4+7)B(t))=Tr[ AV (t +7,t)Bp(1)] .

(C2)
fip=pF; if F; is one of the 4’s ,
then for a master equation of the form
(S
=L
EY P (C3)
with evolution operator defined by
V(r,1,_)=exp f ’ L(t)dt] , (C4)
Tr—1
Gardiner and Collett'® have shown that
V(Tl,’ro)fop(to)] . (C5)
(C6)

We now use our characteristic function to write the master equation for the density operator in terms of a generalized
FPE in the positive P representation. Defining W (r,7,) to be the evolution operator of the FPE corresponding to the
evolution operator V(7,7,) of the master equation, etc., it can be shown that (considering only the atomic part)

(Ao(sg)Ay(s)) - By(t))By(ts)) = [d? [d>* [d?D [d?B f,(x)W(r,,7,_\)f,_y(x) "+ W(r,mo)fo(X)P(x,1)

(o7)]
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where x=(v,v*,D,B). The f,(x)’s give the correspondence between the quantum operator acting on the density opera-
tor, and the stochastic variable which represents it in the FPE, and may be calculated from the characteristic function
in the following manner. Consider in the master equation terms of the form

Tr OpEaI]:Tr 3 Q*Hb +c-a,)po,t
? p

) (C8)

where we have utilized the definition of the characteristic function employed in Appendix A. Now using the properties
of the Pauli matrices and the trace this can be written as

Tr[ 304 +eo,pof | =Tr | 3 Q*(b “%C)UJ-FC_(Uu,z-F%)]P]
I

u
9 9 9
= Ap 41 2 Ap
Tr %Q (b a 3 T8 0 4#p
d a9 d
= (b—%c)ac+ +e 5o +§£ X, (C9)

again using the product rule to change a sum of derivatives into a derivative of a product as in Appendix A. Hence a
term pS* in the master equation has an effect

8 ., 0
at

(b —1c) +c~ (C10)

9
ot
in the characteristic function equation. Now if we use the transformation (3.7) to go from the characteristic function to
the positive P function then we have the relation that pS* in the master equation has an effect

d d
1 —_— ——
*taD o
in the FPE. This process may then be repeated for all the collective operators acting both before and after the density
operator, to completely specify the f,(x) as

3
1 —_
HB +D)— (C11)

9 8 | _, 98 . g+
d 0 d
+/7_9 9o up —_p-2 g+
vt |1 3D 3B +5(D B)av Stp,
oo _a
oD OB ’
fr(x)= 3 3 (C12)
° 9 1 S
v 1+aD 3B (D +B) " S7p,
1y pd _pd 3. _ 3 .,
2lD D Bapta, oY | PS
1 3,0 0 .
2P PorBap eV T |75

If we now add the field operators and integrate over the then we can specify any multitime correlation, provided

complex plane for the independent variables a and a™ to- of course we have managed to solve for the operator
gether with the known result!” W (t,,t,) in some way.
There is thus a quantum classical correspondence in
a<pa, that quantum-mechanical averages of the operators can
be related to averages of the classical Fokker-Planck vari-
ET gt TP ables.
fite) a+_%9pa1’ (13 APPENDIX D
+ 1 We proceed in the same manner as in Sec. V and adia-
atealp, . - .
batically eliminate the atoms by assuming
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K<<y . (D1
Hence from (3.11) we set v and D to be zero, so that

r,
y—82D v
14 Y

s (D2)

D r

=Dy— & (a* )4 =2 [T p(e)dt + —=

D =Dy~ (a*v+av )+Nf0 B+
(D3)

Substituting into the equation for a we obtain after elim-
inating v and D

a=—k(l1—CIla+F (D4)
where
2 1 2
F=T_+ |& ||1= % aa*I1 |+ — £ | anr,
g e rr Nde' — | £ 32nr
+2a Nfo p(1)dt’ — PR
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The F equation has exactly the same second-order noise
terms as obtained in Eq. (5.5) except for the extra term

fo’r,,(t')dz' : (D5)

which must in some way represent the third-order noise
terms present in (5.5). However, the presence of (DS)
makes it difficult to solve (D4) by calculating the ap-
propriate correlations of F as in (6.1)-(6.4) as we have in-
tegrals of white noises turning up at various powers of r.
Nevertheless, in the scaling assumptions (i) and (ii) of Sec.
VI it was found that in certain regimes the third order
contributions are of lower order, and if these scaling as-
sumptions are applied to (D4) the terms arising from
correlations with (DS5) are also of lower order and hence
we can ignore (DS). In this case solving (D4) leads to
identical results as obtained in Sec. VI. To solve the sys-
tem (D4) exactly will probably require the technique of
simulation of the SDE’s (3.13) which will be looked at in
a future paper.
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