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Projectile K-shell ionization and excitation cross sections were measured for 8.6-MeV/amu
Ca'+"+ beams incident on various gas targets. The ionization and excitation cross sections are
compared with the Glauber approximation and with the plane-wave Born approximation. Various
factors that may affect the ionization and the excitation cross sections in this intermediate-velocity
regime, such as screening by the target electrons, polarization, and binding, are examined in order

to establish their relative importance.

I. INTRODUCTION

In recent years, our group has studied ionization and
capture in ion-atom collisions in a regime in which the
ratio r, of the relative velocity between the collision
partners to the Bohr velocity of the active (K) electron is
of the order of unity (intermediate-velocity regime). We
varied the ratio r; of the perturbing nuclear charge to
the nuclear charge initially binding the active electron
from values less than unity (‘“perturbative regime”) to
values greater than unity (“nonperturbative regime”).
We did not find any sign of molecular effects, such as va-
cancy sharing between the collision partners, which are
typical of slower collisions, i.e., with r, $0.3 and r = 1.

It is a challenge to find suitable theories of ionization
and electron capture which describe this intermediate-
velocity regime for the whole range of r,. For ionization,
we tried unsuccessfully to use the plane-wave Born ap-
proximation (PWBA), suitably modified by bindin¥ and
polarization corrections introduced by Basbas et al. 2 for
this velocity regime (r,~1), but limited to r; <<1. On
the other hand, the Glauber approximation of McGuire
et al.,>* which stresses unitarity effects, reproduces the
main trends of the ionization data. Similarly, for capture
we found the Oppenheimer-Brinkmann-Kramers (OBK)
approximation® unsuitable, but the nonrelativistic eikonal
calculations of Eichler and Chan®~® reasonably success-
ful. (Eikonal calculations stress the distortion of the cap-
tured electron wave function by the strongest nuclear po-
tential in the collision.)

The present experiment examines ionization, and for
the first time also excitation, in the intermediate-velocity
regime with a projectile nuclear charge Z, =20. This fills
a gap in the Z, values used by us to date (Z,
=6,54,92).>1% As in our previous experiments, we mea-
sured ionization and excitation of projectile (K) electrons
in order to avoid the disturbing effect of inner-shell va-
cancy formation by capture, as occurs in the study of tar-
get electron ionization by bare or few-electron projectiles.
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With the target atom acting as perturber, though, a com-
plication arises due to screening effects which can either
decrease the effective perturbation (potential screening)
or increase it, due to ionization or excitation by individu-
al target electrons (antiscreening). We have attempted to
incorporate screening effects into the Glauber theory, us-
ing as basis a calculation of McGuire et al. for ionization
of HO. >4

With the target atom acting as perturber on a projec-
tile K electron, the previously defined ratios 7, and 7, are

rv=UP/UPK, rZ=Z‘/ZP ’ (1)

where v, is the projectile velocity, v, the Bohr velocity
of a projectile K electron, and Z, the target nuclear
charge.

In this experiment 8.6-MeV/amu Ca'®*'°* beams
were used for which r,=0.935. The targets were gaseous
and ranged from hydrogen to xenon, allowing the relative
perturbing charges (r2) to vary from 0.05 to 2.7.

This paper is organized as follows. Section II describes
the experimental methods for Ca projectile ionization and
excitation measurements, as well as the data analysis.
Section III presents the results obtained and makes com-
parisons with different theories for K-shell ionization. Fi-
nally, Sec. IV contains a summary of the main con-
clusions.

II. EXPERIMENTAL METHOD
AND DATA ANALYSIS

In this experiment, projectile ionization cross sections
were obtained from the charge-state fractions observed
after passage through the gaseous target. Excitation
cross sections were determined from coincidence mea-
surements between projectile K x rays and the projectile
charge-state fraction which had not undergone charge ex-
change in passage through the target.

Figure 1 displays the experimental apparatus used,
which is based on an arrangement of Berkner et al.!'! A
Ca-ion beam from the Lawrence Berkeley Laboratory Su-
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FIG. 1. Schematic diagram of the experimental apparatus.
C, stripping foil; M1, charge selection magnet; S1,52,
upstream slits; S3-S6, gas-cell apertures; M2, magnetic spec-
trometer; D1, PPAC; D2, plastic scintillator counter system.

perHILAC was post-stripped in a carbon foil (C) to pro-
duce ions in high charge states, one of which was selected
by the magnet M 1. The resulting Ca'®* or Ca'®** beam
was directed to the entrance of a differentially pumped
gas cell (S3-S6) after having passed through a pair of
collimating slits (S1 and S2). The beam emerging from
the gas cell was charge analyzed by a second magnetic
spectrometer M2 and directed into the detector box. X
rays were detected by a 16-mm-diam Si(Li) detector
placed into the gas cell at 90° with respect to the beam
direction.

The diameters of the apertures S3-S6 were 2.0, 3.0,
3.9, and 3.9 mm, respectively, and the length of the gas
cell (distance between S4 and S5) was 4.09 cm. Entrance
and exit apertures S3 and S6 act as gas flow impedance,
keeping the remaining beam line at about 10~° Torr.

There were two kinds of detectors in the detector box,
each of which could be moved separately into the beam.
D1 was a position-sensitive parallel-plate avalanche
counter (PPAC). D2 was a plastic scintillator counter
system. The details of the PPAC construction and out-
put is described in a previous paper.® We should men-
tion, nevertheless, that the PPAC can be damaged when
high count rates are used and thus it is not suitable for
the coincidence measurements where high rates are re-
quired. In this case, the scintillator counter was used.

A. Singles measurements

We used the PPAC to determine singles (noncoin-
cident) charge-state distributions. For each target, the
charge-state yields were measured at four or five target
pressures and the relative counting rates were monitored
in order to keep the system in the single-collision regime.
For every projectile charge state, the yields with zero tar-
get pressure, which come mainly from the electron cap-
ture and loss in the residual gas in the beam line (except
for the incident charge state), were measured at least four
times.

The rate equations for the charge-state fractions Y, (x)
at a thickness x (in at./cm?) are given by

dy,

dx

= ¥ [o(n',n)Y,—0o(n,n")Y,], (2)

n'#n
where o(n',n) is the cross section for changing the n’
electrons attached to the projectile into n electrons.

For thin targets, Eq. (2) can be approximated by

n=1= 3 oln,n)x—0(x?),
n£n; (3)
Y,~o(n;,n)x+0(x?),
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where n; is the number of electrons attached to the pri-
mary beam. Taking into account the yields Yp; mea-
sured in the absence of target gas, we can write

(Y, —Ypg,n)/x=— 3 o(n;n)+0(x), 4)
nsn;
(Y, —Yggn)/x=0c(n,n)+0(x) . (5)

A term linear with x on the right-hand side of Egs. (4)
and (5) would indicate a contribution due to double col-
lisions. The left-hand side of Egs. (4) and (5) is obtained
experimentally. The quantity x is proportional to the
pressure inside the gas cell, which was measured using a
calibrated capacitance manometer.” Using a least-
squares fitting program, the cross sections o (n;,n) can be
obtained by extrapolating the left-hand side of Eq. (5) to
the x =0 limit. Equation (4) serves as a check.

In the present experiment, the background yields
Ypg,n (ns=n;) were always smaller than 0.1, and as a
consequence YBG,,,i was close to 1 for both the incident

beams used. As the pressure in the gas cell was in-
creased, the background also increased, but it was
sufficiently flat under the charge-state peaks to be sub-
tracted without serious errors. Because the gas purity
was always better than 0.01%, the contribution from this
source to the experimental uncertainties was small. In
general, for the resulting ionization cross sections the un-
certainties'are approximately 10%.

B. Coincidence measurements

As mentioned above, the scintillator counter system
was used for coincidence measurements because the
PPAC count rate had to be kept too low in this case. The
plastic scintillator had a decay constant of its main com-
ponent of about 2 nsec, and could be used to detect up to
10000 particles/sec without serious damage. In the
present experiment, the average count rate for every run
was about 5000 sec ™.

Two scintillators were used (named SR and SL). For
each scintillator a 1-um-thick Al foil was used to cover
one-half of its sensitive area. The purpose of this pro-
cedure was to detect two adjacent charge states in one
particle energy spectrum by taking advantage of the ener-
gy loss suffered by the particles directed to the covered
region of the scintillator. In this way, when Ca'®t was
used as a projectile, Ca'** and Ca*** were recorded by
SR and Ca'®* and Ca!”* were recorded by SL. The fast
outputs of SR and SL were put in coincidence with the
timing signal from the x-ray detector. The slow outputs
of SR and SL were split, with one pulse going to a histo-
gramming memory, the other into a computer ADC gat-
ed by a strobe signal. The block diagram of the electron-
ics is displayed in Fig. 2.

The histogram data could be compared with the PPAC
singles measurement. For SL, which did not accept the
incident charge states, the difference between these two
kinds of measurements was at most 20%. For SR, which
accepted the incident projectile charge state (e.g., 19+ ),
the ratio between Ca?®* and Ca'®* was higher than that
one obtained with the PPAC. This discrepancy arose
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FIG. 2. Electronic block diagram for the coincidence mea-
surement. CFTD, constant fraction discriminator; DA, delay
amplifier; GDG, gate and delay generator; LG, linear gate;
SCA, single channel analyzer; TAC, time-to-amplitude convert-
er; TFA, timing filter amplifier.

from the pileup of the projectile (19 +) signals which
were the lower pulse-height signals in the detector. Con-
sequently, we were not able to separate Ca!®* =1+ and
Cal®*t 20+ (or Ca'®*+—18+ and Ca!'®*+—~1°*) events in the
coincidence measurements.

Ionization cross sections could be obtained absolutely
from the charge-state measurements. Excitation cross
sections (for Ca'®*), obtained from the coincidence mea-
surements, were normalized to theoretical cross sections
for H, and He targets (see Sec. III B).

We should note here one disadvantage of the foil
(energy-loss) method. If the scintillator has been exposed
to too high beam current, it is locally damaged and will
cause pulses from a given charge state to appear in the
wrong energy region. In the analysis of the coincidence
measurements, we found some inconsistencies in the data
which we attribute to this effect. Hence we assigned a
+30% uncertainty to the measured excitation cross sec-
tions.

III. RESULTS AND DISCUSSION

A. Ionization cross sections

The measured ionization cross sections of Ca'®* and
Ca'®* projectiles are given in Table I. On the whole, the
data for Ca'®* are more precise than those for Ca'®*.
Typical uncertainties for Ca'®* are +10%; the Ca!®* un-
certainties reach =30%.

As discussed in Ref. 10, the single ionization cross sec-
tion o,(K') in Ca'®* is found to be related to the single
ionization o |(K?) in Ca'®* by

o(K)=0(K?)/2+0,K?), (6)

where 0,(K?) is the double ionization cross section in

TABLE 1. Ionization cross sections (10~2° cm?/at).

Target Cal®4+ Cal®+
N, 1242 341
0, 1642 8+3
Ne 2212 73
Ar 3343 14+4
Kr 4313 24+8
Xe 52+3 207

Ca'®t. Due to the low statistics we were not able to
determine any double ionization cross sections in the
present experiment. From the data in Table I, it appears
that within the experimental uncertainties, for all targets
except N,,

o(KY)=a(K?)/2 . 7)

Since the Ca'!®* data are more precise, we used Eq. (7) to
compare the experimental one-electron ionization cross
section with theory.

We analyzed the measured ionization cross sections by
two distinct theories, the Glauber>* and the PWBA
(Refs. 1 and 2) approximations. The theoretical calcula-
tions, as well as the experimental data for the Ca'®*
beam, are shown in Fig. 3. In both approximations, the
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FIG. 3. Measured Ca'®* ionization cross sections (®). The
cross sections are divided by Z2. The heavy curve is calculated
using the Glauber approximation without screening and the
light solid curve includes screening. The dashed curve is calcu-
lated from Ref. 1 and the dashed-dotted from Ref. 2. The dot-
ted curve is the PWBA result using the binding factor €, Eq.
(10).
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effective nuclear charge for the Ca K-shell electrons was
set equal to 19.7.

Although the ratio between the perturbing charge Z,
to that of the projectile can reach values approaching 3,
it can be seen from Fig. 3 that the unscreened Glauber
approximation>* gives reasonable agreement with the ex-
perimental data. The cross sections in Fig. 3 were divid-
ed by Z?2 in order to eliminate the first-order perturbation
theory dependence on Z,. Despite this, there is a strong
Z, dependence of the experimental data which is well fol-
lowed by the Glauber calculations of Refs. 3 and 4.

An attempt to improve these Glauber calculations can
be made by taking into account the target electron
screening of the target nuclear charge. Recently, Salvat
et al."> developed analytical Dirac-Hartree-Fock-Slater
screening function for atoms. According to their work,
the atomic form factor F(q) can be written as

F(g)_é Ao ®
Z, S ad+g? |

where g is the momentum transfer and 4; and a; are tab-
ulated constants. Including the screening of the target
electrons, the Glauber ionization cross section can be
written as>*

F(q)

2
Z, ) 9)

o= [dkdq|Blk,q,Im,1s)|?|1—
Lm

where k and I/m are the momentum and the quantum
numbers of the continuum final state, respectively, and B
is the unscreened Glauber ionization amplitude. Figure 3
displays (light solid line) the result of the calculation us-
ing Eq. (9), showing that a slightly better agreement with
the experimental points is obtained, principally for the
high-Z targets.

As mentioned above, in the intermediate-velocity re-
gime the ionization cross sections are quite sensitive to
binding and polarization effects when the strength of the
perturbing potential is increased. In contrast to the
Glauber formalism, these effects can be easily included
and separately analyzed by using the PWBA theory. Bas-
bas et al.! developed a model to include these effects in
target ionization. This model can also be applied to pro-
jectile ionization. Taking the cutoff constant between
binding and polarization as in Ref. 7 (cx =1.5), we ob-
tained the dashed curve shown in Fig. 3. It is clear from
the figure that this model is unable to reproduce the gen-
eral behavior of the experimental data. The theory gives
too large values for the cross sections (principally for
large Z,), which is an indication that the polarization
effect is overestimated.

It is interesting to examine the behavior of the theoreti-
cal cross sections if the binding correction is included
alone. The result of this approach using the formulas
given in Ref. 2 (which corresponds to the limit cx — )
is shown by the dashed-dotted curve in Fig. 3. Although
the general trend agrees with the experimental data, a
large discrepancy remains in the high-Z, region. This be-
havior can be expected, since the Basbas theory is valid
only in the r; << 1 regime.

Montenegro and Sigaud!® used the adiabatic perturba-
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tion theory to study the ionization of the 1so molecular
orbital in cases where the perturbing potential is not
weak. An extention to nonadiabatic systems was done by
imposing an asymptotic matching with the semiclassical
approximation. The matching is achieved through an
effective charge. which connects the relaxation of the ac-
tive and passive electrons to the evolution of the center of
charge (in which the target wave functions are centered)
during the collision process. This model can be applied
to the systems considered here by noting that in the inter-
mediate velocity regime the center of charge can be con-
sidered to lie at the projectile nucleus. Under these con-
ditions, it is easy to show that the model of Ref. 13 is
equivalent to the Basbas theory for projectile ionization
with a modified binding factor (obtained through the pa-
rameter 8 of Ref. 13) given by

€=0/0=[14+Zg(&)/(Z,xO T, (10)

where 0=1 /ZPZK, I is the projectile K-shell ionization en-
ergy and §=2v,/6Z,. It should be noted that if
Z, << Zyx (rz<<1), Eq. (10) gives e~e~1+2Z,g(§)/
0Z,x which is the Basbas factor for projectile ionization.

The dotted curve in Fig. 3 shows the result of the cal-
culations using the PWBA with the binding factor given
by Eq. (10). The improvement for high-Z targets is
significant, compared with the Basbas factor. It is
reasonable, also, that a calculation which includes only
the binding factor should lie below the experimental
points in order to allow for the manifestation of the po-
larization effect.

B. Excitation cross sections

The measured excitation cross sections for Ca'°* and

Ca'®* projectiles are given in Table II. The comparison
between these two data sets requires a more careful
analysis than the simple statistical considerations used in
Eq. (6). First, the heliumlike Ca'®* ions may be excited
to metastable states which do not decay within the view
of the detector. A detailed analysis including these states
shows that nevertheless the same x-ray production cross
section should be expected for Ca'®+ and Ca'®* beams.!*
Second, second-order processes such as two-electron exci-
tation, ionization followed by electron capture into the
projectile L or higher shells or simultaneous excitation
and ionization (the Ca!®* beam was not separated from

TABLE II. Excitation cross sections (107%° cm?/at). (All
cross sections are normalized to the PWBA theory at Z,=1 and
2 and have a relative uncertainty of +30%.)

Target Ca'®+ Cal’+
H, 0.3 0.15
He 0.9 0.4
N, 9 5
0, 10 6
Ne 13 10
Ar 19 11
Kr 32 20
Xe 24
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the Ca'®* beam, as mentioned previously) prevent a clear
interpretation of the Ca'®** data. Although the two-
electron processes can explain qualitatively the increase
of the Ca'®+ cross section compared to the Ca!®* one, it
is a complex task to obtain any quantitative estimate for
these processes. Hence we restrict this paper to the
analysis of the Ca'®* excitation.

The K x-ray production cross section is assumed to be

given by

= [zals—n ]_als—Zs ’ (11)

where o, _, is the excitation cross section from the 1s
state of Ca'®* to the bound state n. In the PWBA, o, _,
and o, _,, are given by’

T aof dq3 3(3q +1—n "2+ (1—n 121" 3 /{q[q*+(14n"1Y2]" 3}, (12)
25—00fqmm a +9)6 : (13)

oo=4m(Z, /v, )%, and g, =(1—n 2)Z /2v Atomic
units are used in the above equations. The cross section
05—, was removed from the total x-ray production
cross section because the 2s metastable state of hydrogen-
like Ca'®* does not decay within the view of the detector.
Other states with higher n that can eventually cascade
into the 2s state give a very small contribution to the to-
tal cross section and can be neglected. In Eq. (11), the
sum over n was carried up ton =7.

Figure 4 shows the scaled experimental x-ray excita-
tion cross sections o, as a function of Z, and compare

them with Glauber and PWBA results. The experimental
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FIG. 4. Measured Ca'’* excitation cross sections (®). The
cross sections are divided by Z2. The solid curve is the Glauber
approximation. The dashed line is the result given by the Born
approximation and the dotted one is the Born approximation
with the binding effect included [Egs. (11)-(14)].

r

cross sections are normalized at Z,=1 and 2 to the
PWBA theory. Glauber calculations were based on the
1s-2p excitation cross section of Franco and Thomas.!
PWBA cross sections were obtained directly from Egs.
(11)-(13) (dashed line) and by changing the minimum
momentum transfer in these equations in order to include
a binding factor (dotted line). The binding factor for the
excitation can be taken approximately as the same for the
ionization (it can be shown that within the semiclassical
approximation, the shape of impact parameter depen-
dence of the ionization probability is the same for any s-s
transition'®) and the new minimum momentum transfer
becomes

-q—min = ?qmin ’ (14)

with € given by Eq. (10).

Glauber and PWBA (with binding) results have almost
the same behavior, both following the general trend of
the experimental data. Despite the relatively large exper-
imental error, there appears to be a significant deviation
for the higher-Z targets. This discrepancy can be a
consequence of the contribution from simultaneous ion-
ization and capture. In such a process, the Cal'®t elec-
tron is ejected while another electron from the target
atom is captured into the L or higher shell. In the
present case the capture cross section always increases
with Z, because more electrons with velocity near v, are
available to be captured.'* Since the ionization cross sec-
tion also increase with Z, (see Table I), this two-electron
process is likely to contribute to the increase of the x-ray
production cross sections compared to the first-order ex-
citation mechanism.

IV. CONCLUSIONS

Because electron capture has a strong dependence on
the charge state of the incident ion, the study of the tar-
get ionization by strongly perturbing potentials is, in
many cases, frustrated by a substantial contribution due
to the capture channel. In these cases, projectile ioniza-
tion is particularly appropriate since it avoids not only
the electron capture contribution but also other compli-
cations such as the change of fluorescence yields due to
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the multiple ionization of the target.

The measurements of projectile ionization presented in
this paper demonstrate the effect of the increasing
strength of the perturbing potential in the intermediate
velocity region (v, ~v,x). Within the PWBA, a main
conclusion is that the polarization of the active electron
wave function is a small effect that does not greatly
influence the strong reduction of the cross section due to
the binding effect. In this sense, the prescription given by
Basbas et al.! is not supported by this experiment.

Both the Glauber theory and the PWBA with the
modified binding factor alone given by Eq. (10), give a
reasonable description of the ionization and excitation
data. As a matter of fact, it is intriguing that these two
theories give very similar results. As pointed out by
Anholt et al,'” it is not clear how the physical ideas
behind the Glauber approximation and the binding effect
in the PWBA can be compared. It is possible that an ex-
amination of unitarity which is included in the Glauber
approximation, but not in the PWBA, will help to clarify
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this point. Finally, it should be noted that the general
agreement between the present PWBA calculations and
experiment indicates that the scaling laws which emerge
from PWBA based low velocity theories®!> can be ex-
tended to the intermediate velocity regime and for a large
range of collision symmetries. Naturally, in the latter
case, the binding correction should include the higher-
order contributions from the perturbing charge as sug-
gested by Eq. (10).
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